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Introduction

The first chapter of this dissertation considers the welfare effects of increasing access to

secondary markets in life insurance. Life insurance contracts can be exceptionally long term

and are typically written with a level premium structure. Because death risk increases with

age, the actuarial value of a life insurance policy increases over time and becomes positive

far enough into the policy. Life insurance is also unique in that the payout is valued through

a bequest motive. If bequest preferences are dynamic and subject to unexpected shocks, the

consumer’s value of a life insurance contract can become negative even when the actuarial

value is positive. Thus, there are potential gains from trade from a secondary market for life

insurance policies. While these markets do exist, they are limited and controversial. In this

paper, I propose and estimate a life-cycle savings model for the life insurance lapse decision

with dynamic, heterogeneous bequest motives. I then perform a counterfactual analysis with

competitive secondary markets and find them to be Pareto improving for my sample with

an average value increase to consumer’s welfare by $1,346 per policy-holder.

The second chapter of this dissertation considers how optional two-part tariffs can serve

as a signaling device for life insurance contracts. I develop a model of insurance pricing

under heterogeneous lapsing with asymmetric information about lapse likelihood within the

context of an optional two-part tariff as a signaling device for future policyholder behavior.

Specifically, I test for consumer self-selection using detailed, policy-level data within the

context of life insurance backdating (a common practice that resembles a two-part tariff).

I am able to identify, through a control function approach, the information about lapse

risk a consumer reveals when they choose to backdate. I provide empirical evidence that

consumers a) who are less likely to lapse self-select into the two-part tariff pricing structure

and b) exhibit behavior consistent with sunk cost bias.
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The final chapter of this dissertation considers how Medicaid expansion can affect private

insurance markets. The Affordable Care Act is one of the most debated and dividing pieces

of legislation in recent memory. One of the main elements of the ACA is the Optional

expansion of Medicaid eligibility from the poverty line to 138% of the poverty line and

inclusion of childless adults. Nearly all of the debate has focused on the direct effects of the

newly covered, but there are also important other effects to consider. If the newly-eligible

portion differs from the general populace then expansion of Medicaid can affect the private

market for health insurance. I use policy-level data from the Health Insurance Exchanges

to identify and estimate the effects of Medicaid expansion on the private health insurance

market premiums. I find that expanding Medicaid reduces average monthly premiums by

$32.4, a decrease of 11.86%.

This dissertation covers, broadly, consumer responses to various quirks in the insurance

industry, life and health specifically, and the implications this consumer behavior has on

optimal policy. The insurance industry in particular is subject to problems from asymmetric

information. The final chapter of this dissertation examines, and finds evidence of, adverse

selection in private, individual health insurance and how an expansion of public insurance

can help negate these problems. The second chapter covers a different form of selection and

asymmetric information: the risk that a consumer will lapse on their life insurance policy.

The policy recommendation from this chapter is for life insurance companies to offer a menu

of two-part tariff pricing structures and allowing the consumers to self select into the policy

designed for their own lapse type. The first chapter examines a different quirk in the life

insurance industry – that the benefits of the contract are received through a bequest motive.

Life insurance contracts are typically long in nature and bequest motives have a dynamic

aspect to them. This can lead to cases where the actuarial value of the life insurance is

positive but the consumer does not want it anymore because their bequest preference has

2



changed. The policy recommendation in this chapter is the removal of extant limits on

secondary markets for life insurance.
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Chapter 1

Dynamic Bequest Motives and
Secondary Markets for Life Insurance

1.1 Introduction:

Relative to the majority of insurance policies, whole life insurance contracts are excep-

tionally long term, often lasting in excess of 30 years. These policies are also typically written

where premiums are the same each period and not adjusted to changing risks, called level

premiums. Because death risk increases with age, the actuarial value of a life insurance

policy increases over time and often becomes positive later in the policy. Life insurance is

also different from other forms of insurance in that the payout is not received by the insured,

but instead by a beneficiary. This means the consumer’s value of the insurance is through a

bequest motive. If bequest preferences are dynamic and subject to unexpected shocks, such

as through divorce or the aging of a child, the consumer’s value of a life insurance contract

can become negative even when the actuarial value is positive. Thus potential gains from

a secondary market exist. For example, a market where a risk neutral firm pays the policy

holder a lump sum up front (and takes over the subsequent premium payments) for the

policy holder to name the firm as the beneficiary of the policy. These markets do exist, but

they are limited, controversial, and actively lobbied against by life insurance firms (Got-

tlieb and Smetters, 2014). In this paper, I propose and estimate a life-cycle savings model

for the life insurance lapse decision with dynamic, heterogeneous bequest motives. I then

perform a counterfactual analysis with competitive secondary markets and find them to be

Pareto improving for my sample with an average compensation-value increase to consumers

of $1,346.
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There is a secondary market for life insurance in the United States. This market originally

arose as “viatical settlements” in the 1980s in response to the AIDS epidemic. Young insureds

who contracted HIV/AIDS had drastically reduced life expectancies as well as financial

hardships from high medical costs. Individual investors, and later firms, began purchasing

the life insurance contracts from these terminally ill patients for lump sums that were greater

than the cash values of the policies (Doherty and Singer, 2003b). Increases in medical

technology that extended the life expectancy of HIV/AIDS patients brought a temporary

end to the viatical settlement market, but the development of life settlement firms in the

early 2000s has allowed more individuals to access the market.1 Though life settlement

markets are growing, they are still underdeveloped. Of the $492 billion in face value of life

insurance held by consumers over age 65, nearly 20% have an economic value that exceeds

the surrender value (Doherty and Singer, 2003a). The total face value of policies held in

the secondary market is less than $15 billion (Gatzert et al., 2009). These numbers still

understate the potential value of complete secondary markets as they do not consider the

increase in the “option value” of the life insurance contract. Even for policies that are not

currently saleable on secondary markets, the value of the policy would increase. Due to level

premiums, there always exists, in a competitive market, a potential point in the life of the

contract where it becomes investment-worthy.2

Of course, even in the absence of secondary markets, consumers are not forced to continue

paying into a life insurance contract they no longer want. At any point in a life insurance

contract a consumer can simply stop paying premiums, referred to as lapsing, and the rates

for this are enormous. 88% of whole life insurance policies never pay a death benefit. More

surprisingly, 76% of whole life policies sold to people at age 65 fail to pay a death benefit

1Though often used interchangeably, viatical settlements involve a terminally ill insured while life settle-
ments do not.

2For non-competitive markets this will depend on interest rates.
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(Gottlieb and Smetters, 2014).3 Between 1991 and 2010, $29.7 trillion of new individual

life insurance coverage was issued in the United States. During this same time period, $24

trillion of coverage lapsed (Gottlieb and Smetters, 2014).

In order to explore the potential of secondary markets, it is important to first understand

the various reasons consumers lapse on policies, the rates of which are enormous. This

literature is well developed and has naturally segmented the lapse decision into: preference

shocks, income shocks, policy replacement, as well as behavioral explanations.4

Preference shocks refer to any number of situations where the consumer’s preference for

life insurance has changed, typically through shocks to bequest motives (Fang and Kung,

2010; Liebenberg et al., 2012; Fei et al., 2015).5 Examples include: divorce, death of a spouse

or child, children becoming self-sufficient, increase in spousal income, etc. Income shocks

refer broadly to consumers experiencing a negative shock to income and thereby having

insufficient funds to pay premiums. The effect of an income shock on lapse rates is stronger

in whole life insurance due to the dual presence of a surrender value and larger premiums;

this subset is referred to in the literature as the “emergency fund hypothesis” (Linton, 1932;

Outreville, 1990; Kuo et al., 2003). The aptly named “policy replacement hypothesis” refers

to consumers who lapse on one policy because they found a better one (Outreville, 1990;

Carson and Forster, 2000). Because insurance premiums are collected, and invested, long

before benefits are paid out, expectations about interest rates play an important part in the

determination of premium rates. Thus, the “interest rate hypothesis” is a specific case of

the policy replacement hypothesis where the driver of the newly available superior policy is

a change in expectations of future interest rates (Schott, 1971; Pesando, 1974; Kuo et al.,

3Whole life insurance policies are also called cash value policies since they accumulate a “cash value” that
can be redeemed at the surrender of the policy. However, even after long periods, this is generally much less
than the face value or the actuarial value of the policy.

4The vast majority of literature on insurance lapsation is focused on whole life insurance specifically, but
much of the theory applies to a broader spectrum of insurance contracts.

5This reason for lapsing generally only covers negative shocks to the insurance value of the policy. Positive
shocks to preferences are generally subsumed by the policy replacement category.
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2003). The final category of research on lapse rates focuses on non-expected utility models of

consumer behavior and how these various behavioral assumptions can influence the decision

to lapse on a policy (Shefrin, 2002; Mulholland and Finke, 2014; Gottlieb and Smetters,

2014).6

Because of the “dynamic shock” nature of the general reasons for lapsing on a life insur-

ance policy, a dynamic, life-cycle model is the natural structure to examine the mechanics

of the lapse decision. The theoretical literature on life insurance demand features extensive

use of dynamic programming (e.g. Yaari, 1965; Fischer, 1973; Lewis, 1989). However, to the

author’s knowledge, the empirical literature has not used these methods. This article bridges

that gap. The investigation into the welfare implications of increasing consumer access to

secondary markets for life insurance is the main contribution of this paper as well as the

formal treatment of life insurance demand as a function of shocks to both bequest motives

and income. The rest of the article proceeds as follows: Section 1.2 discusses relevant in-

stitutional mechanics of the life insurance industry, Section 1.3 establishes the model and

makes explicit the implicit assumptions required, Section 1.4 describes in detail the estima-

tion strategy, Section 1.5 describes my data, Section 1.6 presents the parameter-fitting and

welfare analysis results, and Section 1.7 offers conclusions.

1.2 Institutional Mechanics:

There are, in general, two types of life insurance: term and whole. Term life insurance

provides protection for a given amount of time, where the term is generally somewhere be-

tween 1 and 30 years. These policies are useful for situations where protection from an

untimely death is needed only for a defined period of time, such as until a child graduates

college or until retirement. These policies are generally cheaper than whole life policies.7

6For an excellent, detailed analysis of these hypotheses the interested reader is referred to Eling and
Kochanski (2013).

7Cheaper in the sense that an individual can purchase a policy with a greater face value for the same
premium amount.
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Whole life insurance is a permanent insurance contract that, once purchased, will insure

against death for any number of years.8 Whole life insurance, unlike term policies, is com-

bined with a savings component called the cash value. This cash value grows throughout

the policy and is returned to the consumer in the event of a policy surrender.9 The popular

financial advice is to “buy term and invest the difference;” however the academic literature

is divided on the issue. Consumers are also generally allowed to borrow against their accu-

mulated cash value at a prescribed (fixed or variable) interest rate. Throughout this paper

I am exclusively examining whole life insurance.

Modeling the life insurance lapse decision is, in a way, the mirror image of modeling the

demand for life insurance, the theory and estimation of which has been a rich area of research

for over 50 years. Yaari (1965) is the original theoretical work, using bequest motives and

an uncertain lifetime as motivation for demand. Fischer (1973) expanded on this notion,

incorporating a full life-cycle model into the life insurance purchase decision. Campbell

(1980) was the first to move away from pure bequest motives and into a Becker (1965)

household production model. Cambell’s model focuses on life insurance as protection, for the

household, against the untimely death of the primary wage earner. Somewhat independently,

a stream of work has arisen in the finance literature on the asset value of a life insurance

contract, most of which take a portfolio theory approach (e.g. Karni and Zilcha, 1986; Mayers

and Smith Jr, 1983; Doherty, 1984; Lin and Grace, 2007).10

Secondary markets, originally called viatical settlements, arose in the 1980s in response

to the AIDS epidemic. Young insureds who contracted HIV/AIDS had drastically reduced

8This is not strictly true, as life insurers will generally set an age at which all policyholders are assumed
to “die” and benefits are paid out. This is generally 100 or (more recently) 120 years, but can differ based
on the insurer and the policy.

9Variable life insurance offers policyholders the chance to choose from certain portfolios of securities where
to invest their cash value, with the potential to earn a higher return.

10This literature also examines one of the “annuity puzzles” where individuals simultaneously hold a life
insurance and an annuity contract. See Gottlieb (2012a) for an overview of this literature and a possible
solution using prospect theory.
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life expectancies as well as financial hardships from the high medical costs. Individual

investors, and later firms, began purchasing the life insurance contracts from these terminally

ill patients for lump sums that were greater than the cash values of the policies (Doherty

and Singer, 2003b). Increases in medical technology that extended the life expectancy of

HIV/AIDS patients brought a temporary end to the viatical settlement market. However,

the development of life settlement firms in the early 2000s has allowed more individuals to

access the market.

Gatzert et al. (2009) suggest that a secondary market for life insurance has the potential to

reduce life insurer profits, as it provides an alternative to lapsing for individuals. Individuals

who would have lapsed to obtain the cash value instead sell their policy to a life settlement

firm. The life settlement firm will never lapse, thus the policy is guaranteed to eventually pay

out. Because life insurance companies underwrite based on expected lapse rates, their profits

depend on the unrequited income from lapsed policies to cover the losses from policies that

pay out. Gatzert et al. (2009) finds that insurer profits would be decreased in the presence

of a secondary market and can even be negative in the presence of adverse selection (i.e.,

individuals with good health surrender but individuals with poor health sell to the secondary

market). Even if, in equilibrium, the insurance market captures some of the increased value

of the policies, insurers will almost certainly lose money in the short term. This is because

current policies have been underwritten under assumption of lapse rates consistent with

limited secondary markets. If complete secondary markets suddenly appeared, insurers would

not be able to change the premiums on these policies, many of which may last upwards of

thirty years, and would experience losses on these policies.

In the counterfactual section of this paper, I implicitly assume perfect competition in

the life insurance market. While there have been studies that have looked at competition

in other insurance markets, in particular for property-liability (Joskow, 1973) and health

(Dafny, 2010) insurance, little work has been done on competition in the life insurance

9



industry. One exception is Brown and Goolsbee (2002), who analyze whether competition

for term life insurance increased since the Internet became widely available. They find that

by reducing search costs with insurance price comparison websites, competition increased in

the life insurance industry.

1.3 Model and Assumptions:

My model is drawn from the classic life-cycle savings models which have been often

used to study life insurance demand (e.g. Yaari, 1965; Fischer, 1973; Lewis, 1989), savings

(e.g. De Nardi et al., 2010), annuity demand (e.g. Pashchenko, 2013), and more. The key

extension of my model from the rest of the literature is the allowance for both observed and

unobserved heterogeneity in the bequest motive.

Within each period, consumers receive utility from both current consumption as well as

their expected bequests. Each period, consumer flow utility is given by

u(ct, Bt,Γt) = (1− Γt)
c1−ρ
t

1− ρ
+ Γt ∗ p(aget) ∗

(Bt + θ)1−ρ

1− ρ
(1.1)

where ct is the current period consumption, Bt is the amount the consumer would leave as

a bequest should they die at the end of period t, and p(aget) is the probability the consumer

dies at the end of period t given their age. Γt is the relative weight factor for bequest motives

and is heterogeneous across consumers and across time. Each consumer’s potential bequest

amount Bt consists of their choice of savings At+1 as well as the face value face of their life

insurance contract, if they have one. The choice set for consumers consists of whether or not

to lapse on their life insurance as well as their current period consumption.
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The timing of events within period t is:

1 : Consumer realizes current value for income It and bequest intensity Γt.

2 : Consumer jointly decides optimal consumption and whether or not

to lapse on life insurance, ie (ct, Lt) ∈ S∗t+1 are chosen.

3 : Utility from consumption

(
(1− Γt)

c1−ρ
t

1− ρ

)
is gained.

4 : Consumer dies with probability p(aget) and receives bequest utility

(
Γt ·

(Bt + θ)1−ρ

1− ρ

)
.

5 : Consumer does not die with probability 1− p(aget) and continues to period t+ 1.

The consumer’s problem is therefore to maximize utility V given their current state St.

Which can be described by the Bellman equation

V (St) = max
ct,Lt

{
(1− Γt)

c1−ρ
t

1− ρ
+ Γt ∗ ·p(aget) ·

(Bt + θ)1−ρ

1− ρ
+ (1− p(aget)) · βE[V (St+1)]

}
(1.2)

S∗t+1 = argmax
ct,Lt

{
(1− Γt)

c1−ρ
t

1− ρ
+ Γt · p(aget) ·

(Bt + θ)1−ρ

1− ρ
+ (1− p(aget)) · βE[V (S∗t+1)]

}
(1.3)

Subject to

St = {Lt−1, At, It, εt, aget, face, casht, prem,married, kids} (1.4)

Bt = At+1 + (1− Lt) · face (1.5)

At+1 = At + It − ct − prem · (1− Lt) + casht · Lt · (1− Lt−1) (1.6)

Lt+1 ≥ Lt ∈ (0, 1) (1.7)

11



casht+1 = casht · (1 + r) (1.8)

Γt =
eXγ+εt

1 + eXγ+εt
(1.9)

It+1 = F (It+1|St) + eIt (1.10)

εt+1 = εt + eεt (1.11)

eεt ∼ N(0, σ2
ε ) (1.12)

eIt ∼ N(0, σ2
I ) (1.13)

12



Where:

Decision Variables:

ct consumption in time t

Lt lapse state in time t

Life Insurance Variables:

casht the cash value of the insurance plan in time t

face the face value of the life insurance policy

prem the annual premium amounts

Other State Variables:

X list of covariates for bequest motives

(inclusive of an intercept term)

It income (inclusive of capital gains) in time t

At assets in time t

p(aget) death probability for a given consumer age

εt unobserved heterogeneity in bequest motive share Γt

Married binary indicator for if the consumer is married (in X)

Kids number of children in the household (in X)

Estimated Parameters:

Γt flow utility share of the bequest motive in time t

ρ CRRA parameters of consumption and bequests

σ2
ε variance of the unobserved part of Γt

θ shift factor for bequests

Drawn Parameters:

β discount rate

σ2
I variance of Income process
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Equation (4) presents the state space, Equation (5) defines the raw amount left as a

bequest if the consumer dies at the end of period t, Equation (6) is the budget constraint,

Equation (7) prevents “un-lapsing,” Equation (8) describes the exogenous updating process

of the cash value of the policy, Equation (9) defines the relative weight for bequests as a func-

tion of observable covariates, and Equations (10) and (11) describe the update processes for

income and the unobservable heterogeneity in bequest motive. F (It+1|St) is the consumer’s

expectation of next period’s income given their current state. The process for estimating F

is described in the next section.

S∗t+1 defines the optimal policy choice given St. The choice set for the consumer is

the decision to lapse on their life insurance Lt and the choice of consumption this period

ct.
11 The decision to include age as a state variable is important and warrants discussion.

Traditionally, differential death probabilities related to age would be incorporated through

defining age as t and solving a finite - horizon problem with period - specific discounting.

Including age as a state variable instead allows me to write the Bellman Equation (1) as

time - independent. This increases the number of state variables, but allows for a single

functional estimation of the value function (with age as an input) as opposed to a different

value function for each t ≤ T .12

As with all economic models I am making a number of implicit assumptions that are

necessary to find a solution. The main assumption is that, in addition to ignorance of the

initial purchase decision, once a policy is purchased, the set of other policies has no effect on

the lapse decision. This assumption is made because I have no way of observing the potential

purchase set for each consumer. With reference to the prior literature on lapsing, I cannot

identify the decision set for consumers who are replacing one policy with another. Instead,

I treat them as continuing coverage. Combining the purchase and lapse decision under one

11In practice, I estimate the choice of At+1 by substituting for ct using the budget constraint.
12I am not the first to use this modeling approach. De Nardi et al. (2010) use a similar method.
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framework is an excellent avenue for future research. The other main component missing

from my model is term insurance. In my data I observe if consumers have term insurance

and the face amount, but I do not observe the premiums they pay or the length of the term.

Additionally, I assume that consumers have perfect foresight with regards to their future

marital status as well as the number of children in the household.13

1.4 Methods:

The theoretical literature on life insurance demand leans heavily on dynamic, life-cycle

savings models. The empirical literature relies instead on reduced form models. The reason

for the dichotomy between the is simply that fitting data to dynamic programming mod-

els is challenging and becomes exponentially more difficult the more structure is added to

the model – structure that is necessary to properly examine life insurance. The traditional

method of solving dynamic programming problems involves a discretization of the potential

state space and then solving, simultaneously, for all of the possible combinations of states.

This solution method returns an exact solution but, because the number of possible combina-

tions of states increases exponentially with the number of state variables, becomes unfeasible

as the state space grows large.

Conventional models deal with this challenge by assuming away some of the state space

either through, often dramatic, discretization of continuous states or through defining one

state as a function of another, losing valuable information in the process. Rather than sacri-

ficing structure and getting an exact solution to the wrong problem, I investigate alternative

solution methods. Specifically, I make use of approximate dynamic programming methods.

Approximate dynamic programming consists of a broad class of “practical” solution meth-

ods including (but not limited to): Q-Learning, post-decision state variable estimation, value

function approximation, Monte Carlo policy approximation, parameterized policy function

13Assuming, instead, that they have zero foresight does not change the resulting estimated value function
in a meaningful way.
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approximation, and many more.14 In this article, I use a combination of value function

approximation in the general solution algorithm and policy function approximation in cal-

culating moments for the outer generalized method of moments (GMM) procedure.

Value function approximation, started initially by Bellman and Dreyfus (1959), has a

long history, across several fields, as a solution to the “curse of dimensionality” commonly

associated with the traditional method of numerically solving dynamic programming prob-

lems. The basic idea is simple – rather than solving the value function individually for every

possible state, sample the state space and use a functional approximation instead. So long

as the approximation structure is flexible enough, the standard recursive iterative solution

will converge to a close approximation of the correct value function.15 The most important

decision when using value function approximation is what functional form the approximate

value function will take. Value functions are notoriously misbehaving, so the functional form

chosen must be flexible; but the whole purpose is to reduce computation time, so the func-

tional form must also require a relatively small number of observations to fit.16 Given these

two competing requisites, artificial neural networks are a natural choice. So much so that

a sub-discipline has arisen called “neuro-dynamic programming” about the use of artificial

neural networks in approximate dynamic programming.

1.4.1 Approximate Dynamic Programming:

Dynamic programming began in earnest with Bellman’s (1957) seminal text. The di-

rect descendant of Bellman’s framework are problems currently called Markov decision pro-

cesses.17 Bellman and Dreyfus (1959) was the first to consider the use of approximate value

functions but, due largely to the lack of available computational power, little progress was

14Bertsekas and Tsitsiklis (1996), Judd (1998), and Powell (2007) provide excellent overviews with an
operations, economics, and general emphasis respectively.

15Detailed discussion of convergence results is in Section 1.4.
16Judd (1998) provides a discussion of potential methods.
17Puterman (2014) is a modern reference for the interested reader.
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made. Independently, computer scientists working in control theory, and using Hamilton-

Jacobi equations in place of Bellman, developed their own branch of approximate dynamic

programming called heuristic dynamic programming (Werbos, 1974). Tsitsiklis (1994) first

made the general connection between approximate dynamic programming, reinforcement

learning, and stochastic approximation.18 Rust (1997) and Judd (1998) initially brought the

techniques to economics.

The general solution algorithm for approximate value function iteration follows. For a

general Bellman equation of the form

V (St) = max
St+1

{u(St, St+1)) + βE[V (St+1)]} (1.14)

S∗t+1 = argmax
St+1

{u(St, St+1)) + βE[V (St+1)]} (1.15)

define V̂ j(St; ν
j) to be the jth iteration of the parameterized (by vector ν) approximation

of V . For simplicity (and relation to traditional recursive solution methods) let V̂ 0(St; ν
0) =

0.19 The iterative process for V̂ j(St; ν
j) is

V̂ j+1(St; ν
j+1) ≈ max

St+1

{
u(St, St+1)) + βE[V̂ j(St+1; νj)]

}
(1.16)

where ≈ is an approximation operator.20,21 From that, define

Ŝjt+1 = argmax
St+1

{
u(St, St+1)) + βE[V̂ j(St+1; νj)]

}
(1.17)

18Tsitsiklis and Van Roy (1997) and Bertsekas and Tsitsiklis (1996) are further discussions of the idea.
19It does not actually matter what the initial guess is.
20This iterative process is often called the “Bellman Operator” in the Operations literature.
21I use a neural network structure with hidden layers of (5,5) neurons fitted via resilient backpropagation

as my approximation operator.
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If the approximation operator ≈ covers V in that there exists a finite parameter vector ν

such that for any compact set K ⊂ Rn and ε > 0

sup
x∈K
|V (x)− V̂ (x; ν)| ≤ ε (1.18)

then, if the limit exists,

lim
j→∞

V̂ j(St; ν
j) ≤≈ V (St) (1.19)

That is, if the approximating function and policy choice converge, then they converge

to within the best approximation one could get (under the same functional form) if one

knew the actual value function.22 The traditional numeric solution method for dynamic

programming problems is actually a limiting case of this algorithm where the approximation

architecture ≈ is either a step function or a linear spline, depending on if linear interpolation

is used. See Bertsekas and Tsitsiklis (1996) for a proof of the bounded convergence result.

Artificial neural networks are a natural choice for the general architecture of the functional

approximation.23 Neural networks were originally inspired by the biological structure of the

central nervous system (McCulloch and Pitts, 1943). Neural networks consist of several

layers of interconnected groups of nodes (or neurons) which each node taking input from

all nodes in the previous layer. Hornik (1991) shows that any multi-layer, feed-forward

structured neural network is a universal approximator.24 That is, Equation (1.18) holds for

every continuous function on compact subsets of Rn.

22This is only true for problems with a discount rate β < 1. For problems with β = 1, called stochastic
shortest path problems, a convergence result exists but is much weaker. For such problems, the limit will be
within the error in approximation multiplied by the number of iterations until convergence. Bertsekas and
Tsitsiklis (1996) discusses this result further.

23While neural networks are my preferred functional form, they are not necessary. Running the same
general procedure using a random forest architecture and a polynomial architecture produce very similar
results. However, both methods take significantly longer to converge. An OLS approximation architecture
did not converge for the estimated parameters.

24Prior, Cybenko (1989) showed the same result specifically for sigmoid activation curves.
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While rarely used in the decades following their initial development, neural networks

saw a resurgence in the 1980s due to the increased availability of computational power

and the development of the backpropagation algorithm which allowed for much quicker

training (Werbos, 1974). Large scale neural networks are currently being used to approximate

problems ranging from suggesting YouTube videos to recognizing handwriting to solving the

traveling salesman problem for international shipping. The use of neural networks as an

approximation architecture for value functions in dynamic programming is so popular it

has developed its own sub-discipline called “neuro-dynamic programming,” as discussed in

Bertsekas and Tsitsiklis (1996).

1.4.2 GMM Procedure:

Because of the complexity of the value function, fitting the parameters is a non-trivial

problem. Solving for the unobserved heterogeneity (eεt) for a maximum likelihood procedure

is unreasonable, so I use a moments-based method instead. For moments, I use the expected

value of lapsing, the expected value of asset choice, the covariance of lapsing and each

exogenous, observed state variable, and the covariance of asset choice and each exogenous,

observed state variable. Given a solution V̂ , the natural method to calculate the sample

moments g(Si,t) for an observation Si,t is

g(Si,t) = g

(∫
εt

argmax
Si,t+1

{
u(Si,t, Si,t+1)) + β

∫
εt+1

∫
It+1

V̂ (Si,t+1)∂εt+1∂It+1

}
∂εt

)
(1.20)

which is computationally difficult. However, the computational burden of calculating the

moments can be dramatically reduced by approximating the policy function. For this, I fit

a logit specification for the lapse choice, if it exists, and two OLS specifications for asset
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choice: one for each lapse choice. Formally

L̄i,t =



0, if Li,t−1 = 0 &
exp(Xiβ1)

1 + exp(Xiβ1)
< .5

1, if Li,t−1 = 0 &
exp(Xiβ1)

1 + exp(Xiβ1)
>= .5

1, if Li,t−1 = 1

(1.21)

Āi,t+1 =


Xiβ2, if L̄i,t = 0

Xiβ3, if L̄i,t = 1

(1.22)

where Xi is the vector of states, St, interactions between states, and squares of states for

individual i. β1, β2, β3 are fit from the final Ŝt+1 calculated from the sample used to fit the

value function. The sample moments are then calculated from

g(S̄i,t+1) = g

(∫
εt

{
L̄i,t, Āi,t+1

}
∂εi,t

)
(1.23)

To address the possibility of local minima in the moment function, I use a global - global

- local, three-stage GMM procedure. In the first stage, a genetic search algorithm iterates

over a bounded parameter space looking for a global optimum to the unweighted moment

function; this solution is then used to calculate an efficient weighting matrix. Using this

weighting matrix, the genetic search algorithm again searches for a global optimum. Once

the global search procedure is complete, the solution is used as a starting point for the third

stage gradient-descent algorithm.25

Genetic search algorithms are a global search methodology based on evolutionary biology

and commonly used in search problems with many parameters and over rough surfaces.26

For minimization, the basic idea is to evaluate the function for numerous randomly selected

25The specific gradient-descent algorithm is the unbounded, limited-memory Broyden-Fletcher-Goldfarb-
Shanno (LM-BFGS) method.

26See Golberg (1989) for an in depth discussion and convergence results.
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points, drop the highest points, and then generate new points to test by combining (via

weighted averaging) the lowest points.27 Aside from the obvious benefit of avoiding local

minima, genetic search algorithms are also of the class of “embarrassingly parallel” methods:

this method drastically speeds up the entire search process by allowing me to parallelize the

outermost algorithm.28

1.4.3 Counterfactual Exercise:

In order to estimate the welfare effects of fully-functioning, competitive secondary mar-

kets for life insurance, I perform a counterfactual exercise. To approximate the state of the

world under perfectly competitive secondary markets, I adjust two variables for each of my

observed consumers who own life insurance: Premiums and the Cash V alue. An increase in

the prevalence of secondary markets would lead to a reduction in lapsation rates for policies.

Because life insurance premiums are, in large part, underwritten based on assumed lapse

rates, a reduction in lapse rates would lead to an increase in premiums. To my knowledge

there is no work that estimates the effect on premiums secondary markets alone would have.

However, Gottlieb and Smetters (2014) estimates premiums would increase by around 12%

if there was no lapse-supported pricing. I therefore increase premiums by 12% for everyone

in my sample. Because some consumers would still lapse on a policy even under perfect sec-

ondary markets, due to the policy not being actuarially a good deal yet, the actual premium

increase will be lower than 12%. Thus, my welfare analysis can be viewed as a lower bound

on the effect secondary markets would actually have.

The other state variable that I adjust is the cash value of the policy. Because I want to

capture both the current and the option value increase, this adjustment is more difficult.29

In order to capture the option value, I give each individual their own updating process for

27Additionally, the very best points are also kept. This process is called “elitism” in the literature.
28For the final gradient-descent section, the inner-most optimization step is parallelized but the neural

network fitting is not.
29See Appendix A for a description of the solution method for the counterfactual.
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the cash value of their policy. Where before the update process was

cashi,t+1 = (1 + r)cashi,t

the new process is

cashi,t+1 = (cashi,t −max{0, AVi,t}) ∗ (1 + r) +max{0, AVi,t+1}

Where AVi,t is the discounted expected payout of the policy (assuming no lapsing) minus

the discounted expected premium. In other words, the cash value in each period increases

by the actuarial value (i.e., the sale price on a secondary market).30 I calculate the welfare

change under this new regime for everyone in my sample who owns life insurance and then

calculate an individual compensation equivalent amount.

1.4.4 Expectation of Future Income:

In order to estimate an individual’s expectation of future income, I make use of random

forest regression techniques. Popular in machine learning, random forests are an ensemble

learning method most commonly used for classification problems, but easily adjustable for

regression as well. Developed to correct for the over-fitting inherent in single decision trees,

random forests operate by constructing a multitude of decision trees via bootstrapping and

then using the mean prediction.31 Using a data-driven model selection method alleviates me

from having to specify the “correct” income process.

The gap between econometrics and machine learning is largely one of predictive power vs.

interpretability. The most popular methods in machine learning, such as random forests and

neural networks, are often referred to as “black box” algorithms. This moniker references the

30In calculating the change this way I’m assuming the life settlement firm withdraws any accrued cash
value immediately.

31See Breiman (2001) for a discussion of random forest predictors.
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difficulty in interpretation of the estimated parameters relative to the linear (in some way)

methods pervasive in economics.32 However, the cost of opacity typically buys an increase

in predictive power which, when leveraged properly, is extremely useful in economics. For

instance, Belloni et al. (2012) uses the LASSO estimator to allow for non-linearity in the

estimation of treatment effects in sparse models; Wager and Athey (2015) discusses the use

of random forests to estimate models with heterogeneous treatment effects.

A good general rule, and one this paper follows, is to use classic econometric techniques

when interpretability is required and the underlying data process is well-behaved, such as in

the estimation of a policy functions, and to use machine learning techniques where prediction

is the dominant requisite, such as in value function estimation or in the estimation of a

consumer’s expectation of future income.

1.5 Data:

The data used for analysis come from the 2007-2009 panel version of the Survey of

Consumer Finances (SCF). Typically, the SCF is conducted as a three year cross-section.

The 2007 portion of the 2007-2009 panel was conducted as part of the normal triennial cross-

section. After the 2007 SCF was largely completed, the Federal Reserve Board designed

and implemented the 2009 follow-up survey to provide a fuller picture of the effects of the

intervening recession on households’ finances than was available from aggregate data. The

2009 SCF’s structure largely mirrored that of the 2007 survey so it is possible to construct

parallel estimates of wealth, and specifically life insurance status, for households in both

years. The 2007 - 2009 panel study is one of two sources of panel data in the SCF with the

other occurring as a two year panel in 1983 - 1989 (Bucks et al., 2013).33

32Many machine learning algorithms are also fully non-parametric.
33The choice to collect the 2009 data did not occur until the final stages of the 2007 survey so no extra

steps were taken as part of the 2007 survey to improve the odds of re-contacting respondents. Despite this,
97% of 2007 respondents were located in 2009 and 90% of those found agreed to take part again.
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The SCF is designed to over sample wealthier households. In addition to myriad questions

regarding household demographics, wealth, income, and pensions, the survey also contains

a series of questions related to life insurance holdings. This panel structure allows for the

identification of life insurance lapse decisions. The SCF has a long history of use in examining

life insurance questions. Liebenberg et al. (2010) and Liebenberg et al. (2012) exploit the

1983 - 1989 panel to examine demand for policy loans and life insurance, respectively. Lin

and Grace (2007) and Gutter and Hatcher (2008) use the cross-section version of the SCF

to examine life insurance demand.34 Summary statistics as well as subsetted between people

who do and do not hold life insurance are presented in Table 1.1. Approximately 28% of my

sample currently has whole life insurance and, of those that currently hold, I observe around

29% lapse. This may seem large, but my sample is over a two-year span and during the

financial crisis. As shown in previous literature, consumers who hold whole life insurance

are older, richer, and more likely to be married.

Variable Full Sample Have Insurance No Insurance
Mean St. Dev. Mean St. Dev. Mean St. Dev.

Have Whole 0.28 0.45
Lapse 0.29 0.45
Assets ($000s) 1,126.98 2,694.54 1,731.78 2,347.43 884.46 2,347.43
Income ($000s) 127.15 254.27 173.11 342.92 108.72 205.63
Age 50.88 15.36 55.22 14.28 49.14 15.44
Face Value ($000s) 238.60 532.48
Cash Value ($000s) 36.53 106.38
Premium 1352.90 2,156.28
Married 0.60 0.49 0.70 0.46 0.56 0.50
Kids 0.88 1.18 0.81 1.11 0.91 1.21
N 2,823 808 2,015

Note: This table shows summary statistics for my sample separated for con-
sumers who do and not not currently hold whole life insurance.

Table 1.1: Summary Stats

34Kennickell and Starr-Mccluer (1997) provides discussion on the benefits of using the panel version of the
SCF as opposed to the repeated cross-section.
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The full vector of parameters, not including the income and death processes, is

{ρ, θ, γ0, γ1, γ2, σε, β, r}

V (St) = max
ct,Lt

{
(1− Γt)

c1−ρ
t

1− ρ
+ Γt ∗ ·p(aget) ·

(Bt + θ)1−ρ

1− ρ
+ (1− p(aget)) · βE[V (St+1)]

}

Γt =
eXγ+εt

1 + eXγ+εt

X = (1,married, kids)

The first 6, {ρ, θ, γ0, γ1, γ2, σε}, are determined via the GMM procedure described in the

preceding section. The last three are set exogenously. β is assumed to be .97 and r (the

updating of cash values) is calculated from the data to be .05535.35 The standard deviation

of the error in consumer’s income expectation is calculated to be $23,105.36

1.6 Results:

1.6.1 Model Estimation:

Table 1.2 shows the estimated parameter values. The estimated value for the constant

relative risk aversion parameter ρ of 4.986 falls within the range of values commonly found in

the literature. For instance, De Nardi et al. (2010) find a value of 3.66. As would be expected,

I do find a much smaller bequest shift parameter ($101434 vs. $273000, in De Nardi et al.

(2010)). This divergence can be attributed to my inclusion of life insurance as a form of a

bequest that De Nardi et al. (2010) does not pick up.

To my knowledge, I am the first to estimate a dynamic life-cycle model with both observed

and unobserved heterogeneity in bequest motives, even without the inclusion of life insurance.

35This is not directly a return on investment as often a portion of the premium is added to the cash value.
36I treat capital gains as a part of income so this estimate is more realistic than it seems at first glance.
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Estimate Interpretation

Estimated:
ρ 4.986 Constant Relative Risk Aversion

(.443)
θ 101.434 Bequest Shift (in $000s)

(5.811)
σe 1.116 SD of Bequest Heterogeneity

(0.133)
γ0 −1.315 Intercept of Bequest Heterogeneity

(1.793)
γ1 0.414 Coefficient for Marriage

(0.171)
γ2 0.985 Coefficient for Kids

(0.704)
Exogenous:

β 0.97 Discount Rate

r 0.053 Increase in Cash Value

σI 23.105 SD Income Process (in $000s)

Note: This table shows the estimated and
exogenously set parameters. Std. errors are
in parentheses.

Table 1.2: Parameter Estimates

Thus, the rest of my parameter estimates are not directly comparable to previous results

in the literature, however they do still have a direct interpretation. The point estimates

are positive for the coefficients γ1, γ2 on both of the observable covariates (marriage and

number of kids) for bequest motives; however, the coefficient (γ2) on kids is not statistically

significant. This implies, as predicted in prior literature, that married households place a

stronger weight on leaving a bequest than single households.

Figure 1.1 shows the estimated policy function for my sample for the At+1 decision at

various levels of It and At as well as the actual choice made by my sample (smoothed via

spline). As expected, a consumer’s current net worth is a pretty good predictor of their

future net worth. My model appears to do very well at predicting future assets for all levels

of income.
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Note: This figure shows actual asset choice vs. the one predicted by my model for various
levels of At and It. The upper breaks used for income are (in $000s): 25.772, 39.191,
56.443, 76.465, 110.757, and 198.716. There are around 400 observations represented in
each panel. There is a 10% overlap across each panel barrier. People with At > 2, 000, 000
and It > 200, 000 are not graphed for clarity sake.

Figure 1.1: Actual vs. Predicted Asset Choice by Assets and Income Level

Figure 1.2 shows the predicted lapse choice for the portion of my sample who had life

insurance at various levels of It and At as well as the actual choice made by my sample
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Note: This figure shows actual lapse choice vs. the one predicted by my model for various
levels of At and It. The upper breaks used for assets are (in $000s): 224.669 and 541.265.
There are around 240 observations represented in each panel. There is a 25% overlap across
each panel barrier. People with At > 2, 000, 000 and It > 200, 000 are not graphed for clarity
sake.

Figure 1.2: Actual vs. Predicted Lapse Choice by Assets and Income Level

(smoothed via spline). As predicted by the income-shock hypothesis, consumers with lower

levels of assets and income, i.e., those more likely to be subject to liquidity constraints, are
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more likely to lapse on their life insurance policies. My model does a good job predicting

lapse decisions for consumers with low net worth as well as high net worth, but appears

unable to explain much of the variance in the lapse decision for consumers with net worth

between $225,000 and $550,000. This is due to the income-effect dominating for the poorer

consumers and the bequest-shock effect dominating for the rich consumers, each of which

my model seems to pick up well. However, for middle to upper middle class consumers, the

effects interact and my model seems to do a poor job picking that up.

Figure 1.3 shows the estimated policy function for my sample who has life insurance for

the At+1 decision at various levels of It and At and the Face V alue of their policy as well as

the actual choice made by my sample (smoothed via spline). My model continues to perform

well in prediction of asset choice; however, I am unable to predict much of the variation in

asset choice for consumers with low to medium income, lower asset levels, and very large life

insurance policies. Life insurance is intended to be insurance against the loss of income, so

consumers who are “over-insuring” are potentially acting based on private information that

my data, and therefore my model, are failing to account for.

Figure 1.4 shows the predicted lapse choice for the portion of my sample who had life

insurance at various levels of It, At, and a binary indicator for the presence of children in

the household as well as the actual choice made by my sample (smoothed via spline). The

difference in how actual lapse rates change with respect to income for households that have

children versus households that do not is interesting. Households with children for low and

medium levels of net worth have a strikingly linear decrease in propensity to lapse as their

income increases. A similar relation exists for consumers with children but with high assets;

however, as would be expected, increasing levels of income have very little effect on lapse

propensity, likely due to the absence of liquidity constraints.

Figure 1.5 shows the predicted lapse choice for the portion of my sample who had life

insurance at various levels of It, At, and age as well as the actual choice made by my sample
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Note: This figure shows actual asset choice vs. the one predicted by my model for various
levels of At, It, and Face Value for people with life insurance. The upper breaks used for
income are (in $000s): 58.573, and 97.125. The upper breaks for Face Value are (in $000s):
38.210 and 100.010. There are around 230 observations represented in each panel. There is
a 25% overlap across each panel barrier. People with At > 2, 000, 000 and It > 200, 000 are
not graphed for clarity sake.

Figure 1.3: Actual vs. Predicted Asset Choice by Assets, Income, and Face Value

(smoothed via spline). Age appears to be negatively correlated with lapse rates and my

model does a good job picking this up with the exception of the richest rich.
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Note: This figure shows actual lapse choice vs. the one predicted by my model for various
levels of At, It, and the number of children in the household for people with life insurance.
The upper breaks used for assets are (in $000s): 224.699, and 541.265. There are between
190 and 270 observations represented in each panel. There is a 25% overlap across each
panel barrier. People with At > 2, 000, 000 and It > 200, 000 are not graphed for clarity
sake.

Figure 1.4: Actual vs. Predicted Lapse Choice by Assets, Income, and Number of Children

1.6.2 Counterfactual Analysis:

Using the estimated parameters from Table 1.2, I re-calculate each individual’s value

under a scenario where premiums increase by 12% and the cash value in time period t

increases by max{0, Act.V aluet}.37 Interestingly, everyone in my sample is better off. I

find that the average utility, of policy-holders, increases, in one-time compensation units, by

37The premium increase estimate is derived from Gottlieb and Smetters’s (2014) estimate of premium
increases if there was no lapsing. Because some lapsing would still occur under perfect secondary markets,
this is a conservative estimate. See Appendix A for description of the solution method used to solve for the
value function in the counterfactual estimation.
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Note: This figure shows actual lapse choice vs. the one predicted by my model for various
levels of At, It, and age for people with life insurance. The upper breaks used for assets are
(in $000s): 224.699, and 541.265. The upper breaks used for income are (in $000s): 58.573,
and 97.125. There are between 190 and 270 observations represented in each panel. There
is a 25% overlap across each panel barrier. People with At > 2, 000, 000 and It > 200, 000
are not graphed for clarity sake.

Figure 1.5: Actual vs. Predicted Lapse Choice by Assets, Income, and Age
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$1,346. This means that the increase in the value of life insurance policies, even considering

the increased premiums, is, on average, $1,346. This welfare increase is a lower bound for

two reasons: I estimate the change in premiums based on the stoppage of all lapsing, while

some would still occur under secondary markets, and I do not consider the, strictly positive,

welfare benefits on the extensive margin. That is, I do not account for benefits gained by

people who do not purchase a life insurance policy under the status quo, but would do so if

secondary markets were more prevalent and accessible.

Figure 1.6 shows the single-period compensation equivalent plotted against the actuarial

value for my sample at various levels of At, It, and age. While the compensation value moves

partially congruently with the estimated actuarial value of the each individual’s policy. While

Figure 1.6 appears to show a positive correlation with compensation value and net worth,

this relation is illusional and due to a positive correlation of the face value of policies and

the consumer’s net worth. To account for this omitted variable I fit an OLS specification to

the compensation-equivalent welfare increase. Table 1.3 shows this result.

Interestingly, poorer and younger consumers benefit the most from the changed policy.

Young consumers are relatively better off because the increased option value simply has

more expected time to play out. That is, younger consumers are going to be subject to more

shocks over the rest of their life than older consumers will. Because both income and bequest

motive shocks are persistent, this increases the variance of the future insurance value of the

contract, which necessarily increases the option value. Poorer consumers are relatively better

of than richer (in both assets and income) consumers because they are more likely to lapse

on their policies due to income constraints.

Figure 1.7 shows the difference in predicted lapse rates under the status quo versus the

counterfactual. As would be expected, “lapse” rates increase. This is due to my definition

of lapsing being inclusive of selling a policy. In reality, there are likely people who would be

worse off under the counterfactual, due to the premium increase, and may lapse because of
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Dependent variable:
Income Differential

Assets ($000s) −3.061∗∗∗

(1.303)
Income ($000s) −1.440∗∗∗

(0.352)
Age −10.269∗∗∗

(2.464)
Face Value ($000s) 0.143

(4.029)
Cash Value ($000s) 2.716∗∗∗

(0.429)
Annual Premium −0.855∗∗∗

(0.011)
Married 31.248

(89.611)
Kids 28.736

(70.805)
Constant 602.011∗∗∗

(27.498)
Observations 8082

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. This
table shows the compensation-equivalent
change in utility for the counterfactual fitted
via OLS. Std. errors are in parentheses.

Table 1.3: Counterfactual

it. However, in my sample, everyone is strictly better off from the policy and therefore the

increased lapse rates are entirely due to consumers being able to sell their policies.

Figure 1.8 shows the compensation equivalent welfare increase split between the increase

due to consumers selling their current policies vs. the value increase due to the option value

of being able to sell the policy later. The initial increase dominates for younger consumers

with high value policies. This may not seem intuitive at first, surely younger consumers have

a lower actuarial value for their policies? While true, younger consumers, in particular those

with higher levels of assets, simply don’t value the insurance as much and thus, as shown in

Figure 1.5, are much more likely to lapse. The option value dominates the initial value for

consumers who have smaller policies.
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1.7 Conclusions:

Relative to the majority of insurance policies, life insurance contracts can be exceptionally

long term, often in excess of 30 years. These policies are also typically written with a level

premium structure. Because death risk increases with age, the actuarial value of a life

insurance policy increases over time and often becomes positive towards the end of the

policy. Life insurance is also different from other forms of insurance in that the payout is not

received by the insured, but instead by a beneficiary. This means that value of the insurance

to the insured must be discounted through a bequest motive. If bequest preferences are

dynamic and subject to unexpected shocks, such as through divorce or the aging of a child,

the value to the insured of a life insurance contract can become negative later in the policy

even when the actuarial value is positive. Thus potential gains from trade could be acquired

from a secondary market for life insurance policies. A market where the firm pays the policy

holder a lump sum up front (and all of the subsequent premiums) for the policy holder

to name the firm as the beneficiary of the policy. While these markets do exist, they are

limited and controversial. In this paper, I proposed and estimated a structural model for the

life insurance lapse decision. I then performed a counterfactual analysis with competitive

secondary markets and found them to be Pareto improving for my sample with an average

value increase to consumers of $1,346. Younger and poorer consumers benefited the most.

This paper makes three contributions: The primary contribution of this paper is to

bring together the theoretical and empirical strands of life insurance lapsation estimation

under a structural framework, allowing for counterfactual policy analysis. Dynamic life-

cycle models are the natural method of examining decisions about the long-term, bequest

motivated, decisions involving the purchase and lapsing of life insurance policies. While the

theoretical literature has embraced this framework, the empirical literature still relies almost

exclusively on a reduced form estimation approach. This has greatly limited researcher’s
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ability to conduct counterfactual exercises to examine various policy proposals regarding

life insurance including, but not limited to, increasing the prevalence and accessibility of

secondary markets.

The second contribution is the addition to the academic discussion of the welfare benefits

of secondary markets in life insurance, finding them to be largely welfare increasing. However,

the defining feature of whole life insurance that makes secondary markets viable, the long-

term nature of the contracts, is also a major barrier to implementation. Because insurance

firms have underwritten existing contracts under the assumption that lapse rates would

remain stable, the introduction of functioning secondary markets would lead to losses on

many current policies. This has led to many insurance firms banding together to lobby

against the widespread opening of secondary markets.

The third contribution is to exemplify, to the economics community, the potential of neu-

ral networks as an approximation architecture in solving complicated dynamic programming

problems through the method of approximate dynamic programming. This paper closed

the schism in the complexity of modeling framework between the theoretical and empirical

literatures examining life insurance lapse behavior. The reason this schism existed is because

of the computational difficulty involved in solving the complicated dynamic programming

problem necessary to structurally model consumer behavior toward life insurance. Rather

than sacrificing necessary structure, I drew on the machine learning and operations litera-

ture for an alternative solution method. I do not advance the methods used any further,

however I am, to my knowledge, the first in the economics literature to use neuro-dynamic

programming methods, which potentially have broad applications beyond life insurance lapse

decisions.
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Note: This figure shows the compensation equivalent plotted against the actuarial value
for my sample at various levels of At, It, and age. The upper breaks used for assets are (in
$000s): 224.699, and 541.265. The upper breaks used for income are (in $000s): 58.573, and
97.125. There are between 190 and 270 observations represented in each panel. There is a
25% overlap across each panel barrier. People with At > 2, 000, 000 and It > 200, 000 are
not graphed for clarity sake.

Figure 1.6: Compensation Equivalent by Actuarial Value
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Note: This figure shows predicted lapse choice under the status quo vs. the counterfactual
for various levels of At, It, and age. The upper breaks used for assets are (in $000s): 224.699,
and 541.265. The upper breaks for age are 50, 62, and 95. There are between 190 and 270
observations represented in each panel. There is a 25% overlap across each panel barrier.
People with At > 2, 000, 000 and It > 200, 000 are not graphed for clarity sake.

Figure 1.7: Predicted Lapse Choice under Status Quo and Counterfactual
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Note: This figure shows the compensation equivalent welfare increase split between the
increase due to consumers selling their current policies vs. the value increase due to the
option value of being able to sell the policy later for various levels of At, It, and age. The
upper breaks used for assets are (in $000s): 224.699, and 541.265. There are between 190
and 270 observations represented in each panel. The upper breaks for age are 50, 62, and
95. There is a 25% overlap across each panel barrier. People with At > 2, 000, 000 and
It > 200, 000 are not graphed for clarity sake.

Figure 1.8: Compensation Equivalent: Option Value vs. Current Value
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Appendices:

A Counterfactual Estimation Procedure:

In order to estimate the welfare effects of fully functioning, competitive secondary markets

for life insurance, I perform a counterfactual exercise. To approximate the state of the world

under perfectly competitive secondary markets, I adjust two state variables for each of my

observed consumers who own life insurance: Premiums and the Cash Value. An increase in

the prevalence of secondary markets would lead to a reduction in lapsation rates for policies.

Because life insurance premiums are, in large part, underwritten based on assumed lapse

rates, a reduction in lapse rates would lead to an increase in premiums. To my knowledge

there is no work that estimates the effect on premiums secondary markets alone would have.

However, Gottlieb and Smetters (2014) estimates premiums would increase by around 12%

if there was no lapse-supported pricing. I therefore increase premiums by 12% for everyone

in my sample. Because some consumers would still lapse on a policy even under perfect

secondary markets, due to the policy not being actuarially a good deal yet, the actual

premium increase will be lower than 12%; thus, my welfare analysis can be viewed as a lower

bound on the effect secondary markets would actually have.

The other state variable that I adjust is the cash value of the policy. Because I want to

capture both the current and the option value increase, this adjustment is more difficult. In

order to capture the option value, I give each individual their own updating process for the

cash value of their policy. Where before the update process was

cashi,t+1 = (1 + r)cashi,t
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the new process is

cashi,t+1 = (1 + r) · (cashi,t −max{0, AVi,t}) +max{0, AVi,t+1}

Where AVi,t is the discounted expected payout of the policy (assuming no lapsing) minus

the discounted expected premium. In other words, the cash value in each period increases

by the actuarial value (i.e., the sale price on a secondary market).38

Because the updating of the cash value is no longer time consistent, solving for the change

in welfare becomes more difficult. I address this by including a policy function approximation

approach in my solution algorithm. The idea is similar to the value function approximation

method described above with a few slight modifications: Define

Ŝt+1(St; φ̂) ≈ S∗t+1(St|V̂ ) = argmax
St+1

{
u(St, St+1)) + βE[V̂ (St+1)]

}
(1.24)

Ŝt+j(St; φ̂) ≡ Ŝt+j(Ŝt+j−1(...Ŝt+2(Ŝt+1(St)))) (1.25)

That is, Ŝt+1(St; φ̂) is an approximation of the actual policy choice given an approximate

value function V̂ . Equation (24) defines the estimation of future states given the current

estimated policy function and current state. The derivation of S∗t+1(St|V̂ ) is the same as in

the ADP solution method above. The updating procedure of the approximate value function

changes however. Before

V̂ j+1(St; ν
j+1) ≈ max

St+1

{
u(St, St+1)) + βE[V̂ j(St+1; νj)]

}
38In calculating the change this way I’m assuming the life settlement firm withdraws the cash value

immediately.
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Whereas under the new method:

V̂ j+1(St; ν
j+1) ≈

∞∑
i=0

{
βiE

[
u(Ŝt+i, Ŝt+i+1))

]}

That is, the previously estimated value function is not used in the calculation of the value

of the estimated policy derived from the previously estimated value function. For the policy

function approximation architecture I use the same form described in the GMM procedure:

L̄i,t =



0, if Li,t−1 = 0 &
exp(Xiβ1)

1 + exp(Xiβ1)
< .5

1, if Li,t−1 = 0 &
exp(Xiβ1)

1 + exp(Xiβ1)
>= .5

1, if Li,t−1 = 1

(1.26)

Āi,t+1 =


Xiβ2, if L̄i,t = 0

Xiβ3, if L̄i,t = 1

(1.27)

where Xi is the vector of states, St, interactions between states, and squares of states for

individual i.

This method and the method of only approximating the value function converge to es-

sentially the same values.39 However, this new method allows me to calculate the value of a

policy with individual, time-inconsistent updating of the cash values.

39The combined method actually converges faster as well. I use the slower version as my preferred speci-
fication because of the greater ease of exposition.
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Chapter 2

Sunk Costs and Signaling: Two-Part
Tariffs in Life Insurance

1

2.1 Introduction:

There are large, upfront, fixed costs to writing a life insurance policy. Both agent com-

mission and direct underwriting costs (e.g. fees for physicals and blood tests) are fully paid

a few years into contracts that can last 10-30 years. Because of these upfront costs, insurers

can actually lose money on policies when the consumer lapses early into the contract, even if

no death benefit is ever paid out. Thus, to properly price contracts, insurers must estimate

lapse risks. However, because consumers often have more knowledge about their lapse like-

lihood than the insurer, asymmetric information arises and room for a signaling mechanism

exists. In this article, we develop a model of life insurance pricing under heterogeneous lapse

behavior with asymmetric information about lapse likelihood. We establish the existence of

a separating equilibrium under a menu of contracts containing an optional two-part tariff.

We then show the consumer’s choice serves as a signaling device for private information on

lapse likelihood. Using detailed, policy-level data on the practice of life insurance backdating

as an example of our proposed optional two-part tariff, we empirically test our model’s pre-

diction of consumer self-selection.2 We use a control function approach to separately identify

selection effects from potential sunk cost fallacy. We find that consumers who choose to take

1This chapter is joint work with Jim M. Carson, Robert E. Hoyt, and Krzysztof Ostaszewski.
2Backdating occurs when the contract’s start date is earlier then its application date. Most often, policies

are backdated to align financial documents or set a specific premium payment date. However a smaller
number (6% of all policies in our sample) are backdated to save age, which is described in detail later.
Throughout this paper we are only considering policies backdated to save age.
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part in the two-part tariff by backdating their policies are less likely to lapse, due to both

self-selection and sunk costs.

Lapse rates in life insurance are enormous. Between 1991 and 2010, $29.7 trillion of

new individual life insurance coverage was issued in the United States. During this same

time period, $24 trillion of coverage lapsed. 85% of term life insurance policies never pay a

death benefit. More surprisingly, 74% of term life policies sold to people at age 65 fail to

pay a death benefit (Gottlieb and Smetters, 2014).3 For every policy that ends in death or

term maturation, 36 policies lapse due to nonpayment of premiums (Purushotham, 2006).

We focus our analysis on term life insurance and, though the vast majority of literature on

insurance lapsing is focused on whole life insurance, much of the theory applies to term insur-

ance as well. The literature on lapse behavior is well-developed and can be condensed into:

preference shocks, income shocks, policy replacement, and non-expected utility explanations.

Preference shocks refer to any number of situations where the private value of the life

insurance contract has changed (Fang and Kung, 2010; Liebenberg et al., 2012; Fei et al.,

2015).4 Examples include: divorce, death of a spouse or child, children becoming self-

sufficient, increase in spousal income, etc. Income shocks refer to consumers experiencing a

negative shock to income and thereby having insufficient funds to pay premiums. The effect

of an income shock on lapse rates is stronger in whole life insurance due to the presence

of a surrender value. This is referred to in the literature as the emergency fund hypothesis

(Linton, 1932; Outreville, 1990; Kuo et al., 2003). The aptly named policy replacement

hypothesis refers to consumers who lapse on one policy because they found a better one

(Outreville, 1990; Carson and Forster, 2000). The interest rate hypothesis is a specific case

of the policy replacement hypothesis where the driver of better available policies is a change

3Whole life insurance, which doesn’t expire, has similar overall lapse rates and lower per-year lapse rates.
4This reason for lapsing generally only covers negative shocks to the insurance value of the policy. Positive

shocks to preferences are typically subsumed by the policy replacement category.
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in expectations of future interest rates (Schott, 1971; Pesando, 1974; Kuo et al., 2003).5 The

final category of research on lapse rates focuses on non-expected utility models of consumer

behavior and how these various behavioral assumptions can influence the decision to lapse

on a policy (Shefrin, 2002; Mulholland and Finke, 2014; Gottlieb and Smetters, 2014).6 Our

theory requries that consumers potentially have some private knowledge about their lapse

proclivity. Of these four main determinants, consumers most likely have private knowledge

about income shocks and preference shocks.

Though asymmetric information on lapse risk initially appears different than the canon-

ical study of asymmetric information on loss probability, the same intuition applies. In our

case, we observe that life insurance incurs a front-loading of underwriting-related costs both

through direct underwriting costs and agent commission. It is expected that the costs of

underwriting will be recovered over the long life of the contract. However, when a consumer

lapses on a policy early into the contract (e.g., in the first several years), the insurer is unable

to recoup the entire underwriting cost. Thus, consumers with a higher likelihood of lapsing

have a higher (expected) average cost per year because the fixed cost of underwriting is

spread over a smaller time span. If consumers have private knowledge about this cost, the

same adverse selection issues arise.

Much has been written on possible asymmetric information issues in life insurance, though

the extant literature focuses solely on loss as opposed to lapse. Cawley and Philipson (1999)

show the existence of a negative correlation between risk and coverage in life insurance

that runs counter to the testable implications set forth by Chiappori et al. (2006). Cutler

et al. (2008) explore reasons for this apparent “advantageous selection” citing a negative

correlation for risk aversion and risky behaviors. Gottlieb (2012b) suggests it is unlikely

5Because insurance premiums are collected, and invested, long before benefits are paid out, expectations
about interest rates play an important part in the determination of premium rates.

6For an excellent, detailed analysis of these hypotheses the interested reader is referred to Eling and
Kochanski (2013).
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there is an adverse selection problem in life insurance, as it is priced close to actuarially

fair levels. However, the possible presence of simultaneous advantageous selection, which

produces opposite observable correlation as adverse selection, clouds this analysis (De Meza

and Webb, 2001). Under advantageous selection, individuals who have lower risk also tend

to be more risk averse. This produces a situation where less risky individuals are more

likely to purchase insurance due to their higher risk aversion even though they have a lower

probability of experiencing a loss.7

The main difference in lapse risk versus loss risk is that the common methods of address-

ing asymmetric information do not readily apply: deductibles and copays will not cause

consumers to self-select into their proper lapse-risk group. Instead we show insurers can of-

fer a menu of contracts where the variety lies in combinations of an initial fee and recurring

premiums, i.e., a menu of two-part tariffs. We show that consumers who choose to pay the

higher up-front fee and lower recurring premiums are signaling their intention to persist and

not to lapse early in the contract period.

Two-part tariffs, originally examined by Gabor (1955) and Bowman (1957), are central

to the literature concerning price discrimination. The simplest form of second-degree price

discrimination, two-part tariffs are commonly used across numerous industries. The first

formal analysis of this form of price discrimination was Oi (1971) which examines the optimal

pricing structure for amusement parks (Disneyland in particular); Schmalense (1981) expands

on this work. Blackstone (1975) looks into potential two-part tariffs for Electrofax copying

machines. Schmalense (2015) looks at the “razor-and-blades” pricing strategy.8 The extreme

version of a two-part tariff is “buffet pricing,” where the per-period price is set to zero and

the entire payment is subsumed by the tariff (Nahata et al., 1999). Prior work examined on

why life insurance contracts tend to be actuarially front-loaded, but the extant literature has

7For a broad discussion of adverse and advantageous selection, see Einav and Finkelstein (2011).
8For a more in-depth discussion of the extant literature on two-part tariffs, the interested reader is referred

to Stole (2007); for a discussion of the theory the reader is referred to Tirole (1988).
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failed to consider that optional front-loading acts as a signaling device (Hendel and Lizzeri,

2003; Hofmann and Browne, 2013).9

A version of an optional two-part tariff pricing method exists in the life insurance indus-

try, called backdating. A life insurance contract is considered backdated when the insurance

contract bears a start date that is prior to the application date.10 The consumer chooses to

pay for coverage for the time prior to their application and, because the consumer is still alive

at the time of application, no direct benefit will be paid for this prior coverage. Rather, con-

sumers do this to “save age.” Because life insurance policies feature level premiums that are

based largely on the age of the applicant at the beginning of the contract, backdating to save

age lowers the per-period premium paid throughout the life of the contract.11 Throughout

this paper we are only considering policies backdated to save age. The choice to backdate is,

in essence, the choice to pay an initial upfront payment to have lower per-period payments,

which looks a lot like an optional two-part tariff. The extant literature on backdating is

limited. Carson (1994) shows that the net present value of backdating can be positive after

relatively short periods of time depending on the length of the backdate period, the discount

rate, and age. Carson and Ostaszewski (2004) further shows that the actuarial present value

of backdating is generally positive.Carson et al. (2012) examine the incentives and welfare

economics of life insurance backdating.

Prior work on life insurance backdating has failed to address if and why decreased lapse

rates occur. The obvious avenue through which greater policy persistence might occur is

via a selection mechanism – those consumers with asymmetric knowledge of their low lapse

risk are more likely to pay the initial tariff because the future stream of decreased premiums

9There is a somewhat similar vein of work on reclassification risk in health insurance (Herring and Pauly,
2006; Pashchenko and Porapakkarm, 2015; Handel et al., 2015).

10This process is regulated by states with typical maximum backdating of one year.
11We note also that other forms of two-part tariffs could be offered by insurers (in addition to backdating),

such as the option to pay for underwriting /policy issue expenses separately from mortality charges, for
example.
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is longer and, therefore, more valuable to them. Behavioral economics offers a different

mechanism: sunk cost fallacy (Arkes and Blumer, 1985).12 Sunk cost fallacy would lead to

lower lapse rates because consumers may have an aversion to “wasting” the high upfront

tariff of backdating. If, for instance, consumers are randomly assigned to the tariff pricing

structure, we would not expect those who pay the tariff will exhibit lower lapse rates, unless

those consumers are exhibiting sunk cost fallacy if properly controlling for the differences

in per-period premiums. Through our empirical structure we are able to separately identify

the self-selection and behavioral effects of backdating on lapsing behavior. Our work builds

on the growing field evidence of behavior consistent with sunk cost fallacy (Ho et al., 2017).

Note: Annual net present value (NPV) for a 35 year old male for
a $250,000, 30 year term policy. Source: Carson and Ostaszewski
(2004)

Figure 2.1: NPV of Backdated Policy Relative to Normal Policy

Because of the discrete nature of life insurance underwriting, specifically the use of integer

ages, the relative distance from a consumer’s application date to their birthday will change

the size of the initial tariff while having no effect on the size of the premium reduction.

12We acknowledge the existence of potential rational explanations for consumers exhibiting what appears
to be sunk cost fallacy (McAfee et al., 2010). We are only documenting the existence of the behavior, not
necessarily providing evidence of irrational behavior.
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Drawn from Carson and Ostaszewski (2004), Figure 1 shows how the actuarial value to a 35-

year-old male consumer of backdating a policy evolves over time compared to a traditionally

purchased policy for different lengths of backdating. Consumers who apply for life insurance

far away from their birthdays must pay a larger upfront cost to get the same reduction in

premium. Thus, it takes longer for the premium reduction to outweigh the initial tariff. We

exploit this randomness in initial tariff size to separately identify the selection and sunk cost

effects of backdating on lapse proclivity. We find each avenue to be a significant contributor

to a consumer’s decreased propensity to lapse.

Our contribution to the literature is twofold: we are the first to consider life insurance

lapsing as a form of adverse selection; we also explore, both theoretically and empirically,

the role of optional two-part tariffs as a signaling mechanism using life insurance backdating

as our primary example. The findings shed light on why insurers continue to engage in

backdating when alternative pricing mechanisms exist – backdating is used by insurers as

a screening device to deal with hidden knowledge of lapse intentions that engender a form

of adverse selection. As part of our results, we also show evidence of consumer behavior

consistent with sunk cost fallacy.

The rest of this article proceeds as follows: the next section describes a simple model of life

insurance pricing under heterogeneous lapse behavior with perfect asymmetric information

about lapse likelihood and then examines the role of optional two-part tariffs as a signaling

device. The third section describes our data and empirical methods, and the fourth section

presents our results. The final section offers conclusions.

2.2 Theory:

We begin with a simple expression of how insurers can use optional two-part tariffs to

signal a consumer’s lapse risk.13 Let there be two periods. Consider a term insurance contract

13In this section we are ignoring any irrational behavior, specifically sunk cost fallacy.
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offered by a competitive life insurer lasting both periods with level premiums. Let there be

two types of consumers: those who lapse after the first period and those who continue into

the second. λ is the share of consumers who lapse on their policies after the first period and

(1− λ) is the share who do not lapse. Both types of consumers have an equal chance ρ1 of

loss L in the first period and ρ2 of loss L in the second period. Define ρ2 > ρ1 to exemplify

that death risk increases with age. Consumers are indistinguishable to the insurer who must

incur a fixed underwriting cost F > 0. The profit Π for a representative insurer, separated

by period, offering full coverage at level premium P is

Π = Π1 + Π2

Π1 = P − ρ1L− F

Π2 = (1− λ)P − (1− λ)ρ2L

Where Πt is the profit in period t.

With a competitive insurer, we use the zero profit condition and solve for equilibrium

price

P ∗ =
F + ρ1L+ (1− λ)ρ2L

(2− λ)
.

The first derivative of premium with respect to lapse rate is then

∂P ∗

∂λ
=
F + (ρ1 − ρ2)L

(2− λ)2

The sign of this derivative, which determines whether or not lapsing is costly to the

insurer, is determined by the relative size of the underwriting cost F and the difference in

expected costs between periods (ρ1 − ρ2)L. In situations such as shorter term life insurance

written for younger consumers, it is likely that F > (ρ1 − ρ2)L and thus ∂P ∗

∂l
> 0 meaning

lapsing is costly to insurers. In other situations, such as longer term insurance written to
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the elderly, (ρ1 − ρ2)L may be quite large and lapsing may actually reduce the costs of the

insurer. In either case, the optimal price for the two types differs and room for a signaling

mechanism exists.

If insurers instead offer an optional two-part tariff, the equilibrium changes. A pooling

equilibrium is impossible under the standard Rothschild and Stiglitz (1976) argument so

we instead search for a separating equilibrium. This equilibrium is defined by two separate

premium offers (P1, P2) where P1 > P2 and an initial tariff T that a consumer must pay to

access P2.
14 This equilibrium space is defined by a solution to the following:

P1 = ρ1L+ F (2.1)

2P2 + T = (ρ1 + ρ2)L+ F (2.2)

2P2 + T ≤ 2P1 (2.3)

P2 + T ≥ P1 (2.4)

Equations (1) and (2) represent the zero profit conditions; Equations (3) and (4) represent

the incentive compatibility constraints. A space of solutions always exists, with an intuitive

example being to set the tariff T as slightly higher than the underwriting cost F + ε and P2

as slightly lower than the expected, first period, loss ρ1L− ε, where ε is small.15

2.3 Data and Methods:

A Data:

The data for the analysis come from a medium-sized and geographically diverse mutual

life insurer in the U.S. and spans the years 2006 through 2014.16 The full sample includes

14Because our model is only two periods, a two-part tariff for those consumers who lapse after one period
is indistinguishable from a single premium.

15Unlike Rothschild and Stiglitz (1976), a solution always exists in our model.
16We use these years to simplify the issue of a term policy expiring vs. a consumer lapsing.
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data for 97,522 term life insurance contracts. In order to avoid the complication of non-

monotonicity in lapse cost, we focus exclusively on term insurance between 10-20 years.17

Because death claims are so rarely paid in these term policies, the potential for consumers

holding their policies “too long” appears remote. That is, with reference to our model, it

is likely that F > (ρ1 − ρ2)L, thus making improved persistency strictly a benefit for the

insurer.18 This allows us to view higher likelihood of lapse strictly as an adverse form of

selection and adhere more to the predicted selection results of our model. To avoid the

complication of classifying deaths in our hazard model, we remove the 727 policies that end

in death.19

Variable Full Sample Backdate Don’t Backdate
Mean St. Dev. Mean St. Dev. Mean St. Dev.

Backdate 0.06 0.29 1 - 0 -
Backdate Opp. 181.26 89.18 60.29 32.03 189.08 85.99
Face Amount($000s) 213.54 288.72 311.13 424.58 207.23 276.49
Issue Age 46.20 11.17 46.46 10.60 42.65 11.17
Annual Premium 578.47 922.11 937.61 1420.76 555.26 875.10
Lapse 0.31 0.46 0.23 0.42 0.32 0.47
Days in Force 1,612.72 1,115.63 1853.40 1087.45 1597.17 1115.66
N 46,199 2,804 43,395

Note: This table shows summary statistics separated by consumers who did
and did not backdate.

Table 2.1: Summary Stats

Life insurance policies are often backdated for reasons other than saving age (such as

to align financial documents). To address this, we define a policy as backdated only if

the effective date is within one week prior to the consumer’s birthday. Our identification

strategy relies on randomness in applying for life insurance with regard to a consumer’s

17This focus also eliminates the yearly renewable term contracts. As these policies are spot contracts and
do not have level premiums, a two-part tariff has no meaning. 10-year terms are the smallest length term
policies in our data after 1-year renewable term.

18In our full sample of 97,522 contracts, we observe 727 deaths; in our selected sample, we observe 494.
19Inclusion of policies that end in death and classifying them as non-lapsed policies does not affect our

results. Similarly, classifying the policies as lapsing at death does not affect our results.
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birthday. However, there is evidence that consumers do alter their behavior during the short

time frame around their birthday (Dai et al., 2014). To address this we drop those consumers

who apply within one month (before or after) of their birthday.20 After these modifications,

and the removal of missing data, our sample consists of 46,199 active or lapsed policies.

Summary statistics for these policies can be found in Table 1. Because they have to pay a

lower tariff for the same reduction in premiums, consumers who apply for life insurance closer

to their birthdays are more likely to backdate their policies. Additionally, consumers with

backdated policies both hold their policies longer and have lower lapse rates. Interestingly,

consumers who backdate tend to have larger policies.

B Base Specification:

To first check our proposed optional two-part tariff selection mechanism, we examine

if backdated policies exhibit lower lapse rates. Our initial specification for the hazard of

lapsing is defined as follows:21

λ(Lapseit|X) = λ0(t)exp(Xiβ
′)ui (2.5)

Xi = (Backdatei, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

ui ∼ exp(N(0, σ2)).

20If we include these consumers our results are slightly strengthened.
21Contrary to most hazard models, our data are not truly panel and thus we do not represent them as

such. Each policy represents one row in our data and we derive the hazard specifications from a combination
of our time-invariant covariates: length of time policy was/is enforced and a binary indicator for if the policy
lapsed. Since our data’s time frame for policy issuance is smaller than the minimum term length used in our
data (10 years) we do not have to account for issues with a policy expiring without lapse or policy-holder
death.
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We fit Equation (5) using the partial likelihood method of Cox (1972). Lapseit is equal

to 1 in time t if the policy has lapsed at any time equal or prior to t and 0 otherwise. For the

independent variables in the model, Backdatei is 1 if the consumer was found to be saving

age and 0 otherwise. IssueAgei is the age of the insured at time of application. FaceAmti is

the face value of the life insurance policy. AnnPremi is the annual premium for the policy.

UWClassi is a series of dummy variables for the underwriting class of the insured (with four

dummy variables for five different categories), with UWClass1i being the healthiest. Malei

is a binary variable equal to 1 if the insured is male, and 0 otherwise. Y eari is a series of

dummy variables for the year of policy issuance. TermLengthi is a series of dummy variables

for length of term (10, 15, or 20 years). Statei is a series of dummy variables for state of

issuance. Because we are going to use a control function in the next step, we additionally

specify the structure of the error term ui as being log-normally distributed with mean 0 and

variance σ2.

C Control Function Approach:

We wish to examine if information about a consumer’s lapse risk is contained within

consumer’s decision to backdate. However, our above model is not able to separately identify

an effect from the decision to backdate or an effect from simply having backdated. In other

words, we are unable to tell with this initial specification if differential lapse behavior is

due to selection based on prior knowledge of lapse risk or if it is based on the differential

pricing structure caused by backdating. Since we control for differences in premiums, any

non-selection effect must be due to the initial tariff. This tariff is only paid at the start

of the policy, thus consumers who act differently based only on having paid the tariff (not

selection effects) must be falling prey to a classic sunk cost fallacy.

We are concerned with the selection effect and sunk cost effect separately, rather than

the net effect. Thus our identification problem is classic selection-bias which we address
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through instrumental variables. We instrument for Backdatei using the difference between

the approval date of the policy and the consumer’s birthday (BackdateOppi), i.e., how large

of an initial tariff the consumer must pay in order to acquire a lower premium. The exclusion

restriction is satisfied assuming that consumers do not consider their birthdays when applying

for life insurance. Because consumers are more likely to purchase life insurance close to their

birthdays, we drop those who apply to purchase life insurance within a month of their

birthdays (both before and after). Figure 2.2 shows the distribution of days required to

save age along with a fitted quadratic curve. The slope is statistically significantly negative,

however this effect is exceptionally small: a consumer is .02% more likely to apply 30 days

after their birthday vs. 335 days.22

Note: This figure shows the distribution of application days
relative to birthdays, i.e. how many days of premiums consumers
must pay to backdate. Consumers who purchase within 30 days
(before or after) of their birthday are not included.

Figure 2.2: Plot of Days Required to Save Age vs. Percent of Total Sample.

22This can be attributed to Benford’s Law mod 365.
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To instrument here we redefine the error term

ui = exp(αvi + ei)

ei ∼ N(0, σ2)

Backdatei = f(Zi) + vi

Zi = (BackdateOppi, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

Where f(Zi) is fitted via a Probit specification.

This structure allows us to use a control function approach.23 Our identified model is

Full Model:

λ(Lapseit|X) = λ0(t)exp(Xiβ
′)ui (2.6)

Xi = (Backdatei, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

ui = exp(αvi + ei) (2.7)

ei ∼ N(0, σ2) (2.8)

First Stage:

Backdatei = f(Zi) + vi (2.9)

Zi = (BackdateOppi, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

Second Stage:

λ(Lapseit|X̂) = λ0(t)exp(X̂iβ
′)ei (2.10)

23Also commonly referred to as two-stage residual inclusion. This method originated with Heckman and
Hotz (1989). For an excellent review with a health focus, the reader is referred to Terza et al. (2008).
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X̂i = (v̂i,Backdatei, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei).

Here the second stage (10) is the same as (5) with the inclusion of the residuals from the

first stage (9).24 Following Basu and Coe (2015) we use Anscombe residuals (Anscombe and

Tukey, 1963) to account for the relative rarity of backdating.25 Equation (10) allows us to

separately identify the selection effect (coefficient on v̂i) from the sunk cost effect (coefficient

on Backdatei).

The interpretation of the coefficient on v̂i is similar in intuition to the coefficient on the

inverse Mills ratio in the classic Heckman selection model. That is, the significance of the

coefficient shows whether some form of selection is occurring. The interpretation of the coef-

ficient on Backdatei as only the effect of paying the initial tariff on future decisions depends

vitally on the implicit assumption that premium changes are being effectively controlled for

via the additively linear term. There is no reason to believe this is true. To account for ar-

bitrary non-linearity in the control variables while still preserving the ability to instrument

we turn to a Lasso technique.

D Lasso:

The Lasso (least absolute shrinkage and selection operator) is a model selection technique

originally developed by Tibshirani (1996) as an improvement on step-wise regression and

adapted to Cox hazard models by Tibshirani et al. (1997). The technique is currently popular

24It is important to note that −1 < vi < 1 and thus is vi is not normally distributed. However, E[vi] =
0 since the predictions of a Probit specification are unbiased. In Equation (10), vi is transformed into
approximately normal v̂i via an Anscombe transformation. See Basu and Coe (2015) for further discussion
on 2SRI with a binary first-stage as well as Anscombe residuals.

25Anscombe residuals are a transformation of the standard residuals into an approximately standard
normal distribution. Standard errors are bootstrapped.
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in the machine learning literature and was introduced to the econometrics literature by

Belloni et al. (2012).26 The Lasso is in the class of l1-penalized methods of model selection.27

The Lasso is beneficial here in two specific ways. First, the model selection allows us to

account for (nearly) arbitrary non-linearity in our control variables via polynomial approxi-

mation. Rather than including only linear representations of our control variables, we allow

linear, squared, and cubic terms as well as all possible two-variable (inclusive of squared

and cubed variables) interaction terms and then allow the Lasso to select the important

terms. The second benefit of this method of approximating non-linearity in control variables

is the preservation of the linear nature of the treatment variables (here Backdatei and the

selection effect v̂i) allowing for control function instrumentation. Formally, our final model

is

Final Model:

λ(Lapseit|X) = λ0(t)exp(Xiβ
′)ui (2.11)

Xi = (Backdatei, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

ui = exp(αvi + ei) (2.12)

ei ∼ N(0, σ2) (2.13)

First Stage:

Backdatei = f(Zi) + vi (2.14)

Zi = (BackdateOppi, IssueAgei,Malei, FaceAmti, AnnPremi,

UWClassi, T ermLengthi, IssueY eari, Statei)

Second Stage:

26See also Belloni et al. (2014b), Belloni et al. (2014a), Belloni et al. (2016), and Chernozhukov et al.
(2015).

27That is, they generally take the form: βLasso = argmin
β

{∑
(y −Xβ)2

}
subject to

∑
|β| ≤ l1.
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λ(Lapseit|L̂) = λ0(t)exp(L̂iβ
′
Lasso)ei

where β′Lasso = argmax
β
{lCox(βL)} subject to |β| ≤ l1 (2.15)

L̂i = S(v̂i,Backdatei; X̂i, X̂
2
i , X̂

3
i , X̂i : X̂i)

Third Stage:

λ(Lapseit|L̂p) = λ0(t)exp(L̂piβ
′)ei (2.16)

L̂pi = (v̂i,Backdatei; L̂i such that βLasso,i 6= 0)..

Where the first stage is the same as above. L̂i = S(v̂i,Backdatei; X̂i, X̂
2
i , X̂

3
i , X̂i : X̂i)

is the standardized collection of all control variables, squared terms, cubed terms, and two-

variable interactions. Equation (15) describes the Lasso procedure where lCox(βL) is the

likelihood function for the Cox proportional hazard model.28 Following Belloni et al. (2016) in

Equation (16) we estimate the unpenalized Cox proportional hazard using the two treatment

variables and all of the control variables whose coefficients were non-zero in the second stage.

The included variables and combinations of variables in L̂pi can be interpreted as the optimal

polynomial form of the control variables that can be represented in a limited (via the choice

of l1) number of terms.

28In Equation (15), the coefficients on v̂i and Backdatei are not penalized. l1 is determined via cross-
validation techniques (Goeman, 2010). Additionally, the linear versions of all variables in X̂i are included
in L̂Pi regardless of their coefficient in the Lasso stage.
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2.4 Results:

Dependent variable:

Hazard(Lapse)

Variable of Interest:
Backdate −0.244∗∗∗

(0.041)
Controls:
Issue Age −0.029∗∗∗

(0.001)
Male 0.045∗∗∗

(0.017)
Face Amount($000s) −0.001∗∗∗

(0.000)
Annual Premium 0.000∗∗∗

(0.000)
LengthofTerm15 −0.498∗∗∗

(0.033)
LengthofTerm20 −0.286∗∗∗

(0.018)
UWRank2 0.174∗∗∗

(0.044)
UWRank3 0.504∗∗∗

(0.076)
UWRank4 1.194∗∗∗

(0.044)
UWRank5 0.717∗∗∗

(0.040)

State Effects? Yes
Year Effects? Yes

Observations 46,199
R2 0.101
Log Likelihood -146,033.940
Wald Test 4,834.540∗∗∗

LR Test 4,913.589∗∗∗

Score (Logrank) Test 5,087.000∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. This ta-
ble shows Equation (5) fitted via the Cox
proportional hazards technique. Std. errors
are in parentheses.

Table 2.2: Cox Proportional Hazard Model

The results from our initial specification (Equation (5)) are presented in Table 2. The

initial regression results are congruent with with our theoretical predictions. Policy-owners
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who choose to backdate their life insurance contracts (effectively paying a two-part tariff)

signal their lower likelihood for lapsing by their willingness to pay for time that already has

elapsed that only results in net saving if the policy is held for a relatively long period of time.

However, this coefficient does not fully identify the selection effect that we seek. Potentially,

consumers who backdate may have no additional knowledge of their propensity for lapsing

and are instead exhibiting sunk cost bias.
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Dependent variable:

Backdate

Variable of Interest:
Backdate Opp. −0.019∗∗∗

(0.000)
Controls:
Issue Age 0.020∗∗∗

(0.001)
Male 0.150∗∗∗

(0.026)
Face Amount($000s) 0.001∗∗∗

(0.000)
Annual Premium 0.000∗∗∗

(0.000)
LengthofTerm15 0.151∗∗∗

(0.041)
LengthofTerm20 −0.008

(0.029)
UWRank2 −0.024

(0.046)
UWRank3 −0.152

(0.103)
UWRank4 −0.228∗∗∗

(0.059)
UWRank5 −0.109∗∗

(0.043)
Constant −0.728∗∗∗

(0.099)

State Effects? Yes
Year Effects? Yes

Observations 46,199
Log Likelihood -6,231.460
Akaike Inf. Crit. 12,530.920

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. This
table shows fitted values for the first stage
in our control function procedure (Equation
(9)). Std. errors are in parentheses.

Table 2.3: First Stage Regression

To identify these separate effects, we exploit inherent randomness in the time of year,

relative to the consumer’s birthday, that the consumer applies for life insurance. This allows

us to perform a pseudo-random experiment exploiting variation in the initial tariff consumers
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have to pay while holding constant the reduction in future premiums. The results from the

first stage in our control function approach (Equation (9)) are presented in Table 3. Our

instrument is strong and loads in the predicted manner – people who have to pay a higher

initial tariff, ceteris paribus, are less likely to choose to backdate.
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Dependent variable:

Hazard(Lapse)
Initial Instrumented

(1) (2)

Variables of Interest:
Backdate −0.244∗∗∗ −0.105∗

(0.041) (0.058)
Stage 1 Residuals −0.099∗∗∗

(0.028)
Controls:
Issue Age −0.029∗∗∗ −0.030∗∗∗

(0.001) (0.001)
Male 0.045∗∗∗ 0.043∗∗

(0.017) (0.018)
Face Amount($000s) −0.001∗∗∗ −0.001∗∗∗

(0.000) (0.000)
Annual Premium 0.000∗∗∗ 0.000∗∗∗

(0.000) (0.000)
LengthofTerm15 −0.498∗∗∗ −0.501∗∗∗

(0.033) (0.033)
LengthofTerm20 −0.286∗∗∗ −0.286∗∗∗

(0.018) (0.018)
UWRank2 0.174∗∗∗ 0.174∗∗∗

(0.044) (0.042)
UWRank3 0.504∗∗∗ 0.509∗∗∗

(0.076) (0.075)
UWRank4 1.194∗∗∗ 1.197∗∗∗

(0.044) (0.043)
UWRank5 0.717∗∗∗ 0.718∗∗∗

(0.040) (0.038)

State Effects? Yes Yes
Year Effects? Yes Yes

Observations 46,199 46,199
R2 0.101 0.101
Log Likelihood -146,033.940 -146,026.961
Wald Test 4,834.540∗∗∗ 4,848.330∗∗∗

LR Test 4,913.589∗∗∗ 4,927.546∗∗∗

Score (Logrank) Test 5,087.000∗∗∗ 5,098.664∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. This table presents again
for comparison our initial model from Table 2 in the first col-
umn and shows fitted values for the second stage in our control
function approach in the second column. Bootstrapped std.
errors are in parentheses.

Table 2.4: Two-Stage Residual Inclusion Estimation

We then re-estimate the hazard specification from Table 2 (Equation (5)), this time

including the transformed residuals from the first stage. The results from our instrumented
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model (Equation (10)) are presented in the second column of Table 4. Our original estimated

effect was indeed a combination of both selection and sunk cost bias. The selection effect

(−0.099) is statistically significant, and it also appears that a significant portion (−0.105)

of the reduction in lapse likelihood is due to sunk cost bias.

The third column of table 5 shows the results of the Lasso procedure. In addition to the

12 independent variables shown in the table, the model includes state effects, year effects,

and 82 (out of over 800 potential) other forms of the control variables (either squared,

cubed, or interaction) that the Lasso procedure selected as important.29 The inclusion of

these variables does not change the significance of our results, though the point estimates are

slightly diminished.30 The selection effect does not have an interpretation beyond directional

comparative statics, however the sunk cost effect does. Exponentiating the coefficient on

Backdatei results in a marginal relative hazard rate of 92.5%. That is, the sunk cost effect

of backdating reduces the per-period hazard rate of lapsing by 7.5%.

29The extra control variables are suppressed in the table for space, a full table reporting the coefficients
on all Lasso control variables can be found on the author’s website.

30Interestingly, the significance of the coefficients for the linear terms of Male and FaceAmount goes
away. This is likely due to the inclusion, via the Lasso, of many significant interaction terms containing
those variables.

65



Dependent variable:

Hazard(Lapse)
Initial Instrumented Lasso Controlled

(1) (2) (3)

Variables of Interest:
Backdate −0.244∗∗∗ −0.105∗ −0.078∗

(0.041) (0.058) (0.045)
Stage 1 Residuals −0.099∗∗∗ −0.072∗∗∗

(0.028) (0.020)
Controls:
Issue Age −0.029∗∗∗ −0.030∗∗∗ −0.020∗∗∗

(0.001) (0.001) (0.002)
Male 0.045∗∗∗ 0.043∗∗ −0.015

(0.017) (0.018) (0.034)
Face Amount($000s) −0.001∗∗∗ −0.001∗∗∗ −0.000

(0.000) (0.000) (0.000)
Annual Premium 0.000∗∗∗ 0.000∗∗∗ −0.000∗∗∗

(0.000) (0.000) (0.000)
Length of Term −0.498∗∗∗ −0.501∗∗∗ −0.340∗∗∗

(0.033) (0.033) (0.099)
UW Rank −0.286∗∗∗ −0.286∗∗∗ −0.192∗

(0.018) (0.018) (0.106)
UWRank2 0.174∗∗∗ 0.174∗∗∗ 0.352∗∗∗

(0.044) (0.042) (0.074)
UWRank3 0.504∗∗∗ 0.509∗∗∗ 0.848∗∗∗

(0.076) (0.075) (0.181)
UWRank4 1.194∗∗∗ 1.197∗∗∗ 1.087∗∗∗

(0.044) (0.043) (0.090)
UWRank5 0.717∗∗∗ 0.718∗∗∗ 0.630∗∗∗

(0.040) (0.038) (0.126)

State Effects? Yes Yes Yes
Year Effects? Yes Yes Yes
Lasso Controls? No No Yes (82)

Observations 46,199 46,199 46,199
R2 0.101 0.101 0.122
Max. Possible R2 0.998 0.998 0.998
Log Likelihood -146,033.940 -146,026.961 -145,477.643
Wald Test 4,834.540∗∗∗ 4,848.330∗∗∗ 5,437.540∗∗∗

LR Test 4,913.589∗∗∗ 4,927.546∗∗∗ 6,026.184∗∗∗

Score (Logrank) Test 5,087.000∗∗∗ 5,098.664∗∗∗ 6,619.428∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01. This table presents again for com-
parison both our initial model from Table 2 in the first column and the
fitted coefficients for the second stage in our control function approach
in the second column. The third column represents the results of the
Lasso procedure. A full representation and list of the Lasso coefficients
can be found on the author’s website. Bootstrapped std. errors are in
parentheses.

Table 2.5: Lasso Estimation
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2.5 Conclusions:

Our results indicate that asymmetric information about lapse risk can be reduced through

a firm offering a menu of two-part tariff contracts and allowing consumers to self-select into

the contract designed for their lapse type. These optional two-part tariffs serve as a signaling

device for insurers on consumers’ likelihood of lapsing. Consumers who choose to pay the

two-part tariff (e.g., backdating their life insurance contracts) signal their lower likelihood for

lapsing by their willingness to pay for time that already has elapsed to have lower premiums

that only results in net savings if the policy is held for a long time. If consumers terminate

the policy early, they do not reap the benefit of the lower premium level. Such a willingness

translates into a significantly lower hazard of lapsing, thus aligning the interests of the

consumer with the insurer. Our research provides key insight into why insurers do not use

continuous (with regards to age) pricing despite the computational ease of doing so – the

value of the signal provided by offering the optional two-part tariff outweighs any actuarial

downside caused by discreteness in years.

We additionally find strong evidence that life insurance consumers exhibit behavior con-

sistent with sunk cost fallacy in their lapsing behavior, even when controlling for arbitrary

non-linearity in premium effects on lapse proclivity. This interesting finding implies a larger

degree of reverse causality with lapse rates and premium structures (including initial tariffs)

than is currently being discussed in the literature. Development of a simultaneous model of

lapse rates and premium structures would be an excellent direction for further research.

Though our investigation is limited to backdating in life insurance, our theoretical model

and the associated signaling power of an optional two-part tariff generalizes to any form of

insurance with long-term relationships and large upfront underwriting costs, especially some

commercial lines.31 However, only the selection effects would generalize as firms purchasing

31Many forms of property & casualty insurance fall under this veil. For instance: D&O insurance, catas-
trophe insurance, etc.
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insurance likely do not exhibit the same irrational behavioral tendencies that individual

consumers do.
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Chapter 3

Getting Crowded: Private Market
Effects of Medicaid Expansion
Refusal

1

3.1 Introduction:

On March 23, 2010, President Obama signed into effect one of the largest overhauls

of the U.S. healthcare system: The Patient Protection and Affordable Care Act (ACA).

In addition to numerous other clauses, the ACA mandated for the expansion of Medicaid

eligibility requirements to allow many low-income Americans access to the program. This

expansion raised the income ceiling of Medicaid eligibility from 100% to 138% of the federal

poverty line and allowed childless adults with income below this line access to Medicaid;

potentially extending coverage to more than 20 million Americans (Holahan, 2012). To

ensure compliance, the ACA permitted the Secretary of the Department of Health and

Human Services to withdraw existing federal Medicaid funds to states failing to adopt the new

federal eligibility requirements. In response to this drastic overhaul of the U.S. healthcare

system, 14 states brought suit questioning the constitutionality of the act. Shortly after, an

additional 13 states either joined existing litigation or filed separately. These cases merged

together into National Federation of Independent Business v. Sebelius which was heard

before the U.S. Supreme Court in March, 2012. While the majority of the ACA held up

to judicial scrutiny, the Supreme Court ruled that mandatory expansion of Medicaid was

unconstitutional. This ruling allowed states the option of “opting out” of the Medicaid

expansion.

1This chapter is joint work with Meghan I. Esson and Joshua D. Frederick.
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The debate over the Medicaid expansion focused on the direct costs and benefits of such

an expansion; lawmakers weighed the direct benefits of increasing insurance coverage versus

the accounting cost of doing so (Harrington, 2010b). We examine another avenue in which

the Medicaid expansion may impact the U.S. healthcare market: the potential effects that

a state’s expansion of Medicaid may have on premiums in the private market for health

insurance. Using prices in the Health Insurance Exchanges as a proxy for the private health

insurance market, we find that expanding Medicaid reduces average monthly premiums by

$32.4; a decrease of 11.86%. This finding is robust across different identification strategies.

Two other policies enacted by the ACA, and upheld by the Supreme Court, are especially

important to our story: limits on medical underwriting and the individual mandate. Histori-

cally, health insurers have been allowed to screen plan enrollees to identify their potential risk

factors, a process known as medical underwriting. The ACA restricts this practice. Now,

insurers may only vary premiums based on age, tobacco usage, self vs. family coverage,

and geographical area. Importantly, health insurers are not allowed to underwrite based on

the income of the individual. Because Medicaid eligibility is largely determined by income,

the limits on medical underwriting prevent insurers from identifying consumers who would

have been covered by the Medicaid expansion. Thus, states’ refusal will impact the price

of health insurance for all individuals given two assumptions are met. First, there must be

a sufficient amount of potentially Medicaid eligible individuals in non-expansion states that

buy private insurance instead of going uninsured. Second, those individuals who would have

been eligible for Medicaid and purchase health insurance on the private market must have

different expected costs than the general, Medicaid ineligible populace.

The first assumption describes health insurance “crowd out.” Coined by Cutler and

Gruber (1996), crowding out is the phenomenon where individuals forgo private insurance in

favor of public insurance. This assumption is supported by the individual mandate portion of
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the ACA.2 The mandate requires that individuals must have “minimum essential coverage”

or pay a tax penalty.3

The extant literature on the existence of crowding out effects of public insurance is con-

flicting and the overall effect on the private insurance market, both premiums and quality,

remains an open question. Cutler and Gruber (1996) argue that as public insurance eligibil-

ity increases, individuals may drop their private coverage. In testing this hypothesis, Cutler

and Gruber (1996) use the Medicaid expansion for children and pregnant women from 1987-

1992 and find evidence that a significant portion of the increase in Medicaid coverage was

successively followed by a reduction in private insurance coverage. However, Selden et al.

(1998) find no evidence of crowding out. Selden et al. (1998) find that even with free eligi-

bility, the rates of uninsurance amongst children remained high following previous Medicaid

expansion periods. As the children themselves are not able to decide on their insurance, it

is obvious that their parents are not selecting into the coverage. Selden et al. (1998) further

argue that this lack of coverage could be due chiefly to incomplete information.

Further illustrating the split on the existence of a crowding out effect, Ham and Shore-

Sheppard (2005) criticize Cutler and Gruber (1996) for failing to consider insurance coverage

as a family decision. When accounting for this, Ham and Shore-Sheppard (2005) find that,

though overall take up increases the crowding out effect was not significant. This indicates

that the new insureds were not previously private market participants.4

The second assumption that must be met for Medicaid expansion to impact the price of

health insurance for all individuals is there must be a discrepancy between the expected costs

of the Medicaid eligible and the rest of the consumers who purchase private insurance. This

2Traditionally crowd out is viewed as people who have private insurance suddenly becoming eligible for
public insurance. Our situation is a little different because our variation is geographical rather than temporal.

3Minimum essential coverage includes all government and job based insurance and most private insurance.
Short term plans, fixed benefit plans and vision/dental only plans alone do not qualify for the minimum
requirement.

4For a detailed literature review of the crowding out literature, please refer to Gruber and Simon (2008).
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discrepancy in expected costs occurs through two main channels: The first channel is the

gradient of health and wealth, which states that income and health are, generally, negatively

correlated (Deaton and Paxson, 1998; Deaton, 2002).5 The second channel is that low income

consumers tend to be more price sensitive than individuals with more disposable income,

increasing the potential for adverse selection.

The link between low income and poor health is well documented in the literature and

stems from a number of factors. Poor people are more likely to have insufficient nutrition

and lower quality diets which can lead to health problems, a relationship that often begins

in childhood (Case et al., 2002). Malnutrition weakens the immune system, increasing the

likelihood of health problems. Additionally, many simply cannot afford the services (both

preventative and ex post) or medicine they require (Deaton and Paxson, 2001).

In addition to the lack of discretionary funds and malnutrition, lower income individ-

uals also tend to live in rural areas, and are therefore far removed from standard health

amenities. This distance reduces access to healthcare and health services, and is yet another

contributing factor to the negative correlation between low income and poor health. The

link between income and education is another avenue; the poor are typically less educated,

and subsequently less likely to be aware of health services offered. The compounding effect of

each of these relationships leads to a strong negative correlation between income and health.

The other primary avenue is the increased price sensitivity of the poor (Cutler and Reber,

1998). Even if subsidized, the difference in premiums between stringy and generous plans

represents a much larger portion of these consumer’s income.6 If a poor individual is willing

5We do not require, or assume, a direction of causality. That is, poor health could lead to low income,
or low income could lead to poor health outcomes (Bloom and Canning, 2000). We do not take a stance on
the direction of the causality of health and income.

6Since the decision of the Supreme Court was unexpected at the time the law was written, there exists a
subsidy gap in states that opt out of Medicaid. People in those states ineligible for Medicaid with incomes
below 100% of the poverty line receive no subsidies with large subsidies beginning at 100% of the poverty
line.
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to pay the higher premium of a high-coverage plan, they are likely doing this because of

asymmetric information about their health – not because they value the risk reduction.

These two channels imply that as more low income, and potentially less healthy, indi-

viduals enter the health insurance market, the risk, and therefore cost, of the overall health

insurance pool increases. However, due to new underwriting restrictions, health insurance

companies cannot charge higher prices based on income and thus must raise prices for ev-

eryone.7 Crowding out is usually implied as a problem for those partaking in the private

market, but this case is different. Here the population that is being potentially crowded out

by the Medicaid expansion has higher expected costs than the general population. Since

insurance companies can not underwrite based on potential Medicaid eligibility, taking these

people out of the private market lowers prices for everyone. We thus refer to a state’s refusal

to partake in the Medicaid expansion as “crowding in” the private market.

Given the ACA’s recency and the lag in data availability, there exist few empirical studies

on the effects of the law. The projected impact of the ACA is discussed in detail by Har-

rington (2010a). Sommers et al. (2013) shows the dependent coverage clause, which allows

young adults coverage under the private plans of their parents until age 26, substantially

increased the coverage rate of young adults aged 19-25 . Depew and Bailey (2015) inves-

tigate the impact of this mandate and find it led to an increase in premiums for plans of

individuals with children. Pauly et al. (2015) investigates welfare effects on the non-poor

who were uninsured prior to the law finding that they are typically worse off due to the

mandate. Hilliard et al. (2013) examine the market impact of the supreme court’s decision

finding evidence of a negative stock market response to health insurers.

Our paper is closely related to Sen and Deleire (2016) and can be viewed as further

exploration, expansion, and confirmation of their work. Since individuals are mandated to

7Employer-based insurance has never been able to do this due to anti-discrimination laws. The plans
offered through the exchanges are allowed more freedom to underwrite (such as age discrimination) but are
not allowed to individually underwrite based on income.
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have health insurance, in the states where the Medicaid expansion was refused there exists

a coverage gap that the private market will, at least partially, pick up. This gap, and the

portion picked up, are not random and systematically exhibit higher expected costs. This

raises prices for everyone taking part in the health insurance exchanges. In order to fully

assess the welfare implications of Medicaid refusal, the “crowding in” effects on the private

markets must be considered.

This paper proceeds as follows: Section 3.2 provides institutional details about the ACA

and Medicaid; Section 3.3 describes the data; Section 3.4 provides the methods; Section

3.5 estimates the differential impact of refusing the Medicaid expansion on premiums in the

health insurance exchanges; Section 3.6 offers conclusions.

3.2 Institutional Details:

A Affordable Care Act:

In addition to the Medicaid expansion (and numerous other more minor reforms), the

ACA restricts what health insurance firms are able to utilize for medical underwriting, re-

stricts the variations in premiums over time, includes an individual mandate, which requires

individuals to have insurance coverage or pay a fine, coverage is mandatory, and establishes

online marketplaces in every state.

We use these marketplaces as a proxy for the private market. The marketplaces play a

key role in the goal of expanding coverage. Federal subsidies are only available to those who

purchase policies from the Health Insurance Exchange (HIX). States had three separate paths

to the development of their HIXs: design and manage their own, let the federal government

design and manage it, or some hybrid approach.8 Regardless of the path chosen, all of the

HIXs run in the same general manner; they are designed such that there are tiers of plans

816 states and DC selected the first option, 27 selected the second, and 7 pursued the third.
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from which individuals can select and purchase insurance. In the HIXs there are five possible

tiers of plans. Catastrophic, high-deductible, plans are the lowest rung, with the other four

tiers, identified by different metals, based on the expected share of healthcare spending the

plan covers: bronze (60%), silver (70%), gold (80%), and platinum (90%).

Outside of the additional standardization of covering essential health benefits and a

maximum out-of-pocket expenditure ($6,350 for individuals, $12,700 for families), insurers

are able to tailor their policies in nearly any way, so long as the insurers are within 2% of

the targeted actuarial-value and the mandated benefits are covered. Premiums are required

to be community-rated and can vary only across ratings areas, age, tobacco use, and family

composition. Aside from these restrictions, insurers are free to set their own initial premiums,

but there exists regulation on increasing rates; any rise in premiums greater than 10% must

be subject to approval by a state board. There also exists a minimum, plan-level, medical

loss ratio; all medical loss ratios must exceed 80% for individual and small-group markets

and 85% for large-groups. If the medical loss ratios are not met, the insurers must issue

refunds to their customers.9

B Medicaid:

We are primarily concerned with the Medicaid expansion provision of the ACA. The Med-

icaid program began in the late 1960s and was tied to state welfare programs. Medicaid was

slowly separated into its own program and by the late 1990s covered most low-income (<100%

of the poverty line) children. The State Children’s Health Insurance Program (SCHIP), cre-

ated in 1997, expanded coverage to cover uninsured children in families with modest incomes

that were too high to qualify for Medicaid. Prior to the passage of the ACA, there was no

federal regulation mandating coverage for low-income, non-disabled adults with no depen-

dents. Though there were a number of provisions to the Medicaid expansion, we focus on

9See Abraham and Karaca-Mandic (2011) for an in-depth discussion of focusing regulation on the medical
loss ratio.
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the raising of the income ceiling for eligibility to 138% of the poverty line and the inclusion

of non-disabled, childless adults. It is projected that the Medicaid expansion provision of

the ACA would increase overall Medicaid enrollment by more than 20 million.10 If fully

implemented, the Medicaid expansion could reduce the number of uninsured by 48% com-

pared to non implementation (Holahan, 2012). The increase in Medicaid coverage is not free

(Harrington, 2010a,b), and many of the states who opposed the expansion did so because of

uncertainty in where the burden of the increased cost would eventually fall.

Figure 3.1: Current Status of Medicaid Expansion

As of 2016, 19 states have actively opted out of the Medicaid expansion of the ACA,

citing budgetary constraints or costs as their main point of opposition.11 Many of the opt

out states are Southern and Midwestern states, with only a few exceptions. All of the opt out

states have Republican governors, speaking to the highly politicized nature of the Medicaid

expansion and/or the ACA in general. Figure 3.1 details the current status of each state’s

10Nearly 21.3 million individuals could gain Medicaid coverage by 2022, of which 14.3 million would only
be eligible if all states opted into the expansion.

11A few of states are still debating on whether or not to expand Medicaid. For our analysis they are still
considered ”opt out” states.
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decisions to opt in or out of the ACA’s Medicaid expansion provision, Figures 3.2, 3.3, and

3.4 show the status at January 1 of 2014, 2015, and 2016 respectively.12

Figure 3.2: January 2014 Medicaid Expansion Status

12A few states received waivers for the proposed expansion by providing their own plan for how to increase
coverage. Arkansas is an important one for our analysis, so we will further describe their policy here. Rather
than including those newly eligible in Medicaid, Arkansas uses the federal funds to subsidize purchases on
the Arkansas Health Insurance Exchange. For our analysis, we treat Arkansas as an opt in state. While the
lower general health population is partaking in the private market, the subsidy gap does not exist and thus
we would expect greatly reduced adverse selection issues. Indiana adopted a similar plan in 2015.
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Figure 3.3: January 2015 Medicaid Expansion Status

Figure 3.4: January 2016 Medicaid Expansion Status
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3.3 Data:

The data for this paper are drawn from a number of sources. The policy details come from

the AIS Health Insurance Exchange Database 2014-2016 archive. This is a comprehensive list

of all the policies offered in all of the states in 2014-2016. The covariates include the metal

level of the policy, and the policy type (HMO, PPO, POS, EPO). The market (typically

county-level) covariates are pulled from the county-level data from the Dartmouth Health

Atlas and include average Medicare spending per enrollee (to proxy for health care price

variation), population, the proportion of people in poverty, and the level of “urban-ness” of

the county.13

The policy details from the AIS database include metal level, plan type, and price by

county, state and the issuing firm. Plan quality is partitioned out into the following cate-

gories: Catastrophic, Bronze, Silver, Gold, and Platinum.14 Plan price means range from

$225.76 to $371.92 for Bronze and Platinum plans, respectively. Our sample represents EP,

HMO, POS and PPO plan types, with the majority being HMO and PPO. Unlike most

current studies on the exchanges, we have available information from all of the states as well

as for multiple years.

3.4 Methods:

Our initial empirical model is:

Prempmst = βExpandmst + αPpt + γMmt + F + S + Y ear + εpmst

13Due to lags in data release, we only use the most recent year (2013) of the DHA data. We apply these
single year county-level statistics to all of the years in our data to avoid any interpretation of changes that
occured 3 years ago influencing prices currently.“Urban-ness” is on a scale of 1-9 with 1 being the most
urban.

14Due to the low availability and differing regulations on catastrophic plans we drop them from our analysis.

79



Where, for the Equation, Prempmt is the premium for plan p, in market m, in year t;

Expandmt is binary representing one if the market is in a state that expanded Medicaid before

year t and zero else; Pp and Mm are vectors of the plan and market covariates (respectively);

F and S are firm and state effects (respectively); εpm is the mean zero, exogenous error term.15

A potential problem is the existence of unobservable market characteristics correlating with

a state’s decision whether or not to expand Medicaid. We pursue two different avenues

to address this endogeneity concern: a geographic disconinuity avenue and a difference in

differences analysis.

Our geographic discontinuity strategy consists of limiting our sample to counties that

border across state lines where the state pairs differ in their decision to expand Medicaid.

This approach has direct precedent with Sen and Deleire (2016) as well as some indirect

precedent with Gowrisankaran and Krainer (2011) examining ATM surcharges using differing

laws in Minnesota and Iowa and with Dube et al. (2010) using it to examine minimum wage

effects on job growth. Our strategy differs slightly to the one used by Sen and Deleire (2016),

however our results are generally equivalent. A key difference is that we use data on multiple

years and more states, as well as we do not include states which define rating areas as MSA

+ 1 (such as Texas) since the geographic identification is clouded for the rating area that

covers the rural areas of the entire state. We also define our unit of analysis as individual

plans rather than using, as much of the literature does, the second-lowest price silver plan

in each area as our unit.

Bordering county characteristics tend to vary little across state lines, and given this

limited difference we expect there to be fewer selection issues that vastly differ between

these neighboring counties. An issue with this strategy is that not all states define their

15Pp comprises the following plan characteristics: plan type (HMO, PPO, etc.) and metal level.16 Mm

consists of the following market characteristics: Log(Population); average Medicare spending per enrollee,
to account for geographic variation in both health and cost of healthcare; urban level; and percent of county
in poverty.
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rating areas based on geographic areas. States have defined their rating areas based on

either counties (or small collections of geographically connected counties), 3-digit zip codes,

area codes, or MSAs + 1 where each metropolitan area is its own rating area and then the

rest of the state is combined into one.17,18 We run the same model above with the exclusion

of state effects. The reason for this exclusion is that none of the states who switch (allowing

for state effects) create a new border by doing so.19

Our difference in differences strategy relies on variation derived from several states that

initially opted out of the exchange decided to expand later. Specifically, our identification is

derived from Michigan, New Hampshire, and Pennsylvania expanding during 2014 and from

Montana and Indiana expanding during 2015.20 Our analysis is slightly different from a

traditional diff-in-diff (defining expansion as treatment) in that we have three groups: states

who are never treated, states who we observe before and after treatment, and states who we

only observe after treatment. Our model is therefore defined as:

Prempmt = βAlwaysExpandm+δSwitchm+Y ear+θSwitchm∗Expandmt+αPp+γMm+F+εpm

Where AlwaysExpandm represents the states that expanded Medicaid prior to the 2014

markets and Switchm defines the states that had not expanded at the start of 2014, but had

by the start of 2016. θ is our coefficient of interest, defining the effect of expanding Medicaid

on premium levels. All errors for all models presented are clustered at the state level.

17A list of each state’s rating area definitions can be found at https://www.cms.gov/cciio/programs-and-
initiatives/health-insurance-market-reforms/state-gra.html

18The “natural” way to define ratings areas was MSAs + 1. States had to apply to obtain a different
definition.

19The only new borders created are from states with MSA + 1 ratings areas such as the North Dakota -
Montana border. Other states, such as Pennsylvania, were surrounded by expansion states already.

20Open enrollment for the exchanges is from October through December. We define states that expand
on January 1st as having expanded in the year prior to account for expectations.
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3.5 Results:

Dependent variable:

Monthly Premium
All Bronze Silver Gold Platinum

(1) (2) (3) (4) (5)

Expand −24.30∗∗ −12.52∗ −24.07∗∗∗ −29.42∗ −37.72
(9.92) (7.59) (8.68) (15.74) (24.76)

HMO −2.56 −1.82 2.41 −5.03 −28.41∗∗

(7.88) (6.16) (7.45) (7.39) (12.17)
POS 13.65∗ 12.51∗ 16.12∗∗ 16.62∗∗ 9.09

(6.98) (7.27) (6.33) (8.24) (10.28)
PPO 37.30∗∗∗ 32.42∗∗∗ 41.15∗∗∗ 40.67∗∗∗ 17.53

(9.93) (10.23) (10.15) (9.52) (14.57)
Log(Population) −0.07 −0.49 −0.65 0.46 2.90∗

(1.33) (1.03) (1.11) (1.09) (1.59)
MSPE ($000s) 2.25 2.10 1.94 1.76 5.62∗∗

(1.83) (1.42) (1.77) (1.95) (2.67)
Urban 2.17∗∗∗ 2.13∗∗∗ 2.00∗∗ 2.58∗∗∗ 1.83∗

(0.73) (0.66) (0.79) (0.86) (1.06)
Percent Poverty −5.05∗∗∗ −4.63∗∗∗ −4.85∗∗∗ −6.40∗∗∗ −47.59

(0.98) (0.72) (1.14) (1.45) (67.47)
Year 2015 3.38 −5.29 9.47 6.01 5.85

(14.66) (14.18) (12.64) (14.43) (37.90)
Year 2016 30.25∗∗ 10.83 24.62∗ 50.89∗∗∗ 99.88∗∗∗

(13.32) (16.22) (12.73) (13.63) (36.16)
Constant 138.01∗∗∗ 152.18∗∗∗ 195.84∗∗∗ 230.96∗∗∗ 319.79∗∗∗

(24.72) (24.76) (27.03) (27.73) (31.56)

Metal Levels Yes No No No No
Insurer Effects? Yes Yes Yes Yes Yes
State Effects? Yes Yes Yes Yes Yes

Observations 57,372 17,409 22,903 13,634 3,426
R2 0.55 0.44 0.41 0.46 0.69
Adjusted R2 0.55 0.43 0.40 0.45 0.68
Residual Std. Error 59.28 68.09 50.55 58.55 47.16
F Statistic 237.84∗∗∗ 47.70∗∗∗ 53.78∗∗∗ 38.72∗∗∗ 60.12∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table represents OLS regressions for individual plans by metal level
in every exchange except Hawaii and Alaska for 2014 - 2016. Premiums
are defined for a 27 year old male on the individual market. MSPE is
the average Medicare spending per enrollee in the rating area ($000s).
Cluster robust (at the State level) standard errors are in parenthesis.

Table 3.1: OLS Regression Results by Metal Level
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Table 3.1 provides the results of our initial analysis using OLS. Our initial analysis in-

dicates a positive relationship between price and the decision to opt out of the Medicaid

expansion, indicating higher private insurance costs in the states that opted out of the Med-

icaid expansion. When aggregating all plan levels across the exchanges, we find that on

average states who expand Medicaid see a monthly premium decrease of $24.3, a decrease

of 8.89%. This estimated effect is similar to Sen and Deleire’s (2016) effect of 7%. This

aggregate state analysis is evidence to suggest that the effects of opting out of the Medicaid

expansion may be driving in riskier entrants towards the private market exchanges. The pos-

itive relationship between price and opting out provides evidence to support our “crowding

in” hypothesis.

To differentiate the effect opting out has on low and high coverage plans, the latter

columns of Table 3.1 perform the same analysis sub-setting by metal level. The larger effect

on the the gold plans relative to bronze plans (9.28% for gold vs. 5.55% for bronze) supports

the notion of an adverse selection issue. However, the large effect on silver plans (8.96%)

as well as the still significant effect on bronze plans lends credence to the negative income

health correlation hypothesis.

Our preferred specification is our difference in differences model, the results of which

are presented in Table 3.2. The results from our initial regression were biased towards

zero, leading to increased economic (and statistical) significance of our key results. This

attenuation bias was esspecially strong for platinum plans, when we control for the fact that

states who switch are different from states who do not we see expansion has a large, negative

effect on monthly platinum plan premiums ($113.33 or 30.47%). This result strongly suggests

that expansion of Medicaid leads to a reduction in to the adverse selection problems that

are plaguing the exchanges.

Using the same diff-in-diff strategy, we also examine differences in expansion effects for

different age groups as well as individual vs. small group (SHOP) plans. These results are
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Dependent variable:

Monthly Premium
All Bronze Silver Gold Platinum

(1) (2) (3) (4) (5)

Expand Effect −32.40∗∗∗ −19.43∗∗∗ −30.89∗∗∗ −39.20∗∗ −113.33∗∗∗

(9.38) (7.27) (8.47) (15.35) (43.63)
Switch 16.41 8.52 19.01 15.48 48.02

(14.07) (10.04) (12.87) (20.93) (55.43)
Always Expand −11.93 −13.17∗ −10.20 −18.49∗ 17.69

(8.45) (7.02) (9.18) (10.27) (17.94)
Year 2015 6.04 −2.53 13.85 6.42 16.41

(20.20) (19.79) (15.59) (16.67) (49.43)
Year 2016 30.29∗∗ 10.79 23.80∗ 51.73∗∗∗ 100.11∗∗∗

(13.41) (16.36) (12.81) (13.50) (35.45)
HMO −8.80 −5.84 −4.45 −12.88 −30.92∗∗∗

(7.42) (5.28) (6.88) (10.95) (10.69)
POS 13.28 14.13∗ 15.65∗ 14.13 7.06

(8.42) (8.06) (8.38) (12.56) (9.62)
PPO 24.69∗∗ 21.76∗∗ 27.63∗∗∗ 27.56∗∗ 1.21

(9.68) (9.03) (9.46) (12.49) (13.84)
Log(Population) −0.35 −0.79 −1.13 0.40 1.83

(1.72) (1.27) (1.32) (1.02) (3.47)
MSPE ($000s) −2.29 −2.84 −2.61 −2.37 2.88

(2.17) (1.86) (2.25) (2.18) (3.37)
Urban 1.73∗∗ 1.62∗∗ 1.58∗∗ 2.25∗∗ 1.52

(0.74) (0.66) (0.78) (0.88) (1.30)
Percent Poverty −3.48∗∗∗ −3.28∗∗∗ −3.30∗∗∗ −4.59∗∗∗ −32.13

(0.74) (0.47) (0.98) (1.04) (82.91)
Constant 227.85∗∗∗ 241.99∗∗∗ 283.24∗∗∗ 315.60∗∗∗ 418.06∗∗∗

(38.03) (37.95) (39.14) (38.39) (60.07)

Metal Levels Yes No No No No
Insurer Effects? Yes Yes Yes Yes Yes

Observations 57,372 17,409 22,903 13,634 3,426
R2 0.52 0.42 0.36 0.42 0.64
Adjusted R2 0.52 0.41 0.35 0.41 0.63
Residual Std. Error 61.05 69.39 52.55 60.72 50.57
F Statistic 243.57∗∗∗ 50.04∗∗∗ 50.22∗∗∗ 37.40∗∗∗ 61.05∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table represents Diff - in - Diff regressions for individual plans by
metal level in every exchange except Hawaii and Alaska for 2014 - 2016.
Premiums are defined for a 27 year old male on the individual market.
MSPE is the average Medicare spending per enrollee in the rating area
($000s). Cluster robust (at the State level) standard errors are in paren-
thesis.

Table 3.2: Diff - in - Diff Regression Results by Metal Level
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Dependent variable:

Monthly Premium
Age 27 Ind. Age 40 Ind. Age 27 SHOP Age 40 SHOP

(1) (2) (3) (4)

Expand Effect −32.40∗∗∗ −46.73∗∗∗ −24.93∗∗ −13.77
(9.38) (14.44) (12.71) (28.32)

Switch 16.41 28.73 12.05 −1.40
(14.07) (18.85) (22.29) (37.64)

Always Expand −11.93 −8.87 −4.53 −6.00
(8.45) (11.29) (16.11) (22.29)

Year 2015 6.04 −14.06 51.65∗∗∗ −25.29
(20.20) (27.46) (14.69) (17.61)

Year 2016 30.29∗∗ 17.98∗∗∗ 26.67∗∗∗ −62.73∗∗∗

(13.41) (2.16) (7.90) (12.03)
Metal Level Gold 98.42∗∗∗ 123.98∗∗∗ 108.81∗∗∗ 133.12∗∗∗

(3.22) (2.67) (2.57) (3.38)
Metal Level Platinum 145.08∗∗∗ 192.14∗∗∗ 160.03∗∗∗ 200.44∗∗∗

(9.29) (7.39) (6.65) (8.59)
Metal Level Silver 45.76∗∗∗ 56.30∗∗∗ 54.99∗∗∗ 65.64∗∗∗

(1.97) (2.38) (1.92) (2.51)
HMO −8.80 −10.19 −10.31 −13.29

(7.42) (8.43) (14.35) (18.57)
POS 13.28 17.32∗ 8.93 11.40

(8.42) (9.98) (14.72) (19.54)
PPO 24.69∗∗ 24.66∗∗∗ 27.02∗∗ 34.01∗

(9.68) (9.27) (13.70) (17.72)
Log(Population) −0.35 −0.19 −3.25∗∗∗ −4.47∗∗∗

(1.72) (2.74) (1.20) (1.31)
MSPE ($000s) −2.29 −3.62 4.65∗∗∗ 5.79∗∗∗

(2.17) (2.79) (1.32) (1.82)
Urban 1.73∗∗ 2.91∗∗ 1.14 1.91∗

(0.74) (1.20) (0.89) (1.16)
Percent Poverty −3.48∗∗∗ −2.80∗∗ −3.42∗∗∗ −7.54∗∗

(0.74) (1.32) (1.25) (3.17)
Constant 227.85∗∗∗ 275.33∗∗∗ 165.61∗∗∗ 297.06∗∗∗

(38.03) (34.63) (32.77) (32.93)

Insurer Effects? Yes Yes Yes Yes

Observations 57,372 42,922 31,692 24,462
R2 0.52 0.70 0.74 0.73
Adjusted R2 0.52 0.70 0.74 0.73
Residual Std. Error 61.05 46.35 36.87 45.86
F Statistic 243.57∗∗∗ 545.24∗∗∗ 526.12∗∗∗ 536.26∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table represents Diff - in - Diff regressions for individ-
ual and small group (SHOP) plans in every exchange except
Hawaii and Alaska for 2014 - 2016. premiums are defined for
both 27 and 40 year old males. Cluster robust (at the State
level) standard errors are in parenthesis. MSPE is the average
Medicare spending per enrollee in the rating area ($000s).

Table 3.3: Diff - in - Diff Regression Results Individual vs. Shop
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presented in Table 3.3. If adverse selection is the primary issue, we would expect to see a

difference in effect between individual and SHOP plans with individual plans seeing a greater

reduction in premiums due to expansion. We would also expect to see this difference be

larger for the the older age group, as there is likely to be a greater prevalence of assymetric

knowledge of health status.21 The point estimates for the effects of differences between

individual and SHOP for age 27 have the predicted relationship (|βind| > |βSHOP |), however

the coefficients are not statistically different from each other. The difference in coefficients

for age 40 is again as predicted and, while larger, this difference is also not statistically

significant.

As a robustness check on our diff-in-diff identification strategy, we separately control for

endogeneity in the decision to expand or not expand Medicaid by analyzing border counties

in neighboring opt-in/opt-out states. The results from this analysis are presented in Table

3.4.22 This analysis loses quite a bit of power, as sample restriction is ought to do, but the

results remain generally consistent. Interestingly, we lose significance (though barely) on

the silver plans. The strongly negative effects on both bronze and gold plans signals that

Medicaid expansion helps to alleviate adverse selection issues in the private market as well

as increases the overall health of the private pool by sending the least healthy to Medicaid.

21Largely due to many chronic health issues usually being discovered during your 30s. An example would
be the common recommendation that men have their prostate checked when they turn 30.

22We do not include platinum plans in our analysis due to their rarity. Many matched counties do not
both contain platinum level plans to compare.

86



Dependent variable:

Monthly Premium
All Bronze Silver Gold

(1) (2) (3) (4)

Expand −26.05∗∗ −23.01∗ −28.39 −38.66∗∗

(12.98) (12.88) (17.74) (18.79)
HMO −13.94 9.98 8.38 4.38

(15.10) (9.05) (11.84) (15.71)
POS 20.11 35.80∗∗ 41.70∗∗∗ 41.53∗∗

(13.97) (17.47) (15.99) (18.38)
PPO 7.85 27.36∗∗ 30.49∗∗ 38.15∗∗

(15.03) (10.61) (13.40) (16.04)
Log(Population) −6.32 0.25 1.80 2.79

(3.91) (3.68) (4.72) (4.57)
MSPE ($000s) −7.13 −5.48 −8.91∗∗ −6.57

(5.03) (3.71) (3.98) (4.82)
Urban −2.10 0.95 0.28 2.59

(2.46) (1.57) (1.87) (2.13)
Percent Poverty −2.50 −108.01 −109.92 −196.50∗∗

(139.69) (69.11) (85.58) (95.54)
Year 2015 74.41∗ −3.53 −10.03 −16.36

(43.09) (39.45) (47.31) (50.95)
Year 2016 38.56∗∗∗ 28.03∗∗ 38.09∗∗∗ 57.05∗∗∗

(8.78) (11.46) (11.91) (19.55)
Constant 310.45∗∗∗ 254.04∗∗∗ 329.46∗∗∗ 360.01∗∗∗

(48.76) (30.25) (34.89) (46.82)

Metal Levels Yes No No No
Insurer Effects? No Yes Yes Yes

Observations 5,262 1,727 2,071 1,284
R2 0.50 0.65 0.63 0.66
Adjusted R2 0.50 0.62 0.61 0.63
Residual Std. Error 47.85 28.13 32.62 36.40
F Statistic 404.85∗∗∗ 25.01∗∗∗ 27.04∗∗∗ 18.65∗∗∗

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
This table represents OLS regressions for individual plans by
metal level in exchanges located in border counties where
states differ in their expansion decision. Cluster robust (at
the State level) standard errors are in parenthesis. MSPE is
the average Medicare spending per enrollee in the rating area
(in $000s). States who use MSA + 1 for ratings areas are not
included in the matching procedure.

Table 3.4: Georgraphic Discontinuity Regression
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3.6 Conclusions:

While the majority of the ACA held up to judicial scrutiny, the Supreme Court ruled

that mandatory expansion of Medicaid was unconstitutional. This gave states the option of

“opting out” of the expansion. The debate, in both congressional and judicial halls, over

the expansion largely weighed the direct benefits to the individuals newly covered vs. the

accounting cost of doing so Harrington (2010b). In this article, we examine potential effects

that a state’s expansion of Medicaid may have on the private market for health insurance.

We find that expanding Medicaid reduces average monthly premiums by $32.4; a decrease

of 11.86%.

We examine two different avenues for this reduction in premiums to occur: adverse se-

lection reduction and the income/health correlation, finding evidence that both are occuring

simultaneously. The large increase in prices in gold and platinum plans from 2015 to 2016

provides limited evidence of an adverse selection “death spiral” occurring in the higher cov-

erage plans. Our evidence suggests that this could be partially alleviated by all of the states

expanding Medicaid. The ACA is still hotly debated, with many conservatives seeking to

repeal the law. Our analysis is informative on the cause and extent of second-order effects

of Medicaid expansion, but is too limited to make any broad policy recommendations; espe-

cially since we do not consider the effect of price increases on the increased size of subsidies.

Instead, we seek to expand on the standard welfare analysis currently being debated with

regard to the Medicaid expansion. An exhaustive examination of the true welfare effects of

expanding public insurance to the poor is an excellent avenue for further research for which

the ACA provides a unique laboratory for.
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