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CHAPTER 1
INTRODUCTION

Pretest-Posttest designs are very common in festudy. A characteristic common to
true Pretest-Posttest designs is that two or m@&sarements are taken on each experimental
unit. Subjects within each group receive a treatroémterest, no treatment, or a neutral
treatment. Ideally, these experiments have a cet@lyglrandomized design, whereby subjects
are randomly assigned to the different levels @dttment. Through randomization, the effects of
extraneous variables should be removed. Once thieds are assigned to the groups, but before
the actual treatment (if any) begins, each suligecteasured on some characteristic to obtain his
or her “Pretest” score. After the experiment hasimenced, each subject is measured again one
or more times to obtain his or her “Posttest” samrecores. When there are a number of such
measurements taken at set periods of times for @aghct, this is called a longitudinal or
repeated measures study. In this thesis, we amaply interested in the special case where
there is only one final Posttest score. For a Brdtesttest Group Design (PPGD), the effect of
the treatment is assessed by comparing the rdésulise treatment group to that of the control.
When random assignment is used, differences shomuftimarily attributable to the treatment.

In many settings, however, the ability to randommzey be limited, or the groups may
not have been identical at the start of the expamimThis is referred to as Non-equivalent Group
Design (NEGD), as the experiment lacks randomimatihich is a necessary requirement for
the PPGD. NEGDs are a subset of quasi-experimdasans, which are quite common in social

science research. For instance, educational stadiesften limited due to restrictions on human



subjects, and randomization is nearly impossibtidi#onally, even if random assignment is
possible, groups can potentially become non-egemtaf records for subjects cannot be
obtained throughout the study. This can occunefe is a loss of subjects between Pretest and
Posttest sessions.

In addition to a lack of randomization, other conmissues can arise with this type of
design. These issues may include intervention Etwests—an event can occur after the
Pretest, creating a difference in scores betweeuapg:; though the event is not directly related to
the treatment itself. Testing effects may occumfarior exposure to the test; subjects tend to
score higher simply from receiving an identicat.téaturation is possible, where the two
groups change naturally between the tests, undetlategeatment. Regression toward the mean
can also occur between Pretest and Posttest s@trasis, for more extreme Pretest scores, a
subject’s corresponding Posttest score may appdaavie a larger relative gain/loss simply
because the original (Pretest) score differed Bagmtly from the average.

There are multiple methods that can be used tyza&PGDs. If the two groups were
truly equivalent at Pretest, one-way analysis ofavece (ANOVA) on Posttest scores should be
a sufficient method to evaluate differences betwbercontrol and treatment groups.
Alternatively, an ANOVA on the difference in scoi@sosttest — Pretest) could be used to
analyze whether the changes in scores from prietgsisttest were different for the groups.
Thirdly, analysis of covariance (ANCOVA), using Br&t scores as a covariate, can be used to
remove the effect of Pretest scores and fairly ammposttest scores between groups. Finally,
Mixed Modeling can also be used to analyze diffeesrbetween groups, where treatment type

and time are fixed effects and each subject hasa@om effect. These methods may give



similar results, but depending on what a researnsh@oping to infer or how the data fit, some

methods may be more appropriate than others.



CHAPTER 2
LITERATURE REVIEW

The purpose of many group design experimentsadidéay conclusions to be drawn about
cause and effect. This cause and effect relatipristsubject to alternative explanations; before a
researcher can infer a causal relationship exetigden variables, he or she must rule out rival
hypotheses. If alternative explanations are ruledan experiment is said to possess validity.
Experimental validity is an important consideratinrboth educational and psychological
testing, as the interpretations of analyses arertdgnt on the validity of tests. For a valid PPGD
experiment, the results of analyses can be usddtesmine if there is a difference between
groups after a treatment has been imposed. A revidhe literature confirms that this design is
widely used in scientific investigation, and thataaiety of statistical tests exist to analyze this
particular design. There is not, however, any cosge on what statistical methods are most
appropriate for these analyses. These sourcegs@laghat more than one statistical method may
be used for analyses, but the results of such rdstae valid only when the assumptions are
met. Additionally, much debate exists about howé¢at the baseline (Pretest) information,
when it is included. This lack of consensus inlitegature stems largely from violations of
model assumptions, threats to experimental validityl lack of guidance on how to best present

the analyses.



2.1 EXPERIMENTAL VALIDITY

Experimental validity is a common topic discussethir PPGD research, and this
section will discuss two of the main componentsxgerimental validity: internal and external
validity. It should be mentioned here that thédfief Psychometrics is also concerned with an
entirely different concept of validity, known astealidity (including construct, criterion, and
content validity). Test validity tends to be mormepghasized in social sciences than natural
sciences, as variables used in social sciencdg@oally less subjective or more difficult to
guantify. This is often the case with survey datd educational testing. Such validity is not the
focus of this research, but more abtast validity can be found in references suctCamstruct
Validity in Psychological Tes{€ronbach and Meehl, 1955).

A seminal piece of literature on experimental M&ifor both true and quasi-experiments
is Experimental and Quasi-Experimental Designs fordaesh by Campbell, Stanley, and Gage
(1963). In this text, the PPGD and NEGD are botteaidor their strong control over most
threats to experimental validity—one of the cauddss popular usage in research. The text also
notes the many factors that jeopardize the expeitimhealidity of an experimental design and
the design weakness of the PPGD and NEGD. If noécted, these factors could lead to
erroneous conclusions about the treatment eftexperimental validity can be decomposed
into two main categories: internal and exterhader nal validity is the property of a scientific
study necessary to infer a causal relationship &etviwo variablesxter nal validity is the
property such that causal inference from a study Ipeaextended to the populatidviany of
these threats to validity are often overlookedrerumavoidable. If the experimental design is not

valid, scientific conclusions or relational causatcannot necessarily be inferred.



2.1.1 Internal Validity

When a relationship can be established betweerwvanables, it is necessary to account
for potential third variable alternative explanasgothis is the essence of internal validity (Cook,
1979). An experiment with high internal validitysheontrol over potential threats, which may
become confounded with the treatment, if they aesgnt. Threats to an experiment’s internal
validity may involve history, maturation, testirgglection bias, experimental mortality, and the
interaction of these effects with selection (Cantipi®©63). Because the PPGD requires
randomization, these experiments should have Imighnrial validity and guard against the
majority of these threats. The NEGD, more commasigd in Education, is susceptible to
internal validity threatsHistory andselection-maturation interactiorere the primary factors
affecting internal validity (Cook, 1979).

History effects can be thought of as an event, such asvaworthy happening, occurring
between the Pretest and Posttest measurementeimdiagt of the treatment. A true PPGD
controls for thehistory effect, as general events that may produce ardifte between Pretest
and Posttest scores in the Treatment group shtgsddoeoduce a similar difference between
Pretest and Posttest scores for the Control gidngxample of a history effect on an
experiment would be the occurrence of a naturasties during the study. Since testing for both
groups occurs at the same time, the groups sheuddfected similarly by the disaster. It is more
difficult, however, to control fomtrasessiorhistoryor local history For instance, if it is
required that treatment interventions occur simmdtausly with control interventions, so that
different experimenters are used for the two grotipsexperimenter difference becomes
confounded with the treatment (Campbell, 1963)iual example ointrasession historgan

be seen in Figure 2.1.



May become confounded with treatment because
it occurs during a treatment session

Treatment R 0 'X'—O
ot R () 0

Natural Disaster

oC

/Example: Intrassession (Local) Histor)

et =Example: History effect
Event affecting both groups
simuiteanousky

Figure 2.1 Thistration of Tntrasession and History Effects

For this fllustration, 'R’ represents the randomization of subjects to group, 'O’ s a test
occurence, and X' denotes a treatment. The separation indicates that two different groups
are being compared across tine. The bnes are parallel to illustrate events (testing and
randomization} occuring at the same time.

Maturation can be thought of as biological and psychologibalracteristics of subjects
that change during the experiment, thus affectiegRosttest scores (Dimitrov, 2003). While
maturation is generally accounted for in a PP&&ection-maturation interactiomay arise in
the NEGD case. For instance, in Education, whiasgses are a natural way to group, students
may mature at different rates during the experimesulting from the way that students were
assigned to classes, and not necessarily fronrgéhgnent. It is particularly common to see
differences in growth rates between treatment ggaupen subjects self-select themselves into
receiving a treatment (Cook, 1979). Changes inim4agmoup variances between tests for both
Treatment and Control groups may indicate thaturationhas occurred (an example of this can

be seen in Table 5.1). Additionally, if the chang score variances from Pretest to Posttest is



significantly different between the Control and draent groups, this may indicate that there is
aselection-maturation interaction

When subjects are randomly assigned to treatmenpg, each group experiences the
same testing conditions and the same pattern®bébhistory, so that many of the threats to
internal validity may be ruled out. In NEGD studibswever, it is imperative that a researcher
examine the data and investigate how these thneayhave possibly influenced the study.
Further, though randomization should makes caun$alance easier, inequities may still exist
between groups. For the purpose of this thesigast assumed that administering a Pretest is a
reasonable way to measure prior differences betgemrps. This is a major assumption about
the validity of the Pretest; while the inclusionaoPretest is one potential way to measure
differences between groups, it is not the only warye may not conclude a causal relationship

exists until all threats to internal validity halveen eliminated.

2.1.2 External Validity

The central idea behind sampling for research @btain a representative subset of the
population of interest, from which to estimate @wderistics about the population. If the
sampling frame is not representative of its intehpepulation, then an experiment’s external
validity is compromised. Often in experimentatiaspects of the environment may make the
exact experiment unreplicable. An experiment witfh internal validity and high control over
experimental factors may actually reduce exteraétlity; control factors may not be
reproducible in a natural settinGources of external invalidity stem from uncertyais to
which factors truly interact with the treatment amigich factors can be disregarded (Campbell,

1963). Factors that Campbell references as thteatsternal validity include interactions of the



treatment withtesting selection biasandreactive effects of experimental arrangemerits
these factors are confounded with the treatmestilteeof analysis will not be generalizable to
the population.

For the PPGD, the most likely threat to externdilMy is treatmentandtesting
interaction An example ofnteractionof testingandtreatmentmay be seen in attitude-change
studies. The introduction of a Pretest may rediaesiibject’s focus or create changes in
behavior, influencing a subject’s response at Bsstif the Pretest sensitizes the subjects to a
problem addressed within the Pretest, it may algtuairease or decrease the effect of the
treatment (Campbell, 1963). If the effect of tegtamd treatment interaction occurs in the study,
the results may not necessarily be extended tpdpalation as a whole, as the introduction of
Pretest itself changed behavior.

While the randomization of the PPGD controls fdesgon within a study, it does not
necessarily control for thateractionof thetreatmentandselectionwithin a population. This
becomes more likely as it becomes increasinglyadiltf to recruit subjects for an experiment.
Say, for instance, there is resistance from pddragroups or entities, such as schools in high
socio-economic neighborhoods, to being includeaniexperiment. If only schools in lower
socio-economic neighborhoods are willing to paptte in the experiment, the results of that
experiment cannot necessarily be extended to thelaion of all schools, even if the
experiment is internally valid (Campbell, 1963).

A common source of non-representativeness in exetiation comes fromeactive
arrangementsThis is somewhat unavoidable for well-designepeginents. The threat of this
effect can come from artificial experimental segir{such as a laboratory), a subject’'s awareness

that he or she is participating in an experimengrty aspect of the experimental procedure. In



research on teaching methods, it may be easigsgoide aspects of experimentation, such as
including a Pretest or Posttest as part of thecgy@cademic curriculum (Campbell, 1963). The
NEGD, though said to have generally weaker intevaltlity, may in some cases have greater
external validity, since it allows the assignmentreatment groups to occur naturally. This
reduces theeactive effect®f experimental procedure and improves the oversd#rnal validity

of the design, relative to the randomized desigm{ov, 2003).
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2.2 METHODS OF DATA ANALYSIS

The most appropriate method to analyze Pretedtd3bslata is highly debated.
According to Bonate (2000), a method sensitivéneoualidity of its assumptions may result in
inaccurate P-values and false conclusions, whiésstawith low power is likely to result in a
Type Il error, with the researcher coming to noatosions about a study. The ideal method for

analysis should maximize power, while minimizing grobability of a making a Type | error.

2.2.1 ANOVA Method

Ambiguity concerning how to analyze or interpreGfPexperiments is prevalent in the
literature. In general analyses for the differebewveen groups (where there isn’'t necessarily a
Pretest score), analysis of variance (ANOVA, whgbquivalent to the two-sample t-test if
there are only two groups) on Posttest scméise most commonly used method. For NEGD,
this method may not be appropriate, due to possiblations of the assumptions needed for the
ANOVA approach to be correct. Bonate (2000) emizeasthe importance of utilizing the
Pretest data, although he notes the lack of consasmicerning the precise way in which such
Pretest information should be incorporated.

For both the t-test and ANOVA, a primary assumptgthat the groups are statistically
equivalent at the baseline (i.e. the time at wiihehPretest is conducted). Analyzing only the
Posttest data does not take into account withifestibariation. Analyses using only Posttest
data may provide insufficient power for detectinfiedlences between groups; ignoring the
baseline information can potentially lead eithentoconclusion or to an incorrect conclusion.
Further, even if the Pretest results are statitieguivalent (as they should be under PPGD),

applying the t-test or ANOVA to Posttest scoresialmay not be the most powerful test for

11



detecting differences between treatment effectsigJBretest information in the statistical
analysis of the Posttest measurements should acfmutifferences between subjects, and
allows each subject to act as its own control. iyuding the Pretest data in the analysis, a
researcher can increase the probability of detgaisignificant difference between groups,

thereby increasing the power of the statisticdl tes

2.2.2 Difference Method

One of the most commonly used methods in analyRnegest-Posttest data is the
difference method, or gain in scores. In this asialythe data are simplified by transforming the
bivariate (Pretest, Posttest) into univariate kimrelationshipDifference=Posttest—Pretest
(Equation 1, Table 2.1). The response variablalsutated as either Posttest minus Pretest, or
vice-versa, and ANOVA is performed on the differesic A major advantage of this method is
ease of interpretation of the transformed variaditber a net gain or loss in score (Bonate,
2000). This method also assumes that each subpmire is independent of the other subjects’
scores.

Other methods involving transformations similathe difference method have also been
used in analysis of Pretest-Posttest data. Norgthlzarning gains (Equation 2, Table 2.1) were
developed in Education to offset the effect of éalgarning gains; they attempt to compare
learning or gains fairly. For example, subjects whored extremely low on the Pretest may
appear to gain more between testing sessions (\W20@5). For Pretest scorers near 100% of
the maximum possible score, these normalized legmgains may be exaggerated. Another
transformation is the relative change. Relativengeatransforms Pretest and Posttest scores into

a proportional change of the scores (Equation B|el2.1). Relative change and normalized

12



learning gains may be analyzed in the same marsntieadifference in score, but encounter
similar problems in analysi& particular drawback of relative change scorebas they are
often not normally distributed (Bonate, 2000). Thiéerence between scores is generally
preferred to these methods for its ease in inteapom. A fourth method, overcoming some of
the difficulties of both normalized learning gamdarelative change, is the logit transform
(Equation 4, Table 2.1).

All four of these transformations assume thatéat and Posttest scores are in the same
scale. Equations 2 and 4 further assume that PegtdPosttest scores are expressed as %
correct on a 0 to 100 scale. Note that Equatiotr@sform (nlg) becomes undefined if Pretest is
100%, while Equation 3's transform (relative chgriggeomes undefined if pretest is zero (or
0%). Equation 4's transform (logit) is undefine@ither Pretest or Posttest is exactly 0% or
100%. In practice, one adjusts equations 2, 3, dmé&cessary, so that undefined values don't
occur, typically by replacing zero scores by a gahat is half-way between zero and the lowest
observed non-zero score, and similarly on the bigh Of course, if one finds that such
definability adjustments need to be made for mbaa ta few subjects, this might be an
indication that the transform being contemplatexdasappropriate for the data set under
consideration. In that sense, Equation 1's diffeedransform (which is always defined and is
easy to understand), might be preferable to otlhertsone shouldn't necessarily conclude that it

is always the best transformation to use.

13



Table 2.1

Transformation Equations for Posttest-Pretest Défees

Equation 1. Difference in Scores Dif ference = (Posttest — Pretest)

(Posttest — Pretest)
(100% — Pretest)
(Posttest — Pretest)
Pretest
Posttest o (100% — Pretest)
Pretest  (100% — Posttest)

Equation 2. Normalized Learning Gains nlg =

Equation 3. Relative Change relative change =

Equation 4. Logit Transformation logit = In

2.2.3 ANCOVA Method

The method that has received the most positive niesnia PPGD literature is the analysis
of covariance (ANCOVA), using Pretest as a covaratd Posttest as the response. In using the
Pretest scores as a covariate, ANCOVA treats taeefirscore as a source of variation
uncontrolled for in the experiment. ANCOVA is shotenbe more powerful and more versatile
in situations where basic ANOVA assumptions, paftéidy randomization, are violated.
ANCOVA has all of the same functions as the Differe method; in fact, the Difference method
is actually a specific case of ANCOVA where theresgion coefficient for Posttest scores onto
Pretest scores is set equal to one (Brogan, 198@)general ANCOVA model, for the PPGD or
NEGD is:

Posttest = fq + 1 X [(Treatment) + [, X Pretest + error
For this modell(Treatment)is an indicator variable. The indicator takes afues of

either ‘0’ or ‘1’ for Pretest-Posttest data withlypone treatment. For this model, a value of ‘1’

14



indicates that a subject belongs to the Treatmentpgand ‘0’ that the subject belongs to the
Control group. In non-randomized designs, ANCOVAyrha used to adjust for differences that
exist between groups at the Pretest, which isylik@lbccur with intact groups [if treatment
groups are formed naturally, for example, througlfir Selection or assignment of treatment to
existing groups (such as a classroom), prior diffiees unrelated to the treatment are more likely
to exist, than if subjects were randomized]. Thedxqsestions answered by ANCOVA and
ANOVA are similar. While ANOVA tests the overalifect of the treatment at Posttest,
ANCOVA tests the effect of the treatment for a sfied score at Pretest. If the regression
coefficient for Posttest scores onto Pretest sasrel®se to 1.0, ANOVA for the difference in
scores will tend to produce similar results to ANO Since the ANCOVA requires loss of an
additional degree of freedom compared to ANOVA e differences, ANOVA on the
differences will tend to be the more powerful t@ben the slope for Pretest is near one
(Dimitrov, 2003). If the slope is near zero, them@e ANOVA on the Posttest scores will be
more efficient than ANCOVA. If this slope is notareesither zero or one, then ANCOVA is a
more powerful method for analysis than either ANOdAPosttest scoref,£0) or ANOVA on
differences §,=1). Additionally, unlike the Difference method, wwh requires that Pretest and
Posttest scores be in the same units, the ANCOV#hadedoes not require that covariates (in
this case, Pretest) be in the same units as thense (Posttest) (Bonate, 2000).

Though ANCOVA has received much positive acknowledgt from researchers for
analysis of Pretest-Posttest data, it has a fewamings. ANCOVA assumes that the slopes
are equal for the Treatment and the Control graepthat the linear relationship between
Pretest and Posttest scores is the same for botpsg). This assumption is often violated in

practice. For self-selecting treatment groups, AN@QOnay result in biased treatment effects.

15



When groups are self-selected, estimation of tne tireatment effect cannot necessarily be
separated from an individuals’ preference for graticular method. An example of this occurs
when groups have similar Pretest scores, but tbegtaups mature at different rates over time.
Say, for instance, eighth grade students had theropf taking college preparatory (Control) or
honors (Treatment) courses in high school, andtals®a middle school exit exam (Pretest).
Say, then, that the mean Pretest scores are theefsastudents who took college prep and
honors courses. Assume further that the studekeésahigh school exit exam (Posttest), and the
mean score for the honors students is higher. Hegdreatment cannot necessarily be separated
from the fact that the honors students (or theiepi) desired more challenges, and thus may
have responded differently to their high schoolaadion, compared to their college prep

classmates.
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2.2.4 Repeated Measures Method (Mixed Model)

Repeated Measures ANOVA has become very populasearch for PPGD. This design
is also referred to as a Split-Plot analysis (Agltioral origin), within-subjects ANOVA, or
treatment-by-subjects ANOVA (Vogt, 1999). For tdiessign, an experimental unit is one
subject, where each subject is treated as a bdockmeasurements are taken repeatedly (in
Pretest-Posttest Design, only twice). For a Reyokllteasures design with between-subjects
effects (treatment types), the linear model is:

Scorejjr = po +a; + Tjy + Bi + aBix + ey

The variable Scoreepresents the score for tifetreatment, th¢" subject and th&" trial

for:

i=1,2,...,I (Treatment Groups)

j=1,2,...,n; (Subjects in Group i)

k=1,2. ...K (Trials, or Time-points at which each subjeanisasured)

where

Lo is the baseline score

a; is the treatment or main effect, a fixed effect,

T is the subject effect nested within treatmengralom effect,

Bk is the time effect, a fixed effect,

apik is the treatment x time interaction

and gy is theerror corresponding to the score for Kietest taken by subjefin groupi,

which remains unexplained by the ottesms within the model.
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For the PPGD, the within-subjects effect can haug two levels K = 2), either Pretest
or Posttest. The number of groups, I, is usuallglsi+2 in the most common case where there
is one Control and one Treatment group. The nummbgubjects within a group;,rdepends on
the experiment; more power accrues dseeomes large. Although it is not necessary for ny
= ... = n=J, most researchers attempt to keep thelatively balanced in order to maximize
power. The summary table for Repeated Measuresysisgbrovides three F-tests: a main effect
for the Groups, a main effect for Time or Trialdaan effect for the Groups-by-Time interaction.
See Table 2.2 below for the general format in eeef complete balance, where N=I*J*K
represents the total number of scores observdtkiddta set. This last test (Groups-by-Time
interaction) is the one of primary interest whemgdRepeated Measures Analysis on PPGD.
Table 2.2

Repeated Measures ANOVA Table

Effect Numerator DF Denom. DF F Value
Group I—1 I+(J—1) MSG/MSE;
Time K-1 I«(J-1*(K-1)  MST/MSE;
Group*Time (I-1DK-1) I«(J=1)*(K—-1) MSTG/MSEg.+

If applied naively, Repeated Measures ANOVA is easling because the between-
subjects main effect (Group effect) F is too srftdlick, 1975). While Huck makes valid points
about potential misinterpretations of the fixeceefs, the F value being too small may be a
specific case where it is assumed there is liifferénce between groups at the Pretest, and a
significant difference at Posttest. Repeated MesmsANOVA has also been criticized, as its

linear model assumes that randomization and tredtmervention occurs prior to the Pretest;
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in reality the treatment affects only the Posttédtpeated Measures Analysis may therefore
result in biased estimation of the treatment effBecause the model assumes that treatment
occurs at the Pretest, the actual treatment afféspread across” the Pretest and the Posttest in
computation for the main effect (Huck, 1975). Sarly, the Time effect is the average of
Posttest-Pretest improvement over the two groupbnaay not be easily interpretable when
these two improvements are dissimilar. Dimitrov2pPalso notes that using the F value from
the between subjects factor (Treatment) would benamon mistake. Using the F-test for the
main effect of Treatment can be too conservativkiacrease the probability of making a Type

Il error, though this too may be a special case Fitest for the Group-by-Time interaction,
however, is an unbiased estimate of the treatnféatt€Brogan, 1980).

For Repeated Measures ANOVA, the assumptions ariéasito typical ANOVA, but it
requires more assumptions than other suggesteddset@®ne additional assumption concerns
the structure of the Variance-Covariance matrixdlaservations on the same individual. The
classical assumption is that the error terms aemsd to be independently and identically
distributed (iid), and have the same variance @thbhe Pretest and Posttest scores (Kutner,
2005). Furthermore, it is assumed that the Prata$tPosttest Variance-Covariance matrix is the
same for both (or all) treatment groups. While sjglitg (which assumes the correlations across
repeated measures are the same) is an assumptessagy for Repeated Measures ANOVA, it
is not relevant to the PPGD since there is onlymaieof measurements (i.e. the Variance-
Covariance matrix is 2*2).

Additional criticisms have arisen from the use epRated Measures ANOVA for the
Pretest-Posttest design. Other methods of anglysisde the same results, but are less

complicated. The F-statistic for single-factor refgel measures with only two treatments is
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equivalent to a two-sided t-test for paired obseovs (Kutner, 2005). The F-statistic for the
Time (trials) does not necessarily reveal anytlahgut the treatments; since the scores are
averaged across groups, it indicates only thaesgc@n average, changed from Pretest to
Posttest.

Repeated Measures ANOVA, as it has been referand@BGD literature, is a special
form of the Mixed Model which assumes the Variafmerariance matrix has compound
symmetry, or that the variance for the Pretestjisaéto that of the Posttest. The F-test for the
Group-by-Time interaction of Repeated Measures ARQGWd the F-test of an analysis of
difference scores will always be the same, asutresthis assumption (Brogan, 1980).

Deviations from the compound symmetry assumptreress examined in PPGD
literature. Mixed Models may, however, prove toauseful for analysis in situations where the
variances differ between Pretest and Posttestn&flieof the Mixed Model is that the variance
structure of this method can be altered. Of codmes 2*2 Variance-Covariance matrix, there
are only three possible parameters [VAR(Pre), as(R and COV(Pre,Post) =
p*SD(Pre)*SD(Post)], and the compound symmetry aggion reduces this to two by requiring
that the Pretest and Posttest variances be eftfa. ddditional parameters do not dramatically

improve the model’'s estimate of the treatment gfiemay be better to make the simpler

compound-symmetry assumption of the classical tepeaeasures design. On the other hand, it

may be the case that an even more complex strustuch as separate variance-covariance
matrices for each group (requiring uplt&*(K+1)/2 Variance-Covariance parameters in the
most general case) may be needed. This goes béyemelvel of complexity desired for this
thesis, but such complex structure might be neéalggroper analysis of some Pretest-Posttest

designs.
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CHAPTER 3

THE DATA SETS

Four different data sets were analyzed for the gaepf comparing the methods of
analysis. Each set involves one Pretest score madPosttest score (only two within-subject
measurement$=2). Each set also has one Control group and oeatifient group (I1=2), used
in its final analysis. The sampling frame, for edelta set, was taken from an academic setting;
all subjects were enrolled in a graduate or un@dehggite program at a university at the time of
study. Two data sets are NEGDs, lacking randonaimati one form or another; two are

completely randomized, or PPGDs.

The Nursing (PPGD) data are from an assessmeunhiiriyear undergraduate Nursing
students of the Medical College of Georgia. Thveeee 33 total students, combined from two
separate campuses. The 33 students took an assesealled the Self-Directed Learning
Readiness Scale (SDLRS or Learning Preference swesed, LPA), which is intended to
measure an individual’s readiness to manage Higoown learning. The assessment was given
to all 33 students in order to obtain Pretest sgard then 16 students were randomly selected
to receive an “intervention”, which consisted oftekang an online self-directed learning
module. These 16 individuals became the Treatgrenitp; the remaining 17 students who
received no intervention were considered the Cogtaup. The 33 students were given the

same assessment (the Posttest) again after tieevemtion”.
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The ICA data set is an NEGD that involves an assesstcalled Intercultural
Communication Apprehension (ICA). The ICA was irtted to measure, over time, students’
fears and attitudes of other cultures. All studevtte participated in the study were enrolled in a
Global Design course at UGA. The students selfesetethemselves into treatment groups (the
non-equivalent component), students who studiedaab(Treatment) and those who did not
(Control). There were three levels of treatmenttiios study, as study abroad was segmented
into two groups based on the duration of traveb(Sbar Long). For purposes of comparability,
and after preliminary analyses indicated no difiees between them, the 'Short' and 'Long’
groups were combined into one "Treatment' grouphabthe analysis of the ICA data set in
Chapter 5 uses I=2 groups. The Control group ctetsisf students that did not choose to travel.
The Pretests were given to all students at thenbegg of the Global Design course. The
Posttests were given after students had completedaurse (for those in the Control group) and
studied abroad (if they belonged to the Short ard_&reatment groups). The data originally
consisted of 145 records [111 students who dicshaty abroad, 15 students who studied abroad
for an extended period (Long), and 29 students sthdied abroad for a shorter period (Short)].
Seventeen of these students had incomplete refmrdgher the Pretest or the Posttest. These
seventeen students’ records were removed froméatzeset, so that final data for ICA
assessment contains 128 records (87 students farafdl5 students for Long, and 26 students

for Short).

The Econ (NEGD) data set contains records for 20@esits (subjects) enrolled in an
Introductory Economics course at a large statearsity. The 200 students took a lecture-style
class together, with a co-requisite lab. Two défe teaching methods were used for the lab

classes: a new more statistical teaching methaehffrrent), and the traditional teaching method
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(Control). The 200 students were divided into edjfferent lab classes (25 in each), which were
taught by four Teaching Assistants (TAs). Each Taswassigned one Treatment lab and one
Control lab to prevent the confounding of methothvab instructor, so the final Econ data set
consists of records for 100 students each in Cbatrd Treatment groups. Students chose the
lab section to which lab section they were assidttelnon-equivalent component), although
they did not know at the time of selection whicpeyof lab they had chosen. All students took a
Pretest at the beginning of the semester, and fariany lab instruction. The Pretest was
actually a copy of the previous year’s final examthe scores on this Pretest tended to be rather
low (mean score = 30% correct). The Posttest examthe course's actual final exam, different
from the Pretest. The data set for the study costdédr each student, the teaching method
received, the Pretest score, and the Posttest Faddédional demographic information about the
students or which of the four TAs instructed themat available in the data set. The primary
objective of this study is to determine if the neweore statistical method (Treatment) is more
effective than the traditional (Control) method; felping students to learn Introductory

Economics.

The final data set examined in this thesis is aamgx{e from Bonate (2000) and is
referred to as the Sexual Harassment Inventory)(8&th set (PPGD). The study was intended
to measure male college students’ attitudes towexdal harassment. The researchers tested 96
college freshmen at a Midwestern university. Afte Pretest, students were randomized into
one of three treatment groups: Educational LiteegatMideo, or Control. For each group,
students reviewed literature on sexual harassmethed a video on sexual harassment, or
were given a “neutral control task involving atties toward male and female names” (Bonate,

2000, p. 64), respectively. Students’ attitudegatal sexual harassment were tested again (using
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the same SHI instrument), one week after intereantiPosttest). Higher scores on the
assessments indicate higher sensitivity towardadéxarassment. As with the ICA study, the
SHI study originally contained I=3 treatment grop8 subjects in Control, 33 in the
Educational Literature Group, and 33 in the Videoug), but the latter two groups are
combined to form the Treatment group used in ttedyars performed in Chapter 5. The goal of
this study is to determine if the students in tiheaiment group improved their SHI scores

significantly more than the students in the Congrolup did.

Table 3.1 below summarizes the key characterisfitise four studies described in this
chapter. Note that the four studies contain batiieland small sample sizes and contain two
PPGDs and two NEGDs. Also, note that the (poolad)darrelations (r) between Pretest and
Posttest scores range from a relatively low r=+6.228 the Econ data set to a relatively high
r=+0.785 for the Nursing data set. Also note toatie Nursing and Econ data sets, the
correlations between Pretest and Posttest scotemiie two groups are rather similar, and are
somewhat higher than the overall pooled correlatitowever, for the ICA and SHI data sets,
the within-group correlations are quitet differéaspecially for SHI), so that the pooled

correlation falls between the two separate groupetations.
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Table 3.1

Summary of Characteristics of Four Data Sets

Study Name N fntrol Nireatment  D€SIgN r e It
(pre/post) (pre/post) (pre/post)
1 Nursing 33 17 16 PPGD 0.785 0.816 0.825
2 ICA 128 87 41 NEGD 0.531 0.497 0.703
3 Econ 200 100 100 NEGD 0.236 0.389 0.397
4 SHI 96 30 66 PPGD 0.430 0.908 0.216
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CHAPTER 4
METHODS
A goal of this thesis is to determine which methoflanalyses are optimal for PPGDs
and NEGDs under different scenarios.hoped The ttwddmental models used for analysis are
the General Linear Model (GLM) and the Mixed Modeate that all analyses were performed
using SAS 9.2 and 9.3.
The GLM may be written in matrix notation as:
Y=X[+e
Where Y and e are (n*1) vectofsis an ((k+1)*1) vector, X is a (n * (k+1)) matriklere, ‘K’ is
the number of predictor variables and ‘n’ is thenter of observations. For the PPGD, Y
represents a vector of Posttest scores, X is thigmenatrix,p is a vector containing the
parameter estimates for the linear model, andteisandom error that remains unexplained by
the model.
The data sets were modeled using six differentrpatarizations or combinations of
explanatory variables. The general linear modsésitfor analyses (in terms of tiféndividual)

are displayed in Table 4.1 below.
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Table 4.1

The General Linear Model for Predicting Posttesires

MODEL EQUATION
Null Y, =PBo+ e
Regression Yi = Bo+ B2X2i + e
ANOVA’ Y; = Bo + BiXyi + BaXoi + e
DIFF Y; = Bo + BrX1i + BoXoi t e
ANCOVA’ Y, = o+ BiXii + BoXai e
Full (Interaction) Yi = Bo + B1X1i + BoXoi + B3X1iX2i + €

*Note. For the ANOVA Model, B=0 by definition; For the DIFFERENCE Modelx8L by definition.

Where Yi is the Posttest score for tHéndividual,

Bo is the intercept or baseline,

B1 is the estimate for the treatment effect,

B2 is the slope estimate for Pretest scores,

B3 is the estimate for the interaction of Pretestesedth the treatment,

X1i is an indicator for group (1 if subject ‘i’ belongp Treatment, O if Control).

X2i is the Pretest score for tH&individual,

and e is the random error (assumed i.i.d., withm@eand unknown but constant variance

7).

For the Null model, the mean Posttest score,lf@uajects, is used to predict all Posttest
scores, without using any other informati@q is the mean Posttest score). The Regression
model utilizes Pretest as an explanatory variaimefedicting Posttest scores. The ANOVA

model is equivalent to a 2-sample t-test, andvgits to predict Posttest scores from group
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membership. The DIFF model uses treatment typ&tam changes in score from Pretest to
Posttest, and is equivalent to the model wheredbgonse variable is the change in score
(Difference=Posttest — Pretest).

The ANCOVA model utilizes both treatment type &retest scores as explanatory
variables for predicting Posttest scores. The ANQ¥édel and DIFF model are actually special
cases of the ANCOVA model. For the ANOVA modek tralue for the Pretest coefficiefib)
is ‘0’; for the DIFF model, the value f@ is ‘1’. The Full(Interaction) model is a further
extension of the ANCOVA model, where there is adi@ahal term for the interaction of Pretest
score and Treatment, if such an interaction existthe interaction effect for Pretest and
Treatment is significant, the predictor variables @ependent upon one another. In other words,
an interaction would indicate for the PPGD thateffect of the treatment is dependent upon
how a subject scored on the Pretest. Unlike th€ AMA model, the treatment effect is not
constant across groups; an estimate for the treatefieect cannot be isolated without
considering Pretest.

To construct these models, each was run indivigusing SAS’'s PROC REG with
requests for ‘Solutions’, ‘AlC’, and ‘BIC’ (calleBC' within SAS's PROC REG). Since
Treatment is a dichotomous variable for each dettaas indicator variable (IT) was created for
each (‘1’ for a subject belonging to the Treatngmoiup, ‘0’ for a subject in the Control group).
To compare the results of these linear models tésistcores were regressed onto the selected
explanatory variables (if any). Although the resporariable for the DIFF model is (Difference
= Posttest — Pretest), the DIFF model was regrassied Posttest as the response variable, with
a restriction placed on the parameter estimat@ifetest such that tifie parameter was set equal

to one. This ensured that the fit statistics am@meter estimates for the six General Linear
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Models, shown in Table 4.1, were directly compagabhe best model was selected using AIC
or BIC. While R-square and RMSE are importantstderations, one must remember that when
comparing two hierarchical models with differenthers of parameters, R-square will always
be larger for the more complex model (and RMSE typically be smaller), so neither of these
two are useful model selection criteria. It shoalsb be noted that these tests are being
performed at a nominal 0.05 level, as if the testlet under examination were the only one
which the researcher were considering. If, in faggsearcher were considering many possible
models before selecting one under which to conthecanalyses of interest, then, of course, the
researcher would need to make some sort of suigalplsstment for multiple tests being
conducted.

A Mixed Model was analyzed separately for each dataas well. In the PPGD
literature, the particular Mixed Model used is mooenmonly referred to as Repeated Measures
ANOVA. A benefit of analyzing the data sets usihg Mixed Model is that this formulation
allows the repeated measures on the same individ@hibit correlation, rather than assuming
that they are independent of one another. Alsoytr@&ance-Covariance structure can be
changed, so that the Pretest and Posttest variareesnot be assumed to be constant. Parameter
estimates for the covariance are what distinguishiMixed Model from the GLM. When
analyzing each data set, each subject was treatedeacluster, with two observations per cluster
(Pretest and Posttest).

The general notation for the mixed model in mafiopm is:

Y=XB +Zy+e,
where Y is a vector of observed scores,

B is a vector of fixed-effects parameters,
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X is the design matrix of fixed factors,

y is a vector of random-effects parameters,

Z is the design matrix of random factors,

and e is a vector of residual errors (whose elesnee¢d not necessarily be homogenous

nor independent).

The Mixed Model analysis for each data set wasuging SAS’s PROC MIXED. For
each analysis, the response variable was ‘Scard’tlee fixed effects tested for were Group
(Control or Treatment), Time (Pretest or Posttestyl Group*Time. The PROC MIXED
RANDOM statement (with intercept) was used to datee estimates for thevector. The
estimates for the Variance-Covariance parameters egmputed via Restricted Maximum
Likelihood (REML), the denominator degrees freedspacified were estimated via the
Kenward-Roger procedure, and the subject effedifspe was subject, within group. SAS’s
default Variance-Covariance structure was usedchvassumes the Pretest and Posttest variance
are equal. The same procedures and same speoificatere used for each data set.

SAS’s LS means, for all Group-by-Time effects, wexguested for each analysis, with
P-values for all pairs of differences specifiecaaoption [(PDIFF = “pairs of differences”). For
an example, see Table 5.4 of the Nursing Data Sdtis provided estimates for the difference in
scores at all possible levels of Group and Tinmengwith the corresponding P-values. The
‘Estimate’ coefficient shown in these tables iststltat Group="C’ and/or Time="Pretest’ is
used as the baseline, so that the estimates atteefexpected change in score from Pretest to
Posttest or from Control to Treatment (or botlagplicable). For an example, see Table Table

5.16 of the Econ data set.
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Since the Mixed Model and the GLM have differeatgmeterizations, SAS’s LS Means
option was used to compare the results of the tvayaes directly. Joint tables were created to
show the relationship between the SAS LS Mean astisn(actually a Maximum Likelihood
estimate) for the Mixed Model, and LS mean estisétem the GLM. Only the LS means for
the best fit GLM were computed (where 'best’ wasrd@ned by finding the GLM with the
lowest AIC or BIC). The LS means estimates for@évl were computed using two different
specifications. The first estimate was found spyeoyf BY LEVEL, which uses the conditional
mean for each group, at Pretest, in the linear méatethe Posttest estimates (for an example,
see Table 5.17). The second estimate used SASisltiaiean, which is the overall Pretest mean
(for an example, see Table 5.18). Standard erradavalues were requested for both of these

methods.
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CHAPTER 5

THE ANALYSES

5.1 THE NURSING DATA SET

Descriptive statistics for the Nursing data setmesented in Table 5.1, with illustrative
histograms in Figures 5.1-5.3. Although the stusl@ssigned to the treatment were randomly
selected, the mean score of the Treatment groumessy seven points lower than the mean
score of the Control group, prior to interventiofrhe Control group took the same test twice and
received no form of intervention, and the overatest score did not significantly change for
this group. As shown in Figure 5.4, the mean Psisieores for the Treatment group exceeded
the mean Posttest scores for the Control groupiteethe lower Pretest scores for the Treatment
group. Although these groups were randomized,pgears that they may be non-equivalent, prior
to intervention. This is an interesting case whhbege appears to be no significant difference in
Posttest scores, but if one controls for initialet@st) differences, then, perhaps there will be a
significant Treatment effect. There were no appataeats to internal validity for the Nursing
data set. A potential threat to external validgysactive effects of experimental arrangements
This may have occured because these were opingedlsurvey questions which did not
measure a gain in knowledge. Here, students wlnmiped to the Treatment group could have
potentially changed the perceptions of their ovardeng after reviewing the intervention

presentation.
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Table 5.1

Summary Statistics for Nursing Data Set

Group N Trial Mean Std Dev Min Max
Pretest 232.24 18.56 186 259
Control 17
Posttest 232.88 17.25 203 263
Pretest 225.25 21.53 200 270
Treatment 16
Posttest 235.81 26.97 195 286
g
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Figure 5.1 Histogram of Nursing Pretest Scores

Treatment

Frequency

Control

- -

I I I T I I I
2025 2175 2325 2475 2625 2775 2925

A B L) fe NN =] 00 O A R LD e (NN =] 0D

Posttest Scores

Figure 5.2 Histogram of Nursing Posttest Scores
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Figure 5.4 Trend Plot for Nursing Scores

The trend plot in Figure 5.4 shows that the Treatraad Control group changed at different
rates between testing sessions. Each point repgsetbenmean test score for that group at the
indicated time. The line indicates the trend betvsessions. The Treatment group improved by
more than 10 points; the Control group improveddsg than one point.
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5.1.1 GLMs for Nursing Data Set

Table 5.2 shows the fit statistics and parameténases for the GLMs for the Nursing
data set. The ANOVA model illustrates that the Tmesnt group outperformed the Control
group at Posttest, since thecoefficient is 2.93, but the Treatment effectas statistically
significant (P = 0.7108). The R-square for the AN®OMble indicates that treatment accounts
for only about 0. 5% of the variability in Posttesbres. The predictive power of the GLM for
the Nursing data set is significantly improved wiertest scores are included. In comparing the
ANOVA model to the Regression model, it would appeat a nurse’s Pretest score is much
more informative of his or her Posttest score tih@ngroup to which he or she was assigned
(Treatment vs. Control), illustrated by all the moped fit statistics (R-square, RMSE, AIC, and

BIC).

As shown in Table 5.2 and Figure 5.5 below, theraattion between Pretest and
Treatment (PRE*IT) does not appear to be signiticem the Full (Interaction) model can be
reduced to the ANCOVA model. This may be a situatidere the DIFF model is superior to
the ANCOVA model. In comparing the ANCOVA modelttee DIFF model, the ANCOVA has
a slightly higher R-square. This difference is ni@afjand is due solely to the ANCOVA
model’s extra parameter. The DIFF model has a I®RMEE, AIC, and BIC than the ANCOVA
model. The ANCOVA estimate for the Pretest sldp¢ i€ 0.91. Since this is close to 1.0, the
additional parameter for Pretest in the ANCOVA niattees not does not appear to significantly
improve the model. The DIFF and ANCOVA models bptbvide positive estimates for the

effect of the Treatmeng{= 9.92 for DIFFERENCE angh= 9.28 for ANCOVA).
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As for interpreting the DIFF model with the Nursidgta set, for students who did not
receive the intervention, one would expect a 0&& m score from Pretest to Posttest. For a
student who was in the Treatment group, one woxpheéet a (0.65+9.92=10.57) point gain from
Pretest to Posttest (tiie coefficient for the DIFF model indicates that adgint belonging to the
Treatment group will on average improve by 9.9ofrom Pretest to Posttest). If one used
the ANCOVA model, the estimate for the change fidratest to Posttest for a student in the
Control group is [21.73-(.09*Pretest)], while it[&0.01-(.09*Pretest)] for a student in the
Treatment group, or an expected 9.28 point diffeedretween the groups, after accounting for
Pretest scores. Both estimates, however, for fleetedf treatment, for the DIFF and ANCOVA
models, are only marginally significant ( P-valu€s8400 and 0.0592, respectively).

Further, while the DIFF model shows that the Treathgroup had greater improvement
in scores, it does not convey that the Treatmemigmwas 6.99 points lower, prior to
intervention. In fact, none of the linear modelsdily conveys this information, an aspect of
GLMs which is viewed as a weakness by those whizphMixed Model (Repeated Measures)
analyses.

Table 5.2

Table of Model Results: Nursing Data Set

Model Par |E|Ot ﬁ% F'frze PrgaT) Pé‘:a' Rsq RMSE AIC BIC

Null 1 234.30 0 2218 2405 2420
Regression 2  35.73 0.87 0.616 13.97 211.0 214.0
ANOVA 2 23288 293 0 0.7108 0.005 22.48 207.4 210.4
DIFF 2 065 992 1 0.0400 0.653 13.28 172.6 1756

ANCOVA 3 2173 928 001 0.0592 0.659 13.37 174.0 1785
Full 4 5480 -49.22 077 026 03812 0.672 13.35 209.8 215.7

Note* These are th@, values for the ANOVA model and DIFFERENCE modelttmake these models statistically
comparable to the ANCOVA model. Par—number of eated explanatory parameters for the given model.
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Figure 5.5 ANCOVA with Interaction Plot for Nursirigata Set

The intersection of the two lines in Figure 5.5@snewhat misleading. One student in the
control group received a lower (relative to the myeretest and Posttest score; this one point is
highly influential for the Control group regressilome. The two lines intersect here, but the
interaction term({z) is not significant, so that the data can be adtdyymodeled by parallel

lines with slopes of 0.91, separated by a conslisténce of 9.28 points.

5.1.2 Mixed Model for Nursing Data Set

Table 5.3 shows the Type 3 Tests of Fixed Effemtshe Nursing Data set. If one were
to view these results naively, one might conclude the treatment was not effective, based on
the results in Table 5.3. While the F-statistic@oup effect is not significant (P=.7756), tras i

not the statistic of relevance for determining if theervention is effective. The F-value for the
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interaction of Group-by-Time indicates that thergdp@in score from Pretest to Posttest is
marginally significantly different (P=0.0400) beterethe Treatment group and the Control
group. As is always the case with P-values baseahdfstatistic, the F-statistic alone does not
indicate the direction of the difference, althoulyé afore-mentioned equivalence between the
test of the Group-by-Time effect under the Mixedddb(see Table 5.3) and the test for
Treatment effect in the DIFF model (see Table 8d8s show that is the Treatment group
which improves significantly more than the Conggodup The F-value for Time is also
significant (P=.0214), which indicates that the rallechange in scores (when averaged over

Group) is significantly different from O over thiene period from Pretest to Posttest.

This data set is somewhat unusual in that the graegre randomized (PPGD), and the
Pretest scores are not significantly different frome another (P=.3528 from row 3 of Table 5.4),
but if the Pretest scores are ignored (as the AN@\O&lel assumes), no significant effect due to
Treatment is found (P=.7108). On the other hanEp#ttest-Pretest differences are used (either
directly or through the Mixed Model), a marginadignificant Treatment effect is found. The
ANCOVA model shows that the DIFF model perhapshdligoverstates the effect of Pretest
score p,=0.91 vs$,=1.00), but it (ANCOVA) still estimates a Treatmeftect of +9.28 points,
which is not quite significant at the 5% level (0592). Overall, it appears that this is a case
where, even though PPGD was used, examination N@@VA, ANOVA on differences (i.e.
DIFF model), or Mixed Models all find borderlinggsificant results which would not have been

apparent in the absence of Pretest information.
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Table 5.3

Type 3 Tests of Fixed Effects for Nursing Data Set

Effect Numerator DF Denom. DF F Value Pr>F
Group 1 31 0.08 0.7756
Time 1 31 5.87 0.0214
Group*Time 1 31 4.59 0.0400

Table 5.4 shows the LS Means for the differene®/éen-groups and within-groups, for
the effect of Group-by-Time. The P-values are fowa-sided significance test, comparing pairs
of thei™ Group at th¢" Time (where= ‘C’ or ‘T’ and j= ‘Pre’ or ‘Post’). This model estimates
that the Control group scored 6.99 points highanttine Treatment group at Pretest, and that the
Treatment scored 2.93 points higher than the Cbgtoup at Posttest. Neither difference is
significantly different from 0 (P=.3538 and .69%5éspectively). For the Control group, the mean
change in scores is 0.65 (Posttest — Pretestingaa change for the Treatment group was 10.56.
This latter effect (for the Pretest to Posttesihgeain the Treatment group), is the only one of the

four Group-by-Time effects that is significantlyffdrent from zero (P=.0033).

While the general conclusions are the same foMixed Model analysis and the DIFF
model, the DIFF model does not provide estimateshi® Pretest, which may or may not be of
interest to a researcher. The results from the MMedel, demonstrate that the two groups

differed prior to intervention by 6.99 points (&8 in line 3 of Table 5.4).

39



Table 5.4

Differences for Least Square Means for Nursing Ciaéa

Effect GRP TIME GRP TIME Estimate StError DF T Rr>
Grp*Time C POST C PRE 0.65 3.22 31 0.20 0.8421
Grp*Time C POST T  POST 2.93 7.42 31 0.39 0.6956
Grp*Time C PRE T PRE -6.99 7.42 31 -0.94 0.3538
Grp*Time T POST T PRE 10.56 3.32 31 3.18 0.0033

Table 5.5 contains the comparison of the bestitiondl GLM Postetst estimates with

those from the Mixed Model. As expected, the DIFéded and the Mixed Model result in

identical estimates for both conditional means.

Table 5.5

Comparison of Best GLM with Mixed Model for Nursibgta Set

DIFFERENCE MODEL MIXED MODEL
Group Estimate Std Error Estimate Std Error
Control 232.88 3.2211 232.88 5.1671
Treatment 235.81 3.3202 235.81 5.3261
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5.2 THE ICA DATA SET

Table 5.6 shows the academic year in which stsdeaweled abroad and took the ICA
assessment. This table illustrates there is a patéinreat to internal validity for this experinten
thehistory effectSince data were collected over seven yearshtheghts and experiences
between subjects could be different. For exangpitudent’s decision to travel abroad in a
given year could be impacted by global events dyitiat time period, or the availability of
funding for a given year. Further, the overallrease in technology would increase the
availability of global information. Students whamtothe Global Design course in 2009 (as
compared to 2003) could potentially have more oukural awareness simply because of the
increase in available information, created by tedtbgical advances (example—smart phones

and hand-held internet usage became more readiliabie).

Table 5.6

Frequency Table for Year by Group for ICA Data Set

Frequency Long N/A Short
2003 0 2 3
2004 0 4 3
2005 0 17 4
2006 6 25 6
2007 6 24 4
2008 0 1 3
2009 3 14 3
Total 15 87 26

Table 5.7 shows the summary statistics for the [ada Set, with illustrative histograms

in Figures 5.6-5.8. The mean Pretest scores foCtrgrol and Treatment group differ by 0.83,
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where the Treatment group received a slightly higleere. This indicates that, at the time of the
Pretest, those who eventually chose to study almegaatted feeling only slightly less
apprehensive about other cultures, on average didatheir classmates, who ultimately did not
choose to travel. At Posttest, students who tealvabroad scored 3.56 points higher on the ICA
than their peers who did not choose to travel. [Q#escores were slightly more variable for the
Control group variable than for the Treatment gratipoth time-points; the Posttest variance

declined for the Treatment group, but increasedHerControl group.
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Table 5.7

Summary Statistics for ICA Data Set

Group # Subjects  Variable Mean Median  Std Dev  Min axM
Control 87 Posttest 56.03 55 7.95 30 70
Pretest 55.24 55 7.61 34 70
Treatment 41 Posttest 59.59 59 5.01 53 70
Pretest 56.07 56 6.05 43 70
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Figure 5.9 below shows a trend plot for the I@#ta. This figure illustrates that the
Treatment and Control groups had similar mean Brstores, but that the change in score from
Pretest to Posttest was not equivalent betweetwbegroups. The Treatment group scored an

average of 3.56 points higher at Posttest.
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Figure 5.9 Trend Plot for ICA Scores

This plot illustrates that the two groups begarhwitnilar Pretest scores. The two groups
changed at different rates, with the Treatment gistarting both higher at the Pretest and having
higher Posttest scores as well (as measured byéhes for both groups).

5.1.1 GLMs for ICA Data Set

Table 5.8 shows the fit statistics and parametimates for the GLM for the ICA Data
set. For the ICA data set, the ANOVA model usingydrosttest again appears to be inferior to
the other models (0.83 points higher for the Treatirgroup; P =0.5397From examining the

Full model, one sees that the interaction termt isiginificant, so the model is simplified to the
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ANCOVA model. Since the slope estimate for the €stis very different from either 0 or fy(
= 0.53 for the ANCOVA model), neither the DIFF mbder the ANOVA model yield as good
fits for this data set as the ANCOVA model does.

Upon considering AIC and BIC, one observes thatANCOVA model best predicts
Posttest scores for the ICA data. Although theyRase is lower for the ANCOVA model than
for the Full model, the difference is primarily digethe extra parameter for the interaction
(Pretest*IT) term. The ANCOVA model for the ICA datet predicts that for students with the
same Pretest score, on average, a student whedtablioad would score 3.11 points higher on
the Posttest than a student who did not travet.ekample, a student who scored a 55 on the
ICA at Pretest but did not study abroad would elmted to score 55.7 at Posttest; a similar
scoring student who did travel abroad would be ipted to score 58.81 at Posttest.

There is, of course, selection bias for this stddye treatment criteria, which was
whether a student participated in study abroad,sedsselected. Since students self-selected
themselves to be part of the treatment, their apgrehensions about intercultural
communication could potentially be confounded wiit treatment. Did students who traveled
abroad really feel less apprehensive after intesnak travel? Or, are students who want to
pursue international travel less apprehensive atitwtr cultures in the first place? If the latter
were the only reason, one would have expectedyaralifference in Pretest scores between

groups.
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Table 5.8

Table of Model Results: ICA Data Set

Model Par |E10t PTl IErze PrgilT) Paia' Rsq RMSE AIC BIC

Null 1 5717 0 732 5104 5133
Regression 2 26.93 0.54 0.282 6.22 470.0 475.7
ANOVA 2 5603 355 0 0.0098 0.052 7.5 5056 511.3
DIFF 2 079 272 1 0.0397 0.116 6.91 496.7 502.4
ANCOVA 3 2655 3.11 0.53 0.0080 0.322 6.07 4648 4733

Full 4 2734 -043 052 0.06 0.9665 0322 6.09 466.6 478.1

Note * These are th@, values for the ANOVA model and DIFFERENCE modaelttmake these models statistically
comparable to the ANCOVA model. Par—number of eated explanatory parameters for the given model.

Figure 5.10 shows an interaction plot for the I@a#a. Based on the lines in the plot, for

lower Pretest scores, the effect of the treatmepeéars to be less pronounced. For higher Pretest

scores, the treatment effect appears have a gregiact on intercultural awareness, as

measured by this assessment. However, since #graatibn term in the Full model isn’'t

significant, the data in Figure 5.10 can be jusiva modeled by parallel lines with slopes of

+0.53, separated by 3.11 points (i.e. the ANCOVAdeip
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Figure 5.10 ANCOVA with Interaction Plot for ICA DaSet
This figure illustrates that there is no interactimetween Pretest and Group. The upward trend
for both groups indicates there exists a posiiivedr relationship between Pretest and Posttest.

5.2.2 Mixed Model for ICA Data Set

Table 5.9 shows the Type 3 Fixed Effect F-valweghe ICA data. By comparison of the

F-tests for the three effects, this is another @gerwhere a naive application of Repeated

Measures ANOVA can lead to misinterpretations. Gineup effect is marginally insignificant at

the 5% level (P =.0670). This effect is of legséerest since it compares the average of the

Pretest and Posttest scores, between groups. Tup®y-Time effect is significant, which

indicates that that the two groups changed by m@iffeamounts between tests, although this
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significance is also marginal (P =.0397). The &ieffect is very significant (P=.0013),

indicating that scores (averaged over groups) aifigm Pretest to Posttest.

Table 5.9

Type 3 Tests of Fixed Effects for ICA Data Set

Effect Numerator DF Denom. DF F Value Pr>F
Group 1 126 3.41 0.0670
Time 1 126 10.83 0.0013
Group*Time 1 126 4.32 0.0397

Table 5.10 shows the differences for the leastregoureean estimates for the ICA data set,
using the Mixed Model. In comparing the differentasthe mean estimates for the Control
Group, the change of +0.79 points from Pretesiosttest does not appear to be significantly
different from zero (P =.2862). Also, the 0.83 paiiference between Pretest scores for the two
groups does not appear to be significantly diffefeam zero. Although the mean ICA Pretest
scores were similar between the two groups, thes chmt necessarily mean that the two groups
were statistically equivalent. This merely showat tine two groups happened to scored similarly
at Pretest. The change from Pretest to Posttetitdolreatment group was significant (P =
.0010), with a mean gain in score for treatmentigrof 3.51 points (Posttest — Pretest). The
difference between scores between the Treatmentanttol groups at Posttest was also
significantly different from zero (P = .0094 fronafile 5.10 or P=.0098 from the ANOVA

model of Table 5.8), with an estimated effect of563points.
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Table 5.10

Differences for Least Squares Means for ICA Data Se

Effect GRP TIME GRP TIME Estimate StError DF t >Ry

Grp*Time C POST C PRE 0.79 0.74 126 1.07 0.2862
Grp*Time C POST T POST 3.55 1.35 196 2.62 0.0094
Grp*Time C PRE T PRE 0.83 1.35 196 0.61 0.5399
Grp*Time T POST T PRE 3.51 1.08 126 3.26 0.0010

In Table 5.1,1 the LS mean from the ANCOVA modetalculated using the conditional
Pretest mean by group (55.24 for Control and 5607reatment). When the estimates from
SAS’s LS Means are compared for the best GLM aadvixed Model, the results are identical.

The standard error for both of these estimatemned for the ANCOVA model than for the

Mixed Model. In both cases, the formula used fer $tandard Error is Sj;: where nis the

number of subjects in the group 41, i = 87). The differences in SEs reported above arise
because the 'S' used by the ANCOVA model is its EM56.07 (see Table 5.8), while the
Mixed Model uses the pooled SD calculated fromfthe (Pre,Post)*(C,T) groups shown in

Table 5.7, namely S=7.150 .

Table 5.11

Comparison of Best GLM with Mixed Model for ICA &&et

ANCOVA MODEL MIXED MODEL
Group Estimate Std Error Estimate Std Error
Treatment 59.59 0.9485 59.59 1.1167
Control 56.03 0.6511 56.03 0.7666
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Table 5.12 shows the LS means using the ANCOVA rinaidk a common Pretest score
for both groups. When the estimates are calculaset) the same Pretest mean (55.5078), the
means estimates are less similar to the Mixed Maellts shown in Table 5.11. The
discrepancy between the different ANCOVA estimatedue to the Pretest means differing by
0.83 between groups. The standard error is higitegdch estimate when the overall mean is

used, when compared to the conditional mean essmaven in Table 5.11 above

Table 5.12

LS Means from Best GLM at Common Pretest MearfArData Set
ANCOVA MODEL

Group Estimate Std Error
Treatment 59.28362 0.9495
Control 56.17669 0.6514
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5.3 THE ECON DATA SET

This is another example of possible non-equivalgotips prior to intervention. Although
the groups selected to receive the treatment veerdomized, the groups themselves were self-
selected. Thus, it is possible that some sectionglg had better or worse students due to factors
unrelated to the study. Table 5.13 shows the sumstatistics for the Econ data set, with
illustrative histograms shown in Figures 5.11-5H@. this data set, the Treatment group
average score was 8.05 points lower than the agesegye for the Control group, at Pretest. The
Treatment Group scored 5.27 points higher tharCvérol group at Posttest. The standard
deviations of scores for the two groups are sinatdPretest and Posttest. Although the SD of
scores between testing sessions increases (fraesPte Posttest) for both groups, the
distribution of both Pretest and Posttest scoresamewhat skewed. For this data set, the logit
transformation (Equation 4 of Table 2.1) yieldgstly better results than untransformed scores,
but for ease of comparability with analyses from dither three data sets, we will not examine

that transformation here. Trend plots for thesa d@a¢ shown in Figure 5.14.

Table 5.13

Summary Statistics for Econ Data Set

Group # Subjects  Variable Mean Median  Std Dev  Min axM
Posttest 73.87 75 12.64 30 95

Control 100
Pretest 34.44 345 8.43 14 54
Posttest 79.14 81 10.21 44 98

Treatment 100
Pretest 26.39 26 7.12 10 48
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5.14 Trend Plot for Econ Scores

This trend plot shows that the Treatment groupdhajher mean gain in scores compared to the
Control group, as theTreatment line is steepethddigh the two lines intersect, this intersection
is different from a significant interaction for tk&.M. The plot illustrates that the groups
changed at different rates, while the interactitmt @~igure 5.14) illustrates that the linear
relationship between Pretest and Posttest is rgubblsame for both the Treatment and Control

group.

5.3.1 GLMs for Econ Data Set

Table 5.14 shows the fit statistics and parametémates for the GLM for the Econ Data
set. For the Econ data set, the Regression and AN@¥dels produce very similar fit statistics.
The R-square is only 5.58% for regression and 5.@ANOVA, meaning that Pretest scores
or Treatment group alone account for less than b&beovariation in Posttest scores. The overall
correlation between Pretest and Posttest scosesriewhat low (0.2362), particularly when

compared to the other data sets (see Table 3.1).
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The interaction term included in the Full (Inté¢ran) model is not significant, so the Full
Model was reduced to the simpler ANCOVA model. B1€ and AIC values are much lower
for the Full and ANCOVA models, compared to the BHaodel. This shows that the estimation
of a parameter, for Pretest effect, reduces theatheror in the model (despite the loss in
degrees of freedom). Further, the estimated dlopine Pretest effect under the ANCOVA
model is 0.58 (not near zero or one), so one wexject that the ANCOVA model would be
more appropriate for analysis either the ANOVA dFBP models. Overall, ANCOVA is

probably the most appropriate of these methodaratyzing this data set.

Table 5.14
Table of Model Results: Econ Data Set
Model Bo B1 B2 B3 P-val

Par Int T Pre Pre(IT) B R-sq RMSE AIC BIC
Null 1 76.51 0 11.76 986.9 990.2
Regression 2 66.87 0.32 0.0581.46 9775 984.1
ANOVA 2 73.87 5.27 0 0.0014 0.050 11.49 978.6 985.2
DIFF 2 39.43 1332 1 <.0001 0.119 11.07 963.7 970.3
ANCOVA 3 53.97 9.92 0.58 <.00010.197 10.59 9471 957.0
Full 4 53.78 10.32 0.58 -0.013 0.0912.197 10.62 949.1 962.3

Note * These are th@, values for the ANOVA model and DIFFERENCE modaelttmake these models statistically
comparable to the ANCOVA model. Par—number of eated explanatory parameters for the given model.

If one simply compares Posttest scores withoutatiiag for Pretest variability, from
the ANOVA model, one would predict Treatment gratypdents to outperform Control group
students by about 5.27 points. This differencegsiicant (P=.0014), but severely
underestimates the true difference between thadaching methods. If one uses difference to

measure improvement, one obtains an estimate 8218t the effect of Treatment; definitely an
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over-estimate. Finally, if one uses the ANCOVA mipdee finds the expected difference
between two students with the same Pretest scormétter what that score is) would be +9.92
points, again very significant. Statistical sigeénce of the Treatment effect is not really atessu
for the Econ data set: all models agree that tleatfment scores are significantly better than the
Control scores. The question of interest is toeste the size of the difference. Finally, if one
uses the Full (Interaction) model, one can seethi@e is a slight negative interaction between
Treatment and Pretest score, so that, in facigxpected difference in Posttest scores between
two students with the same Pretest score (butreessitp different treatment groups) declines as
Pretest score increases. This difference is vaghitslas shown in Figure 5.15 below, ranging
from 10.19 points if Pretest=10 to 9.62 if Pretégt~airly close to the constant difference of
9.92 points which would occur if the two lines wesectly parallel (i.e. if the ANCOVA model
were used). Hence, as by the AIC and BIC valugdalied in Table 5.14, the ANCOVA model

is the best GLM for analyzing the Econ data set.
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Figure 5.15 ANCOVA with Interaction Plot for Ecorafa Set
The interaction plot for the Econ data shows thaté is no interaction between Group and
Pretest. This data provide a visual example ofatak-fitting ANCOVA model.
5.3.2 Mixed Model for Econ Data Set

Table 5.15 displays the F-values for the Econdigéfect tests, using the Mixed Model.
For the Econ data, while the overall Group effsatat significant (P = .2272), both effects for
Time and Group-by-Time are very significant. Thegmificance tests indicate that the average

of the two groups improved significantly over tiffie. from Pretest to Posttest), but that the

change was not the same; this is entirely congisigh previous analyses.
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Table 5.15

Type 3 Tests of Fixed Effects for Econ Data Set

Effect Numerator DF Denom. DF F Value Pr>F
Group 1 198 1.47 0.2272
Time 1 198 3467.04 <.0001
Group*Time 1 198 72.39 <.0001

Table 5.16 shows the LS mean differences for tenklata set, using the Mixed Model.
In the individual comparison for the group-by-timféect, both the Control group and the
Treatment group had significant changes from PrédeBosttest. The first row in Table 5.16
shows the control group improved by 39.43 pointsnfiPretest to Posttest, which is very
different from zero (P <0.0001). The bottom rowTamble 5.16 shows that the treatmgraup
improved by 52.75 points from Pretest to Posttekich is also highly significant. The second
row in Table 5.16 compares the Treatment and Cbgtonp at Posttest, and indicates that the
mean score for Treatment group was 5.27 pointsehititan the Control group. The third row in
Table 5.16 is an important one that is not dematedrby any of the GLMs. This effect shows
that the Control group scored 8.05 points highanttine Treatment group at Pretest; the 8.05
point difference is also highly significant (P <001). Although the Treatment group did have an

overall 13.32 net gain (Diffatmen— Diff contro), it had more room for improvement in score.
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Table 5.16

Differences for Least Square Means for Econ Data Se

Effect GRP TIME GRP TIME Estimate StError DF t Rr>

Grp*Time C POST C PRE 39.43 1.11 198 35.62 <.0001

Grp*Time C POST T POST 5.27 1.39 349 3.79 0.0002
Grp*Time C PRE T PRE -8.05 1.39 349 -5.80 <.0001
Grp*Time T POST T PRE 52.75 1.11 198 47.65 <.0001

Table 5.17 shows the comparison of LS mean estsrfat ANCOVA and the Mixed
Model. The ANCOVA mean estimates, computed withdbeditional Pretest scores, are
identical to the estimates from the Mixed Modelh&i comparing the ANCOVA results to that
of the Mixed Model, both show that the differenoescores at Posttest was approximately 5.27
points. For the Econ data set, unlike the case théHCA data set, however, the standard error is

less for the Mixed Model estimates than the ANCO&&hmates. In this case, the ANCOVA

standard errors are more accurate as they e\\/%g=810.595/10 = 1.0595, where the 'S’ is the
RMSE estimated from the 200 residual used in fitti,e ANCOVA models. The formula for the
standard error for the Mixed Model is alsoﬁg*but the 'S' used is the pooled SD obtained from

combining the four SD estimates shown in Table $3t3€.821). However, that pooling assumes
all four SD's are estimating the same thing, whereia fairly clear that the two Pretest SDs are
much smaller than two Posttest SDs, so this medfipdoling used in the Mixed Model

artificially deflates the standard error for preutig Posttest scores. This drawback could be
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remedied by allowing the variances of the PretedtRosttest scores to be unequal, rather than

forcing equality, as is done under the classiga¢ated measures design used in this analysis.

Table. 5.17

Comparison of Best GLM with mixed Model for EcortdD@et

ANCOVA MODEL MIXED MODEL
Group Estimate Std Error Estimate Std Error
Treatment 79.1400 1.0595 79.1400 0.9821
Control 73.8700 1.0595 73.8700 0.9821

Table 5.18 shows the LS mean estimates for the ANE@®odel, when the common
Pretest mean is used. When the LS mean is compasiegd the overall Pretest mean (30.4150),
the estimates are quite different from those olethin Table 5.17. When the conditional Pretest
mean is used for estimating the mean Postteststaréoth groups, the difference between the
Posttest scores is actually fheANOVA estimate (5.27). The difference in the esties for the
Table 5.18 is th@; estimate for the ANCOVA. Using the average Preteste, the treatment

group is predicted to do 9.92 points higher at feest

Table 5.18

LS Means from Best GLM at Common Pretest MeandonPata Set
ANCOVA MODEL

Group Estimate Std Error
Treatment 81.4656 1.1284
Control 71.5444 1.1284
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5.4 THE SHI DATA SET

Table 5.19 shows the summary statistics for the d&ith set. The mean Pretest score for
the Educational Literature group was around 9 opdi@ts lower than that of the Video or
Control groups, respectively. For the Control graimere was a 0.83 decline in mean SHI scores
from Pretest to Posttest. The Educational Liteeatund the Video groups had mean gains of
20.34 points and 9.52 points, respectively. AltHotlge Educational Literature group had a
mean gain more than double the gain of the Videogrthe difference in gains between the
Educational Literature group and the Video group weat significant. When these groups were
compared, pairwise, with the Control group, howettes difference in scores for the
Educational Literature and Video groups were baghiBcantly different from the Control
group (alpha = 0.05). However, since the Educatitrterature group and Video group did not
differ significantly from one another, for purposgsanalysis, they were combined into one

group called “Treatment”.

Table 5.19

Summary Statistics for Original SHI Data Set

Group # Subjects  Variable Mean Median  Std Dev Min axM

Posttest 164.70 167.5 30.21 75 216
Control 30

Pretest 165.53 164 22.92 105 211
Literature Pretest  157.30 156 24.15 116 200

Posttest 176.70 182 24.13 106 207
Video 33

Pretest 167.18 170 21.85 116 203
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Table 5.20 shows the summary statistics for thedaith set after combining Educational
Literature and Video into one group (Treatment)isTi& how the data were organized for the
analyses in the remainder of this section. lllusteshistograms are displayed in Figures 5.16-

5.18, with a trend plot in Figure 5.19.

Table 5.20

Summary Statistics for Condensed SHI Data Set

Group # Subjects  Variable Mean Median  Std Dev Min axM

Posttest 164.70 167.5 30.21 75 216
Control 30

Pretest 165.53 164 22.92 105 211

Posttest 177.17 182.5 24.38 106 210
Treatment 66

Pretest 162.24 167 23.39 116 203

63



15.0 7

125
10,0
75
50
25

Control

15.0
125

Frequency

10,0
75 7

EduLit 50 7
25 7

15.0 7
125

100
Video 75 -
50
25 T

0 — T T T
1125 1375 1625

Pretest
Figure 5.16 Histogram for SHI Pretest Scores

187.5

2125

17.5
15.0

125
Control 10.0 —

50
25 7

17.5
15.0
12.5
10.0

75
Edulit £p

Frequency

25 7

17.5
15.0
125
Video 100 7
7.5

25 7

0 T T T
a0 120 150

Posttest
Figure 5.17 Histogram for SHI Posttest Scores

64

180

210




12
0 -
Control 5
B_
4 —
L 2 -
g o
& 2
[¥]
0]
g -
. B
EduLit
4 -
27 I |
g LI [ 1
5 -
0 -
Video 8 7
E_
4 —
2 ]
0 [ | |
| T T | T T T T T

Difference = Postiest - Pretest
Figure 5.18 Histogram for SHI Difference Scores

65




178
176 /
174
172

/ =g Control
170

/ == Treatment
168

166 /

Score

.
/ —
164 /
162
160
Pretest Posttest

Figure 5.19 Trend Plot for SHI Scores

The trend plot for the SHI data illustrates that thean score for the Control group actually
declined over time. The steeper line for the Tmeait group indicates that there was a much
larger (and positive) change in score for this grdince the lines cross, the effect of the
Treatment may be exaggerated, as the Treatment waesamitially less than the Control mean.

5.4.1 GLMs for SHI Data Set

Table 5.21 shows the fit statistics and parameti@mates for the GLM for the SHI data
set. In comparing the linear models for the SHad#te Pretest scores explain about 18% of the
variation in the Posttest scores, so the Regressaiel has improved predictive power when
compared to the ANOVA model.

For this data set, the interaction term for Ptedas Treatment (Pretest * IT) is very
significant. This model should therefaret be reduced to the ANCOVA or DIFF models. This
significant interaction indicates that the slogee(effect of Pretest on Posttest) is not the same
for two groups. Indeed, as the plot in Figure 2w shows, unlike the case with the Econ

data in Figure 5.15 (where the predicting linesenamiactically parallel), these prediction lines
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intersect. If the Pretest score is below 179, tteaiiment Posttest score is expected to exceed the
Control Posttest score, but the opposite is preditd happen if the Pretest score is above 179.
This is a very strange data set, perhaps overyanted by the outlier (Pretest=105,

Posttest=75) in the Control group displayed inltveer left corner of Figure 5.20.

Table 5.21
Table of Model Results: SHI Data Set
Model Bo B1 B2 B3 P-val )

Par Int IT Pre  Pre(IT) By R-sq RMSE AIC BIC
Null 1 173.27 0 26.82 6325 635.0
Regression 2 92.01 0.50 0.185 24.34 614.8 620.0
ANOVA 2 164.7 1247 0 0.0340 0.047 26.32 629.9 635.0
DIFF 2 -0.83 1576 1 0.0070 0.072 25.98 627.4 632.5
ANCOVA 3 79.20 14.17 0.52 0.0076 0.245 2354 609.5 617.2
Full 4 -33.36 174 1.20 -0.97 <.001 0.393 21.24 590.6 600.9

Note * These are th@, values for the ANOVA model and DIFFERENCE modaelttmake these models statistically
comparable to the ANCOVA model. Par—number of eated explanatory parameters for the given model.

Based on the interaction plot (Figure 5.20) andrsany statistics (Table 5.21), it would
appear that there was substantially less varighiiiPosttest scores for the Treatment group than
for the Control group. Posttest scores appear skbeed left, with 75% of students in the
Treatment group scored above 168 (Q1) at Postikstslope of the line for the Control group is
much steeper than the slope for the Treatmerapgdears from the interaction plot that Pretest
scores were more useful in predicting Control grBopttest scores, compared to the Treatment
group, although, as noted above, the outlier scifig this. If one believes the treatment
changed the subjects’ perspective on sexual haesdsihappears that students with moderate to
low Pretest scores who watched either the videeant literature on the topic became more

sensitive to sexual harassment at Posttest, tlose ih the Control group with a similar low or
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moderate score. However, this improvement (relgovde Control group) was not found for

those who had high Pretest SHI scores.
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Figure 5.20 ANCOVA with interaction plot for SHI EaSet
The SHI data illustrate a clear interaction betwRegtest and Group. The interaction means that
Pretest and Posttest scores for the two are redrdinrelated in the same fashion.

5.4.2 Mixed Model for SHI Data Set

Table 5.22 shows the tests for fixed effects lier $HI data set. In comparing the tests for
fixed effects, it appears that the overall Groupdfis not significant (P=.3273). The Time
effect is significant (P=.0156), which indicateattloverall, the subjects’ scores changed

significantly from Pretest to Posttest. The Grdawypfime effect is also significant (P = .0070),
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which indicates that the change in score, fromd3tdb Posttest, was not the same for both
groups (i.e. one group had a greater change ir)ycdihis F-test statistic does not illustrate
which group had a higher gain, although as noteth#® previous data sets, this Group*Time test
is equivalent to the test of the IT effect in thE-B model, which from Table 5.21, shows that

the Treatment score is expected to be 15.76 hihlaarthe Control score.

Table 5.22

Type 3 Tests of Fixed Effects for the SHI Data Set

Effect Numerator DF Denom. DF F Value Pr>F
Group 1 94 0.97 0.3273
Time 1 94 6.07 0.0156
Group*Time 1 94 7.59 0.0070

Table 5.23 shows the differences for the LS méanthe SHI data. In comparing the
difference estimates, the change in score froneBré&b Posttest for the Control group does not
appear to be significantly different from 0. Simijain the comparison of Pretest scores
between the Treatment group and the Control gringptwo groups are not significantly
different. This indicates that the two groups, ptmintervention, did not respond significantly
differently to the sexual harassment assessmeante$timate for the difference between Pretest
and Posttest scores for the Treatment group idyhgignificant (P = <.0001). The associated
coefficient estimate indicates that the mean chérmge Pretest to Posttest (or Posttest — Pretest)
was 14.92 points, and that the Treatment groupahggnificant positive change in score over
time. Also significant was the LS mean differefmethe comparison of the Control and the
Treatment group, at Posttest. The estimate foniban difference was 12.47 points, or the

Treatment group scored an average of 12.47 poigiteehon the SHI assessment at Posttest than
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the Control group. This is exactly the same es#naatobtained by the ANOVA model of Table
5.21; the minor discrepancies in P-values (.04300239) are due to the slightly different
procedures for estimating residual variances utidetwo procedures.

For this data set, the Mixed Model illustrated tha& two groups did not significantly
differ at Pretest, but did differ significantly Rosttest. Also, it shows that the Control group di

not significantly change from Pretest to Posttiest,the Treatment group did.

Table 5.23

Differences for Least Squares Means for SHI Data Se

Effect GRP TIME GRP TIME Estimate StError DF t Rr>

Grp*Time C POST C PRE -0.83 4.74 94  -0.18.8609
Grp*Time C POST T POST 12.47 5.47 156 2.28 0.0239
Grp*Time C PRE T PRE -3.29 5.47 156 -0.60.5481
Grp*Time T POST T PRE 14.92 3.20 94 4.67 <.0001

Table 5.24 shows the LS mean estimates for thteGidd (Full model) with conditional
means and the Mixed Model. As seen in the othex skils, the SHI data also provides identical
LS mean estimates for the best GLM (the Full(INTEIRAON) model), using the conditional
mean, and the Mixed Model. The standard erroriferSHI data is lower for the Full model.

Table. 5.24

Comparison of Best GLM with Mixed Model for SHI ®&et

INTERACTION MODEL MIXED MODEL
Group Estimate Std Error Estimate Std Error
Treatment 177.1667 2.6141 177.1700 3.0561
Control 164.7000 3.8774 164.7000 4.5329
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Table 5.25 shows the LS mean estimate for the(Fu#raction) model, using a common
mean Pretest score. Again, when the overall me&®.2¥08) is used to compute the LS mean
for this GLM, there are differences between therestes for the interaction model. If one uses
the ANCOVA model to predict the difference in s@between the two groups, it appears that
Treatment group’s students' mean Posttest scesgiscted to exceed the Control student's
Posttest score by 177.3982-161.9929=15.41 poistif students start with a Pretest score of
around 163. While the observed mean differenci86l determining which estimate is
‘correct’ is dependent upon the question the reseaiiintends to answer. If a researcher is
interested in estimating how a ‘typical’ studemnfr each group might score, then estimates from
Table 5.24 may be more appropriate. If a resealisheterested in estimating the score for an

‘average’ male freshman of the study, estimates ff@ble 5.25 may be more appropriate.

Table 5.25

LS Means from Best GLM at Common Pretest MeanHbiC@&ta Set
INTERACTION MODEL

Group Estimate Std Error
Treatment 177.3982 2.6167
Control 161.9929 3.8969
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CHAPTER 6

CONCLUSIONS

A purpose of this thesis is to find optimal wagsahalyze Pretest-Posttest designed
studies. Whether it is a true experiment (PPGDjuasi-experiment (NEGD), a researcher
should attempt, prior to experimentation and ansJye rule out all rival hypotheses to those
being tested. Causation between two variables ¢d®accurately inferred if the experimental
design is not valid. Despite the lack of randomargtthe NEGD can still be a beneficial design,
as samples are generally easier to form than erandomized experiments, and there is relative
ease in creating a single-blind study (thus miningzeactive arrangemenys

There are numerous methods, beyond those predserttad thesis, that exist for
analyzing PPGD and NEGD. The best GLM for dataysiglis dependent upon the data. For
each data set, utilizing the Pretest data in tladyaas improved the fit statistics and reduced the
proportion of unexplained variance compared tagithe ANOVA model, which completely
ignores Pretest information. From these examplether the Pretest nor the Group alone is most
powerful in predicting Posttest scores; a formhaf ANCOVA model usually provides the best
analysis for the GLM. In building a GLM for thesidies, one should probably start with the
Full Model (including an interaction term) and reduo the ANCOVA if the interaction is not
significant. When the slope estimate for the Ritatenear ‘1’ or ‘0’, the ANCOVA model may
be further reduced to the DIFF model or the ANOVAdal, respectively. In these two

scenarios, the DIFF model and ANOVA model will gexlly provide better fit statistics than the
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ANCOVA, as the additional parameter estimate f@t&€st slope does not significantly reduce
the SSE. In cases where groups are non-equivalientto treatment intervention, LS means
predictions using the overall Pretest mean mayditite true gains or losses between groups at
Posttest. On the other hand, this method may gineea estimate of the difference between
groups at Posttest if they had been equivalenteaest. This is a philosophical battle that can’t
really be answered with certainty if the desighliSGD.

While the Mixed Model may be more difficult to undeand, it is more flexible in
scenarios where the assumption of constant vatiabihy be violated (though these examples
are not shown for simplicity of comparison). Furtitee Mixed Model provides estimates for
both the Posttest and Pretest scores. Estimatitred®retest may or may not be of interest to the
researcher. If LS means are computed using thetoamal group means for the best GLM, the
GLM and Mixed Model will yield identical estimatésr the Posttest means.

If a researcher prefers the analysis of the GLM@&rabses to apply the same mean for
both groups, discrepancies between Pretest sdooesdsbe taken into account, if they exist. If a
researcher prefers the Mixed Model or Repeated MeasANOVA, it is important to utilize
‘Group-by-Time’ effect rather than the ‘Group’ efte A significant ‘Group’ effect will tend to
show if the groups were different at Pretest ansttest, which may be due to a lack of
equivalence, rather than a treatment intervenfiosignificant ‘Group-by-Time’ effect will tend
to show if the groups experienced significantlyfet#nt gains or losses from Pretest to Posttest,
which should be the case if the treatment methodexhthe change in scores. If a researcher is
interested in analysis of the difference whereANEOVA slope is near one and is interested in

interested in modeling Pretest scores, the Mixedélis an ideal fit.
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An original goal of this thesis was to provide istatal consultants with some advice
concerning how to best explain analyses of Prétesttest designs to clients. Although the
preceding discussion has demonstrated that thgenisrally not one method of analysis which
is always best, this investigation has provide@ daimmaries which would be useful no matter
what form of analysis is later pursued. These balillustrated below by referring to the
appropriate tables and figures from the Econ dettarsalysis, although what is said is applicable
to all four data sets. First, almost obviouslypasultant should display the summary statistics
for the Group*Time samples, as shown in a tablé siscTable 5.13. One can then
simultaneously examine the distribution of Pretast Posttest scores by Group, as shown in
Figures such as 5.12 and 5.13. One could alsaakur Group*Time means reported in the
original data summary (Table 5.13) and plot theapgically as shown in Figure 5.14 (ignoring,
for now, the connecting lines). Alternatively, oxmuld plot (Pretest,Posttest) scores for all
subjects in the population, using color codingepresent group membership, as done in Figure
5.15 (again ignoring the plotted lines).

All of the above-mentioned tables and plots arereally analyses at all — they simply
display the data in various formats that may bdulsk is recommended that statistical
consultants show clients all of these represemtsitod the data before performing any analyses.
Many of the ‘mistakes’ made in performing analyséPretest-Posttest designs occur because
clients and/or consultants rush into analyses witlearefully understanding their data. Once all
of the has been done, one can begin performingwaanalyses. One could perform statistical
tests to compare any of the pairs of means showheinriginal data summary. These are the
four tests shown in tables such as Table 5.16 @mtviPosttest and Pretest scores for Control

group, between Treatment and Control groups fott€sisscores, between Treatment and
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Control groups for Pretest scores, and betweertd3bsind Pretest scores for the Treatment
group, respectively). The first and fourth of théssts are equivalent to testing that the slopes of
the two lines given in the trend plot (Figure 5.24¢ zero. The second of these tests is roughly
equivalent to the ANOVA model performed on the Resttscores. The third of these is the test
for equality of Treatment and Control means atdatetan often ignored, but rather useful, test.

Finally, after examining all of the above, one ntigonduct what many consider to be
the ‘real’ test of interest. If one believes thasRest-Pretest difference (i.e. ‘gain’) is the
relevant measure of success, then one is interagstedting whether the means of difference
histograms (such as those plotted in Figure 5.68¥ignificantly different from one another.

This is exactly equivalent to testing that the s®pf the two trend lines plotted in Figure 5.14
are equal to one another. The test statistic fdopaing this test is given by the Group*Time
interaction test shown as the last line of Tabl&5.

Alternatively, if one isn’t certain that ‘gain’ the appropriate measure, one can consider
various linear models that incorporate Pretestesouo the analysis. In such cases, one would
want to consider plots like those shown in Figudb5The data are the points displayed in the
figure, and the only question is which pair of Brehould be superimposed as lines of best fit.
The pair which are actually drawn in Figure 5.18d@& analogous figures for other data sets in
this thesis) are the Full model lines, which alliv lines to have separate slopes and intercepts.
If one constrains oneself to the two parallel limgsch best fit the data, this would correspond to
the ANCOVA model. If one constrained the bestiitiines to not only be parallel but also to
be flat (zero slope), this would correspond toANOVA model. If one searched for the best-

fitting pair of lines such that both had slope=1tis would correspond to the DIFF model.
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While all of the above may seem obvious, it appd@teven experienced statisticians
can become confused (or confuse clients!) whena@xiplg such results. Presenting graphical
displays of the type mentioned above would defipitelp consultants to clarify many of the
analyses explored in this thesis.

One final caution must be delivered. An underly@isgumption within this thesis is that
the Pretest score is a valid measurement for detergwhether two groups are equivalent.
While the Pretest addresses some aspects of yaliokt two groups can potentially differ (and
likely do differ, particularly for cases of selfligetion) in many aspects that the Pretest cannot
measure or detect. Additionally, the mere ideprafr exposure to a test may affect how
subjects respond at Posttasist effects If a Pretest is administered for a study, aredrttean
scores across groups are similar, it does not saabsindicate that two groups are equivalent.
While the ANCOVA adjusts for Pretest scores, it patentially be a false sense of adjustment
in the case where the testing cannot capture tiséirexdifferences between groups (likely to

occur in the non-randomized case).
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