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ABSTRACT

Climate change is expected to warm, deoxygenate, and acidify ocean waters in the future.

However, nearshore ecosystems are affected by a range of processes such as tides, local winds,

internal and surface waves, that cause variability in climate stressors that can be greater than

the change predicted by global climate models. A 2D implementation of the Regional Ocean

Modeling System (ROMS) to downscale global climate predictions to the scale of a local reef

for all Representative Concentration Pathway (RCP) scenarios. I found that exposure to

climate stressors (temperature, pH, dissolved oxygen) increases as carbon emissions pathways

increase as expected. Significant exposure is generally not expected until RCP 4.5 or greater

for temperature and pH, while oxygen exposure is already occurring. Observed variability

also is expected to increase in future climate scenarios and may act as a mitigating factor in

the future.
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Chapter 1

Introduction and Motivation

Higher temperatures, hypoxia, and ocean acidification are all major consequences of

climate change for the world’s oceans (Bopp et al., 2013; Resplandy et al., 2013; Gobler and

Baumann, 2016). Large scale changes in atmospheric CO2 and the resulting impacts on

the ocean are ultimately translated into regional (Xiu et al., 2018) and local scale stresses

on ecosystems (Woodson, 2018). Laboratory experiments on the effects of climate change

stressors are generally static with constant values of temperature, oxygen content, or pH,

and therefore, they do not accurately represent the multi-stress vulnerability that organisms

deal in real environments (Cressey, 2015). In many nearshore ecosystems, the variability

in temperature, oxygen and pH is greater than the expected change due to future climate.

Studies of exposure and response of nearshore organisms to climate impacts in these highly

variable environments with multiple stressors are beginning to be studied in the laboratory

(Boch et al., 2018; Low and Micheli, 2018). Thus, a more realistic representation of how

climate change will manifest at the scale of a local ecosystem is needed. This study aims

to understand how exposure to climate stressors varies in nearshore ecosystems of Monterey

Bay, CA, and highlights the potential consequences for two model species. The primary

goals of this thesis are:

• Goal 1: Determine how variability of pH, DO, and temperature during the upwelling

season are going to change in the future.

• Goal 2: Quantify the exposure of organisms to hypoxic, acidification, and warmer

waters in upwelling regions for various climate change scenarios.

And with these goals in mind, the specific objectives are:
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• Objective 1: To build an idealized coupled hydrodynamic-biogeochemical model for

Monterey Bay, CA.

• Objective 2: To examine different scenarios of climate change for the year 2100 using

Representative Concentration Pathway (RCP) projections in the model.

Finally, I will use the model to address two hypotheses concerning the exposure of

nearshore ecosystems to climate stressors:

• Hypothesis 1: Daily variability of pH, DO, and temperature during the upwelling

season are going to be stronger in the future.

• Hypothesis 2: Climate change scenarios will increase the exposure of organisms to

low oxygen, low pH waters due the intensification of hypoxia and increased acidification

in upwelling regions.
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1.1 Background

Climate change is expected to increase water temperature, reduce dissolved oxygen, and

decrease ocean pH due to increases in anthropogenic CO2. These changes occur at the

global scale where they are affected by basin-scale circulation dynamics. Ultimately, the

basin-scale conditions translate to local scales during which they are affected by a range of

processes including wind-driven upwelling, internal tides, mixing, and biological processes

(primary production, respiration). In this section, I start with the largest scales that will

set the conditions expected under climate change (e.g. the Pacific Basin) and subsequently

move down in scale to the California Current and upwelling dynamics to nearshore processes

affecting temperature, oxygen and pH variability that animals will ultimately experience.

1.1.1 Pacific Ocean

The Pacific Ocean is the largest body of water on Earth (Talley et al., 2011). In the North

Pacific, the circulation is mainly driven by winds causing a cyclonic circulation around the

basin (Tsujino and Suginohara, 1998). The western and eastern boundary currents are fed

by the subtropical gyre in the North Pacific. Along the eastern boundary, equatorward

winds also drive intense upwelling that brings cold nutrient-rich waters to the surface. The

eastern boundary of the North Pacific is represented by the Alaska Current System and the

California Current System (CCS) (Nelson, 1976; Talley et al., 2011). As the global ocean

uptakes CO2, the Pacific Ocean is experiencing warming, expansion of oxygen minimum

zones, and ocean acidification (Deutsch et al., 2011; Hofmann et al., 2011; Bopp et al., 2013;

Feely et al., 2018).

1.1.2 California Current System (CCS)

The California Current is a bifurcation of the North Pacific gyre that carries 10 Sv equa-

torward year-round in the upper 500m (Checkley and Barth, 2009; Gangopadhyay et al.,

2011; Talley et al., 2011). The CCS is composed of 3 main water masses: Pacific Subarctic

water, North Pacific Central water, and Southern water (Marchesiello et al., 2003), where the
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Pacific Subarctic water mass is carried southward by equatorward flow (Marchesiello et al.,

2003). The CCS is mainly driven by large-scale winds associated with atmospheric pressure

systems that vary seasonally (Huyer, 1983; Checkley and Barth, 2009). The interaction of

Aleutian Low and North Pacific high pressure systems throughout the year affects different

regions of CCS (Figure 1.1). For example, North Pacific high has more influence on the Cen-

tral and Southern regions of CCS by increasing the intensity of equatorward winds causing

seasonal wind-driven upwelling during spring and summer seasons (Kämpf and Chapman,

2016).

1.1.3 Upwelling

The intensification of equatorward winds during spring and summer seasons interacting

with coastal topography and Earth’s rotation generates Ekman drift (Kämpf and Chapman,

2016). Ekman drift causes offshore net volume transport (Ekman transport) in the surface

Ekman layer which is caused by interaction of Coriolis effect and wind stress and can be

quantified as:

M =
τ

ρsw|f|

In order to maintain balance through the conservation of mass, cold and nutrient rich

waters are upwelled to the surface close to the shore (Chavez and Messié, 2009; Garćıa-Reyes

et al., 2015). These cold, nutrient rich waters are also low in dissolved oxygen and have low

pH. The maximum horizontal gradient in water density occurs when these upwelled waters

reach the surface creating upwelling fronts (Figure 1.2). Alongshore currents associated with

upwelling fronts are responsible for intensifying the California Current during spring and

summer (Huyer, 1983; Kämpf and Chapman, 2016). These upwelling jets are rich in nutrients

with a unique biological zone (Kämpf and Chapman, 2016). Within the California Current,

there are three distinct zones, the Northern, Central, and Southern regions (Checkley and

Barth, 2009). The region of the most intense upwelling happens in the Central region of the

CCS where it known as an Eastern Boundary Upwelling Ecosystem (EBUE’s) (Chavez and

Messié, 2009). Monterey Bay, the focus of this study is located in the Central CCS.
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(a) January.

(b) July.

Figure 1.1: Semi-Permanent Pressure Systems for January and July.

[Modified from: http://ftp.comet.ucar.edu/ootw/afwa/climo/intro/print.htmwelcome]

5



When upwelling flow encounters a topographic feature, it may bifurcate into two jets.

For example, topographic features lead to upwelling centers such as at Pt. Año Nuevo to

the north of Monterey Bay. The upwelling jet has an offshore component and a southward

component. In the case of the upwelling front that forms inshore of the southward upwelling

jet, a region with reduced winds and high intensity heating from the Sun is called an upwelling

shadow or retention zone (Graham et al., 1992; Graham and Largier, 1997). Within open

embayments such as Monterey Bay, the upwelling jet cuts the bay off from the ocean coast

and intense warming leads to strong nearshore stratification.

1.1.4 Biogeochemistry

Although low dissolved oxygen (DO), acidic waters occur naturally throughout the global

ocean (Bograd et al., 2008; Deutsch et al., 2011; Hofmann et al., 2011; Booth et al., 2012),

anthropogenic emissions continue to exacerbate natural variations in DO and acidification

(Diaz and Rosenberg, 2008; Doney, 2010). CO2 also acts directly on the ocean by de-

creasing seawater pH and consequently the aragonite saturation state (Ωar), and indirectly

to reduce DO (Feely et al., 2018). Due to climate change, expansion of Oxygen Mini-

mum Zones (OMZ) is expected as temperature increases and the oceanic thermocline shoals.

Thermocline shoaling is especially important for regions with intense wind-driven upwelling

such as the California Current Large Marine Ecosystem (CCLME) which is analogous to

the California Current System identified above (McClatchie et al., 2010; Deutsch et al.,

2011). Wind-driven upwelling brings deep low pH, low DO waters onto the continental shelf.

Through other processes, such as breaking internal tides, these corrosive, hypoxic waters can

enter nearshore ecosystems where biological activity can further affect DO and pH varia-

tion. Therefore, exposure of nearshore ecosystems to climate change impacts is not simply

a straightforward projection from large-scale climate models. In order to understand how

exposure of nearshore ecosystems to climate stressors may change in the future, we need to

understand how all of these factors interact.

Ocean CO2 uptake has led to a pH decline of 0.1 units over the last 250 years (Gruber

et al., 2012) and an oxygen decline between 0.002 and 0.01 mg L−1 (Stramma et al., 2008)

and will have a continued decrease in pH and oxygen of over 70% and approximately 13%
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Figure 1.2: Subdivision of California Current system (CCS) and its major processes. From Checkley

and Barth (2009).

7



respectively for some regions of the North Pacific in future scenarios (Bopp et al., 2013;

Kwiatkowski and Orr, 2018). At depth, the CCLME already has a natural decrease in both

pH and DO with a variation of 4 fold in the first 100 meters (Feely et al., 2018), and low

pH waters occasionally reach the surface during upwelling season (Chan et al., 2017). In the

nearshore, short term fluctuations can reach 0.5 units for pH and 12.5 mg/L for oxygen in a

∼12.42 hour cycle (M2 tide) is observed in Monterey Bay, CA, likely due to a combination

of tidal and wind forcing (Booth et al., 2012).

Ocean acidification and hypoxic zones are intimately linked especially Eastern Boundary

upwelling systems (EBUSs). Regions of low Oxygen are found where thermal stratification

and high rates of respiration occur (Gobler and Baumann, 2016) and therefore are found at

all oceans in different depths. The Pacific ocean accounts for a major volume of low O2 waters

and are expected to further deoxygenate in the future (Deutsch et al., 2011; Hofmann et al.,

2011; Bopp et al., 2013). The major portion of low DO waters found in the Eastern Boundary

region of the Pacific is a consequence of the interaction between lack of ventilation in the

thermocline and oxygen consumption in regions of high productivity, for example, upwelling

regions (Karstensen et al., 2008). A direct seasonal relationship exists between a decline

in oxygen concentrations and shoaling of denser isopycnals due to alongshore equatorward

winds (upwelling) on the west coast of the US (McClatchie et al., 2010; Chan et al., 2017;

Feely et al., 2018). The volume of low oxygen waters are expected to expand due to warming

(Deutsch et al., 2011; Bopp et al., 2013). In the nearshore, nonlinear internal waves also play

an important role by bringing low oxygen, low pH waters into coastal ecosystems (Walter

et al., 2014; Woodson, 2018).

An important consequence for a decline in pH is the availability of carbonate ions in

the water which are important for formation of shells in calcifiers. Calcifiers extract CO2−
3

from seawater to create CaCO3. Extraction of CO2−
3 is affected by the aragonite saturation

state Ωar), defined as the ratio of the product of Ca2+ and CO2−
3 by the apparent solubility

product (K’sp). The solubility constant is directly related to Dissolved Inorganic Carbon

(DIC) and Alkalinity in seawater (Doney et al., 2009). Corrosive water occurs when Ωar is

< 1.0 which decreases calcification rates due to a decline of carbonate ion concentrations

(CO2−
3 ) (Orr et al., 2005). In the CCLME, events with undersaturated Ωar are expected

8



to happen over 50% of the time in the future compared to present conditions (Chan et al.,

2017). Meanwhile, low Ωar brought by upwelled waters is already reported in Monterey Bay,

CA (Koweek et al., 2017).

Marine ecosystems are acclimated to particular conditions, and therefore, fluctuations of

oxygen, pH and temperature can cause stress on organisms. For example, kelp forest biomass

is replaced by turfs in high CO2 and high temperatures in laboratory (Connell and Russell,

2010). In addition, the red abalone, Haliotis rufescens experiences reduced fertilization when

exposed to hypoxia and ocean acidification conditions (Boch et al., 2017). Calcifying organ-

isms are expected to have their shells dissolved as well as experience growth inhibition in

undersaturated aragonite waters (Orr et al., 2005; von Dassow et al., 2018). Yet, these are

only single stressor effects. The effects of multiple stressors with high frequency variability

(diurnal or higher) on organisms are just beginning to be investigated. For example, lar-

val bivalves show a decreased survival and growth when exposed to diurnal fluctuations of

ocean acidification and hypoxia conditions (Gobler et al., 2017). As above, H. rufrescens

shows a decline in fertilization in response to pH and oxygen levels associated with climate

change with a distinct threshold around ph of 7.6 (Boch et al., 2017). Interestingly, warm

temperatures appear to have a mediating effect on the fertilization response (Boch et al.,

2017).

The understanding of how pH, DO, and temperature vary over diurnal and semi-diurnal

periods in a region of upwelling and if this variability causes stress on the local biota is still

not well understood (Frieder et al., 2014; Boch et al., 2017; Chan et al., 2017; Feely et al.,

2018; Woodson, 2018). My thesis aims to understand how multiple co-varying stressors (pH,

T, DO) in coastal regions may change from present to predicted future conditions (increasing

levels of CO2) and how these scenarios affect exposure of nearshore organisms to stressful

conditions.
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1.2 Goals

This study is divided in two sections. In Chapter 2, I develop and calibrate an idealized

model using in situ data during the upwelling period in the region of Monterey Bay. Also

in Chapter 2, I examine different scenarios of climate change for the year 2100 using the

model. As a result, I model the variability of O2, pCO2 and pH in a nearshore region

affected by upwelling, winds, and tides. My first hypothesis is that daily variability of pH,

DO, and temperature during the upwelling season are going to be stronger in the future. The

second hypothesis is that, climate change scenarios will increase the exposure of organisms

to low oxygen, low pH waters due the intensification of hypoxia and increased acidification

in upwelling regions.

10



Chapter 2

FORECASTING EXPOSURE OF NEARSHORE

ECOSYSTEMS TO CLIMATE CHANGE IMPACTS1

1Fagundes, M. and Woodson, C.B. To be submitted to Biogeosciences.
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Abstract

Climate change is expected to increase temperature, and decrease oxygen and pH. Locally,

the effects of these high temperature, low oxygen and low pH waters and how they affect

the local biota are still not well understood. Some studies have demonstrated that daily

exposure shows different results than time varying temperature, pH, and DO. However for

climate predictions, coarse temporal and spatial resolution model outputs are used at global

scales that cannot replicate the high variability in the nearshore. This study uses a coupled

ocean circulation (ROMS) and biogeochemical model applied to the nearshore environment

of Monterey Bay for present and future IPCC scenarios. I use the model to estimate daily

exposure for two benthic organisms based on time-varying variables for future scenarios.

The results show increasing exposure for different RCP scenarios for both species as well as

a bias in results when applying large scale model values. My results demonstrate that the

idealized model can be applied to forecast future conditions for nearshore ecosystems that

can inform laboratory experiments.
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2.1 Introduction

Low dissolved oxygen (DO), acidic waters occur naturally throughout the global ocean

(Bograd et al., 2008; Deutsch et al., 2011; Hofmann et al., 2011; Booth et al., 2012) and

anthropogenic emissions are acting to further reduce both oxygen content and pH of oceanic

waters (Diaz and Rosenberg, 2008; Doney, 2010). CO2 also acts directly on the ocean by de-

creasing seawater pH and consequently the aragonite saturation state (Ωar) and indirectly by

reducing oxygen solubility in seawater (Feely et al., 2018). Due to climate change, expansion

of Oxygen Minimum Zones (OMZ) is expected as temperature increases and thermocline

shoals. Expansion of OMZs is particularly important in regions characterized by strong

wind-driven upwelling such as the California Current Large Marine Ecosystem (CCLME)

(McClatchie et al., 2010; Deutsch et al., 2011). Upwelling brings waters that are naturally

low in DO and pH onto the continental shelf, where through other exchange processes, these

waters can even enter nearshore ecosystems where biological activity can further alter DO

and pH. In these shallow environments, exposure to low oxygen, low pH waters is also affected

by tides and winds. Consequently, understanding how nearshore ecosystems will respond to

future climate change is not as straightforward as direct down-scaling of large-scale climate

model projections. In order to understand how exposure of nearshore ecosystems to climate

stressors may change in the future, we need to understand how all of these factors interact.

An important consequence for a decline in pH is the availability of carbonate ions in the

water which are important for formation of shells in calcifiers. Another important variable

for CaCO3 formation is the aragonite saturation state (Ωar), defined as the ratio of the

product of Ca2+ and CO2−
3 by the apparent solubility product (K’sp) which is linked to

Dissolved Inorganic Carbon (DIC) and Alkalinity in seawater (Doney et al., 2009). Thus,

corrosive water occurs when Ωar is < 1.0 which decreases calcification rates due to a decline

of carbonate ion concentrations (CO2−
3 ) (Orr et al., 2005).

Acidic waters with hypoxic conditions when acting together have demonstrated negative

effects on some larval invertebrates (Gobler et al., 2014). However, not all organisms have

the same lethal threshold for oxygen (Vaquer-Sunyer and Duarte, 2008). For example, fish

exhibit a lethal threshold of approximately 1.54 mg/L (Vaquer-Sunyer and Duarte, 2008).

13



Demersal fish and benthic organisms can also have the effect of low oxygen enhanced by

respiration causing death in upwelling regions (Graham, 2004). Furthermore, invertebrates

mortality has been suggested due to waters with oxygen concentration below 4.6 mg/L in

Mexico (Micheli et al., 2012).

Regions of low oxygen and low pH are found in all oceans at different depths where

thermal stratification and high rates of respiration occur (Gobler and Baumann, 2016). The

Pacific ocean accounts for a major volume of low O2 waters and these waters are expected

to further deoxygenate in the future (Deutsch et al., 2011; Hofmann et al., 2011; Bopp et al.,

2013). In regions such as Eastern Boundary upwelling systems (EBUs), deoxygenation is

also critically linked with ocean acidification. The major portion of low DO, low pH waters

found in the Eastern Boundary region of the Pacific is a consequence of the interaction

between lack of ventilation in the thermocline and oxygen consumption in regions of high

productivity, for example, upwelling regions (Karstensen et al., 2008). Ocean CO2 uptake

has led to a pH decline of 0.1 units over the last 250 years (Gruber et al., 2012) and an

O2 decline of 0.9 mg L−1 in the past 15 years (Ren et al., 2018) and will further decrease

pH and O2sat by over 70% and 13% respectively in some regions of the North Pacific in

future scenarios (Cabré et al., 2015; Kwiatkowski and Orr, 2018). At depth, the CCLME

already has a natural decrease in pH and DO with a variation of 4-fold in the first 100 meters

(Feely et al., 2018), and low pH waters occasionally reach the surface during upwelling season

(Chan et al., 2017). Also, a direct seasonal relationship exists between a decline in oxygen

concentrations and shoaling of denser isopycnals due to alongshore equatorward winds on

the west coast of the US (McClatchie et al., 2010; Chan et al., 2017; Feely et al., 2018), and

are expected to intensify the volume of low oxygen due to warming (Deutsch et al., 2011;

Bopp et al., 2013). Locally, other processes also affect the transport of low oxygen waters as

well as acidic waters into the nearshore environments. Short term variability fluctuations in

pH and DO that reach 0.5 units and 4 mgL−1 respectively at the surface in a ≈13 hour cycle

(M2 tide) is observed in Monterey Bay, CA, likely due to tidal and wind forcing (Booth et al.,

2012). Nonlinear internal waves also play an important role by bringing low oxygen, low

pH waters into coastal ecosystems (Walter et al., 2014; Woodson, 2018), and consequently

affecting the local biota.
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Marine ecosystems and the organisms that comprise them are acclimated to particular

conditions, and therefore, deviations of oxygen, pH and temperature from natural back-

ground conditions can cause stress on organisms. For example, kelp forest biomass is replaced

by turfs in high CO2 and high temperatures in laboratory (Connell and Russell, 2010). In

addition, the abalone, Haliotis rufrescens experiences reduced fertilization when exposed to

hypoxia and ocean acidification conditions (Boch et al., 2017). Calcifying organisms are

expected to have their shells dissolved as well as experience growth inhibition in undersatu-

rated aragonite waters (Orr et al., 2005; von Dassow et al., 2018). Yet, these are only single

stressor effects. The effects of multiple stressors on organisms for diurnally-fluctuating low

pH and low DO conditions on organisms are just beginning to be investigated. For example,

larval bivalves show a decreased survival and growth when exposed to diurnal fluctuations

of ocean acidification and hypoxia conditions (Gobler et al., 2017). Similarly, H. rufrescens

shows a decline in fertilization in response to climate change pH and oxygen (Boch et al.,

2017).

Understanding how pH, DO, and temperature varies over diurnal and semi-diurnal peri-

ods and if this variability causes stress on the local biota is still not well understood (Frieder

et al., 2014; Boch et al., 2017; Chan et al., 2017; Feely et al., 2018; Woodson, 2018). This

study aims to understand how variability in multiple co-varying stressors (pH, T, DO) may

change from present to predicted future conditions (increasing levels of CO2) and how these

scenarios affect exposure of nearshore organisms to stressful conditions. My goal is to de-

velop and calibrate an idealized model using in situ data during the upwelling period in

the region of southern Monterey Bay near Hopkins Marine Station (Figure 2.1). I will then

run different scenarios of climate change for the year 2100 using the model. This paper is

organized as follows: Section 2 gives a description of the study site and set up of the numer-

ical model used. Section 3 provides the data and analysis applied. Section 4 compares the

model with in situ data and quantifies climate scenarios. Section 5 presents discussion for

the previous section. Finally, conclusions are presented in section 6.
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2.2 Monterey Bay configuration

2.2.1 Study Site

Monterey Bay is the largest bay on the California coast, and has a total area of approxi-

mately 1481 km2 (Figure 2.1). Monterey Bay is considered rich biologically and ecologically

because of the kelp forest region and it generally consists of kelp forests out to 15 m depth

(Koweek et al., 2017). Due to its high primary production and capacity to regulate pH

(Miller et al., 2011; Reed et al., 2011; Krause-Jensen et al., 2016), the giant kelp in Califor-

nia sustains over 200 different species from phytoplankton to mammals creating a dynamic

and productive environment (Graham, 2004).

During spring and early summer temperatures are the coolest (Tseng et al., 2005). During

this period, salinity is approximately 34, temperature ranges from 9-13 ◦C at 17 m depth

(Booth et al., 2012), DO varies from as low as 100 µmol kg−1 (3.2 mg/L for T=13◦C, S=34

at 17 m) to as high as 300 µmol kg−1 (9.62 mg/L for T=13 ◦C, S=34 at 17 m), and pH

varies from 7.7 to 8.1 (Feely et al., 2018).

Seasonal equatorward winds blow during spring and summer over the California coast

causing offshore Ekman transport (Huyer, 1983). During the same months, filaments of water

originate from Point Año Nuevo to the north are trapped within the Bay, where they warm

due to solar radiation forming lens of warm water close to shore (Breaker and Broenkow,

1994; Rosenfeld et al., 1994). Furthermore, a weak cyclonic eddy is observed within the

bay due to the coastal geometry (Breaker and Broenkow, 1994; Tseng et al., 2005). Inside

the bay, sea breezes and tides drive semi-diurnal and diurnal upwelling frequency signal

(Woodson et al., 2007; Woodson, 2013).

The main three barotropic tide constituents in the region are M2, K1, and S2 that are

responsible for over 80% of the total amplitude observed (Carter, 2010). In the southern

region of the bay, tides are mainly responsible for the cross-shelf velocity (Woodson, 2013),

where the interaction of these surface tidal currents with the steep topography create internal

waves (internal tides) at tidal frequencies (Garrett, 2003; Dettner et al., 2013). These internal

tides have speed on the order of 0.05-0.2 m/s (Walter et al., 2014). The instability of these
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Figure 2.1: Model domain based on the cross shore section (red line).
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internal waves and consequent breaking leads to the formation of an internal bore that

moves upslope and brings cold, low DO, low pH waters into nearshore kelp forest ecosystems

(Martini et al., 2012). Kelp forests, then, trap this fluid creating an internal tide pools (Leary

et al., 2017). Internal tide pools are regions with characteristics of deep, low oxygenated,

and acidic waters that have a longer residence time and cause harm to organisms (Leary

et al., 2017).

2.2.2 Model Description

The model used in this experiment is the Regional Ocean Modelling System (ROMS)

(Haidvogel et al., 2008). The model domain was created based on the Monterey Bay con-

tinental shelf described in Walter et al. (2014) with a maximum offshore depth of approxi-

mately 80 m (Figure 2.2). The initial settings for the model are described in Table 2.3. The

model has a critical depth hc = 20 m, a bottom stretching factor of θb=4.0, and a surface

stretching factor of θs = 6.5. The boundary conditions used for the physics and the biological

tracers are described in Tables 2.1 and 2.2. The period for the theoretical runs is from 1

May 2013 to 30 July 2013. This period is considered a typical spring upwelling season for

the region of Monterey Bay (Woodson et al., 2007).

The biogeochemical model used is described in Fennel et al. (2006, 2008). I use the

non-conservative option where alkalinity affects air-sea CO2 fluxes. Carbon dioxide partial

pressure (pCO2) is computed only in the first layer of the domain. Moreover, Total alkalinity

(TA) and Dissolved inorganic carbon (DIC) are diffused and advected as tracers for the

model. Local alterations (i.e: primary productivity and respiratory processes) for DIC are

calculated based on Redfield ratio Fennel et al. (2008). Oxygen dynamics are also added in

order to compute fluctuations in dissolved oxygen content or hypoxia development.
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Figure 2.2: Vertical view of the domain based on Walter et al. (2014).
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Table 2.1: Boundary Conditions for the domain.

East West North South

Free Surface Per Per Cha Clo

2D U-momentum Per Per Cla Clo

2D V-momentum Per Per Fla Clo

3D U-momentum Per Per Rad Clo

3D V-momentum Per Per Cla Clo

Mixing TKE Per Per RadNud Clo

Temperature Per Per RadNud Clo

Salinity Per Per RadNud Clo

* Per = Periodic; RadNud = Radiation-Nudging; Fla = Flather (2D momentum);

Clo = Closed; Cha = Chapman; Cla = Clamped.
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Table 2.2: Boundary Conditions for the Biological trac-

ers.

East West North South

NO3 Per Per RadNud Clo

NH4 Per Per RadNud Clo

Chlorophyll Per Per RadNud Clo

Phytoplankton Per Per RadNud Clo

Zooplankton Per Per Clo Clo

LdetritusN Per Per Clo Clo

SdetritusN Per Per Clo Clo

LdetritusC Per Per Clo Clo

SdetritusC Per Per Clo Clo

TIC Per Per RadNud Clo

Alkalinity Per Per RadNud Clo

Oxygen Per Per RadNud Clo

* Per = Periodic; RadNud = Radiation-Nudging; Clo = Closed.

L = large, S = small.
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Table 2.3: Initial settings for the Idealized

case.

Model Setup

Resolution 50 x 200 m

Dt 30 s

Sigma Layers 50

Atmospheric Forcings winds, radiation

Period of Integration 3 months

Output Hourly

Oceanic Forcings * M2 =0.062 m/s,

K1=0.055 m/s

* Ocean Forcing estimated from cross-shore barotropic currents at

M1 near model offshore boundary.
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2.3 Data

2.3.1 Atmospheric Forcing

For this idealized experiment, I considered sea breeze winds. The sea breeze in Monterey

Bay is linked to large-scale weather patterns that also drive region-scale upwelling. During

strong upwelling periods, the diurnal sea breeze is present. However during relaxation of

upwelling winds, the diurnal sea breeze does not develop. The upwelling-relaxation cycle

in this region is approximately 7 days of upwelling followed by 3 days of relaxation (10 day

cycle). Sea breeze winds were used in order to simulate the movement of warm lenses. Winds

were ramped in the first 20 days of simulation to insure model stability and both used the

same equation to peak during the same periods. The equation 2.1 is shown below:

winds = Asin(Period10dtime) +B

For winds > 0:

winds(winds > 0)

2
sin(
−3π

4
+ Period24htime(winds > 0)) +

winds(winds > 0)

2
(2.1)

winds =

 if < 0 winds = 0

if > 0 winds = fraction ∗ winds

Where, A=4, and B=2 are the coefficients used to create the time series. Period24h =

2π
3600sX24h

and Period10d = 2π
10dX24hX3600s

, fraction value was 3
5

for the sea breeze. Thus,

negative winds for both situations were considered zero (Figure 2.3).

Shortwave radiation (swr) was imposed hourly using a sinusoidal function with varying

amplitude depending on the scenarios. The following values were used 150 W/m2, 150 W/m2,

260 W/m2, 260 W/m2, and 300 W/m2 for present, RCP26, RCP45, RCP60, and RCP85,

respectively. These values were chosen to prevent the model from losing heat over the period

of each run and are all significantly lower than observed values for present day of 600-800

W/m2 during summer. An example of the shape of the shortwave impose is shown in Figure
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Figure 2.3: Sea breeze and downwelling winds time series used for the simulation.
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2.4. Air temperature values used were constants and were 1◦C higher than the maximum

surface temperature in the model for each scenario. Air Pressure used was 1013.25 mb for all

scenarios and also constant. Other atmospheric forcings such as, longwave radiation, rain,

cloud were considered zero for the entire experiment since they do not play an important

role during this period.

2.3.2 Ocean Forcing

The model is initialized from rest (all velocities = 0). I represent the tidal cycle by forcing

the model at the northern boundary using a meridional component of velocity with a hourly

frequency that is created using equation 2.2:

vel(z, t) =

 0, ifz ≥ Dpycnocline.

M2 cos(Mt− 1.3π) +K1 cos(Kt+ 1.3π) otherwise.

(2.2)

in order to initiate the model, the four first hours were set to zero and M2 and K1

velocities were set to 0.062 m/s, 0.055 m/s, respectively. M = 2π/ (12.42hr * 3600) and K

= 2π/ (23.93hr * 3600) are the tidal frequencies (Figure 2.5). Due to the fact, the model

is 2D and therefore does not represent well the background circulation that happens in the

Southern region of the Monterey Bay (Suanda et al., 2011), the velocity is set to zero from

surface to the pycnocline depth (Figure 2.6). The thicker arrows in Figure 2.6 indicate

subtidal currents, the dashed line is the limit of my domain, and the smaller arrows indicate

the velocity profile observed with in situ data (not shown) nearshore. Also, warm waters in

the diagram indicate the region of lenses formed during spring and summer seasons (Tseng

et al., 2005; Carter, 2010). These lenses work as a barrier for the tidal currents when these

try to push cold and well mixed waters towards nearshore.

2.3.3 Initial and Boundary conditions

For our simulations I considered a homogeneous salinity (S=34) for the entire domain

since the variation is less than 0.4 over an entire year and less than 0.05 during the upwelling

season (Koweek et al., 2017). The initial and boundary stratification is then controlled
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Figure 2.4: Time series used for shortwave radiation.
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Figure 2.5: Time Series of velocity used to force West boundary in the model.
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Figure 2.6: Schematic of tidal currents subduction and vertical velocity profile at the site of study.
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by temperature profile. I represent the initial conditions of the other variables such as

temperature, total alkalinity (Talk), dissolved inorganic carbon (DIC), dissolved oxygen

(DO), and nitrogen (N) with an analytical form:

var(z) =

 ∆var ∗Dα
pycnocline if z ≥ Dpycnocline

∆var ∗ zα otherwise
(2.3)

where var is each variable identified above, z is the depth, α is a fit coefficient for each

variable determined from observational data. An environment with initially no detritus was

considered for this idealized case. The data used for the initial and boundary conditions

of phytoplankton and chlorophyll profiles were taken from Schuckmann et al. (2016). A

reasonable zooplankton concentration was imposed as an initial condition to keep the domain

biologically stable.

2.3.4 CO2SYS

I calculated pH and Ωar using CO2SYS (Lewis and Wallace, 1998) package in MATLAB

at the closest grid point to 15 m depth using temperature, salinity, DIC, and TA calculated

from the simulations. I assumed concentrations of phosphate and silica based on Koweek

et al. (2017). I used dissociation constants for H2CO3 and HCO3 by Dickson and Millero

(1987), and hydrogen sulfate ion constant (HSO−4 ) from Dickson (1990).

2.3.5 Present and Future data

Surface and bottom values for present scenario were based on Koweek et al. (2017). The

mean of the 3 upwelling month (May, June, July) surface values of DIC and oxygen from

Representative Concentration Pathway (RCP) scenarios 2.6, 4.5, 6.0, and 8.5 for the year

of 2100 were taken from the 4th report of the IPCC (2013). For the scenarios 4.5 and 6.0,

I calculated the ratio between for both RCP2.6 or RCP8.5 and present at the surface and

at the bottom. Subsequently I calculated the ratio between the surface ratio and bottom

ratio for both scenarios and found a linear relation between surface and bottom with a slope
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equal to 0.14 in both scenarios calculated. Thus, I applied the same ratio to find the bottom

values for the other two scenarios. DIC for RCP8.5 was extrapolated from surface value

and compared with published data Resplandy et al. (2013) which shows good agreement

between pH. The same procedure used to calculate DO was applied for RCP 2.6, 4.5 and 6.0

scenarios. In order to confirm that the ratio was corrected I compared pH for RCP2.6 and

Resplandy et al. (2013) and I found a difference of 0.01 between both. Therefore, I applied

to the other two scenarios (Table 2.4). The RCP4.5 pH has a value pretty similar to RCP2.6

and RCP6.0 pH has a pH similar to RCP8.5 pH. These values might represent the thresholds

for a transition between close to present scenarios and extreme scenarios. The surface and

bottom TA values are the same used for present condition.

Equation 2.3 was then applied in order to find profiles used for the simulations. Thus,

parameters for the equation were found applying z=10 meters and results found and showed

in the table 2.4. The initial and boundary stratification is then determined by equation 2.3

with z=10 meters, and using table 2.4 in order to calculate α and Dpycnocline. The initial and

boundary profiles for present and future scenarios are shown in Figure 2.7. PH profile was

calculated using CO2SYS.

All the oxygen profiles were shifted 60 mmol m−3 (1.87 mg L−1 for T=13◦C and S=34).

This was done in order to simulate high primary production due to kelp forests (Reed et al.,

2011) that is not added to the model. Surface waters in southern Monterey are commonly

super-saturated in oxygen due to production by kelp forests. Thus, values for oxygen at

depth increased between 45 and 65 mmol m−3 (1.40 and 2.03 mg L−1 for T=8◦C and S=34).

Overall, temperature at the bottom kept the same with exception to RCP60 that increased

0.2◦C (see table 2.5).
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Table 2.4: Values for present and future scenarios at surface and bottom used to fit the equation and used as Boundary condition

for the Idealized experiment.

Scenarios Location T (◦C) pCO2atm(ppm) O2 (mmol m−3) O2 (mg L−1) TA(mEqm−3) DIC(mmolC m−3) pH Ωar

Present Surface 13 400 300 9.38 2300 2073 8.11 2.5

Bottom 8 30 0.94 2305 2280 7.63 0.77

RCP 2.6 Surface 16.20 430 243.7 7.61 2300 2057 8.01 2.35

Bottom 10.27 25 0.78 2305 2300 7.56 0.75

RCP 4.5 Surface 16.95 540 241.7 7.55 2300 2103 7.97 1.94

Bottom 10.35 22.9 0.72 2305 2318.3 7.51 0.65

RCP 6.0 Surface 17 670 236.7 7.40 2300 2154 7.85 1.75

Bottom 10.21 18.6 0.58 2305 2383.3 7.28 0.38

RCP 8.5 Surface 19 930 232.8 7.28 2300 2167 7.79 1.37

Bottom 10.81 15 0.47 2305 2400 7.26 0.3
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Figure 2.7: Initial and Boundary Conditions profiles for present and future scenarios: a) Temperature, b)O2, c)DIC, d)pH.
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Table 2.5: Final values for present and future scenarios at bottom found by fitting the equation and used as Initial and Boundary

conditions for the Idealized experiment.

Scenarios Location T (◦C) O2(mmol m−3) O2(mg L−1)

Present Surface 360 11.25

Bottom 8 93.24 2.91

RCP 2.6 Surface 303.7 9.50

Bottom 10.28 69 2.16

RCP 4.5 Surface 301.7 9.43

Bottom 10.35 68 2.13

RCP 6.0 Surface 296.7 9.27

Bottom 10.44 65.2 2.03

RCP 8.5 Surface 292.8 9.15

Bottom 10.83 63 1.97
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2.4 Analysis

2.4.1 Spectral Analysis

In order to validate the temporal variability of the model results, power spectral analysis

(using fast Fourier Transform, FFT) and the Thomson Multi-taper method is applied on a 3

week window of upwelling for temperature, pH an O2 and compared with Booth et al. (2012)

data (Figure 2.8). This method is applied since all the IC and BC are idealized values based

on observations and calculated using an analytical equation. As a result, it will enable me to

observe whether or not the model is capturing observed pH, DO and temperature dynamics

from the Monterey Bay region.

2.4.2 Integrated exposure calculation

Exposure of organisms to stressful pH, DO, and temperature conditions is done by sub-

tracting the raw data from the threshold value for different organisms, then setting all

positive values to zero for pH and O2, and all negative values to zero for temperature. Next,

I integrate the absolute exposure over a period of a day at 15 meters depth (eq. 2.4). Thus,

the results quantify the amount each species was exposed to each stress over a period of

a day similar to the degree heating day measure used to estimate thermal stress on coral

reefs (Liu et al., 2014), and have been used to understand the exposure of juvenile abalone

population in climate change conditions (Boch et al., 2018).

φ′ = φ− φth

 φ′ > 0→ φ′ = 0 for pH and O2

φ′ < 0→ φ′ = 0 for temperature
(2.4)

Integrated Exposure =

∫ t

0

|φ′|dt

Thresholds of temperature, DO, and pH are used for two species based on values found

in the literature and are shown in Table 2.6. These values represent a decrease in fertiliza-

tion success for red abalone (Haliotis rufescens) and sea urchin (Paracentrotus lividus and
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Figure 2.8: Time series of temperature, Dissolved Oxygen, and pH from Booth et al. (2012) showing for a typical period of

upwelling.
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Table 2.6: Threshold for fertilization and grazing success of two benthic taxa in the CCS.

Taxon Species Life stage
Treatments

References

T (◦C) O2 (mg L−1) pH

gastropoda Haliotis rufescens fertilization 14 5.72 7.50 Boch et al. (2017)

echinoidea Paracentrotus lividus fertilization 15.3 7.6 Moulin et al. (2011)

and Graham et al. (2016)

echinoidea Mesocentrotus franciscanus Adult 5.5 Low and Micheli (2018)
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Mesocentrotus franciscanus). The values chosen had any type of negative strong effect on

the populations in real experiments.

2.4.3 Statistic Analysis

Spectral Analysis is used to get the variability of temperature, pH, and DO for all sce-

narios between 12 hours and 24 hours period. The spectral data are then integrated using

trapezoid method to get the mean, and the 95% confidence interval. Bootstrap analysis is

applied to the integrated exposure calculation for each variable of each specie. In order to

assure a good dataset, 10000 iterations with replacement are done using a sample size of

length equals half of the data used. The mean is calculated every time and saved. In the

end, median, the confidence interval (CI) is calculated based on 2.5% percentile and 97.5 %

percentile of the mean dataset.
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2.5 Results

2.5.1 Model Comparison

To check model skill, spectral analyses were done on the temperature, DO, and pH time

series (Figure 2.9). Model means for temperature and pH are not statistically different from

what is observed in the in situ data. However, model mean oxygen is almost half of the

observed mean from the data. The low mean value for oxygen could be due to the fact we

are not fully representing the high primary productivity due to kelp forest environment (Reed

et al., 2011). However, we are reproducing observed minimum values that would present a

potential stressful condition for nearshore animals.

Frequencies occurring between peaks are not well resolved for the variables I examined.

This could be because I am using a 2D model to study hypoxia and acidification, and

therefore, am not able to have all the physical processes captured in the theoretical model.

Moreover, these frequencies represent other processes happening in the coastal ocean, but do

not have an appreciable effect on exposure calculations. For Monterey Bay diurnal (cpd=1)

and semi diurnal (cpd=1.93) are the main components of variability, and therefore, are well

represented and within the 95% confidence interval for temperature, oxygen and pH. It is

worth pointing out that even higher frequencies such as cpd=3 and cpd=4 are also within

the 95% confidence interval. Thus, the model is accurately simulating not only diurnal

and semi diurnal cycles , but also other higher order tidal components (Woodson, 2013).

Internal waves are observed in the model domain as vertical changes in the u-component of

the velocity (Figure 2.9). Temperature profile is used rather than isopycnals as salinity is

constant (S=34) throughout the water column. Internal waves generated bring the isotherms

up and down close to the shore (not shown).

Also, cross-shelf velocity ranges from -0.05 to 0.1 m/s, and is within the range found in

other studies (Carter, 2010; Walter et al., 2014; Koweek et al., 2017). Before the arrival of

the internal wave crest, isotherms are tilted downwards indicating previous downwelling. An

onshore patch of water occurs in between crests (between 0-15km) with opposite velocities.

Opposite velocity between crests is also observed during retreating of internal waves in the
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Figure 2.9: Power spectra of temperature (a), oxygen (b), and pH (c) from data used in (Booth et al., 2012) and current model

showing model reproduces observed semi-diurnal and diurnal variability. Solid blue line represents the mean and the confidence

intervals for the in situ data is represented by the blue line and shading, while solid red line represents our model output data

with its confidence intervals (red shading). Data and model means are also shown.

39



domain, as it has been observed in studies on internal waves with in-situ data (Walter et al.,

2014; Woodson, 2018).

Time series of temperature, oxygen, and pH, for present, RCP2.6, RCP4.5, RCP6.0,

and RCP8.5 at 15 meter depth illustrate the high variability observed in all model runs

(Figures 2.11, 2.12, and 2.13 respectively). The figures represent the 1 month window after

the spin up period (not shown). Mean temperatures were 10.63◦C (SD=0.39), 13.81◦C

(SD=0.46), 15.46◦C (SD=0.50), 15.45◦C (SD=0.49), 16.96◦C (SD=0.95) for present, RCP

2.6, RCP 4.5, RCP 6.0, and RCP 8.5, respectively. Overall, the mean increased as expected

and maintained about the same standard deviation (SD) across all RCPs except for RCP

8.5 scenario. This could be a combination of high temperature profile and high shortwave

radiation imposed causing the surface water to be less dense than the others, and therefore,

making the variability higher.

The means for dissolved oxygen are 5.15 mg/L (s=0.74) for present, 4.80 mg/L (SD=0.88)

for RCP 2.6, 5.32 mg/L (SD=0.77) for RCP 4.5, 5.02 mg/L (SD=0.81) for RCP 6.0, and

4.93 mg/L (SD=1.21) for RCP 8.5. The standard deviation (SD) for RCP 8.5 shows almost

double the variability compared to the other scenarios. This is likely due to a stronger

gradient in oxygen (surface remains saturated while the values at depth are lower). It is

worth pointing out that RCP 2.6 has the lowest mean and RCP 4.5 is 0.52 mg/L higher, but

not significantly different than the present scenario. The consequence for the lowest mean

DO in RCP 2.6 is possibly related to the low temperature stratification and associated low

production of phytoplankton, and therefore, low oxygen at 15 meters. Another scenario (not

shown) was used in order to prove that where RCP 4.5 oxygen profile was applied in RCP

2.6 and the same low oxygen values found previously were also found in the alternate run.

The pH variability was also high across all model runs (Figure 2.13). The mean value for

pH ranges from 7.73 (SD=0.07) for present to 7.44 (SD=0.12) for the RCP 8.5 scenario. RCP

8.5 again had the highest range among all scenarios. Otherwise, the pH range was around

0.075. Also, RCP 8.5 shows a weak pH trend in the end of the 3 week window. These

lower pHs for the most extreme scenarios have also been observed in large scale models

(Kwiatkowski and Orr, 2018).
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Figure 2.10: Snapshot of u-component of velocity and temperature on July, 6th 2013 from the model. Positive values are

onshore, negative values are offshore. Contour lines (black) show isotherms with temperature labels.
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Figure 2.11: Modelled time series of Temperature for 1 month period with idealized upwelling for present day (a), RCP2.6 (b),

RCP4.5 (c), RCP6.0 (d), and RCP8.5 (e).
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Figure 2.12: Modeled time series of O2 for 1 month period with idealized upwelling resent day (a), RCP2.6 (b), RCP4.5 (c),

RCP6.0 (d), and RCP8.5 (e).
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Figure 2.13: Modeled time series of pH for 1 month period with idealized upwelling Present day (a), RCP2.6 (b), RCP4.5 (c),

RCP6.0 (d), and RCP8.5 (e).
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2.5.2 Climate Change variability

Figure 2.14, shows daily variability that characterizes the differences between scenarios

used in this study. In general, daily variability increases as pCO2 increases in the atmosphere.

The intensity as well as difference of daily variability are most pronounced in RCP 8.5 when

compared to present for all variables. For temperature (Figure 2.14a), RCP 2.6 and Present

are likely to be different. However, a significant difference is observed starting from RCP

4.5. The temperature variability range is the smallest in Present and mainly the same for

RCP 2.6, RCP 4.5, and RCP 6.0.

On the other hand, oxygen daily variability shows that present and RCP 2.6 scenarios

through 6.0 are significantly different (Figure 2.14b). Comparing the median and interquar-

tile values for RCP 2.6 through 6.0 and present, I observe an increase in daily variability for

RCP scenarios. However, this daily variability is not different when comparing among these

3 RCP scenarios. The spread of the data for each RCP is somewhat higher than present

with the spread in the most extreme scenario double of that found in present conditions.

The only significant daily variability difference is RCP 8.5 when compared to present data

for pH (Figure 2.14c). While I expected an increase in variability across the climate change

scenarios daily, variability is similar up to RCP 6.0 and an increase is only seen for RCP 8.5.

The increase between present day and RCPs 2.6 and 6.0 are not significant although there

is an observed increase.

2.5.3 Integrated Exposure

Exposure to all stressors (pH, DO, temperature) is expected in future climate scenarios

for both species and responses examined (Figure 2.15). In general, I observe a pattern where

neither of species are exposed to any stress until RCP 4.5 scenario (Figure 2.15a). Also,

RCP 8.5 has the highest daily exposure to temperature. Exposure to higher temperatures

would be more intense for red abalone in all scenarios compared to the purple sea urchin.

Daily mean exposure for red abalone in scenarios 4.5 and 6.0 are 5-fold more intense than

the mean exposure of sea urchin for the same scenarios. This difference is about 1.5-fold

when comparing the means of both species using RCP 8.5 scenario. The daily range of
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Figure 2.14: Integrated spectral daily variability for Temperature, DO, and pH. The y-axis gives the temperature, DO, and pH

and the x-axis represents the scenarios. Red lines give the median of temperature, DO, and pH for each scenario. Whiskers

represent the 95% confidence interval estimated using spectral analysis.
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exposures to temperature are approximately the same between the two taxa. Daily exposure

of Haliotis rufescens to stress is on average 0.11◦C for RCP 2.6, 1.5◦C for RCP 4.5 and

6.0, and approximately 3◦C for RCP 8.5. This change represents almost a 3-fold increase on

average in intensity from RCP 2.6 to RCP 8.5. Neither Present nor RCP 2.6 daily variability

of temperature cause stress on fertilization of Paracentrotus lividus (Figure 2.15a). Exposure

to extreme temperature may be a problem for scenarios RCP 4.5, 6.0, and 8.5 however. All

scenarios represent a significant increase in exposure when compared to present and RCP

2.6. The highest daily exposures for RCP 4.5 and RCP 6.0 are approximately half of the

lowest exposure that sea urchin would face in RCP 8.5 scenario.

Both species exhibit a stress to low oxygen for all scenarios (Figure 2.15b). In general,

both species have the same trend and overall variability (s=±0.17). Also, overall mean daily

oxygen exposure is 0.81 mgL−1 d for red abalone and 0.65 mgL−1 d for sea urchin. RCP

2.6 and 8.5 are significant different than present conditions for fertilization of red abalone.

With exception of Present and RCP 8.5, the difference between the lowest daily exposure of

oxygen for red abalone and highest daily exposure of oxygen for sea urchin is approximately

0.08 mgL−1 d. Daily exposure for scenarios 2.6, 4.5, and 6.0 have less variability than present

and RCP 8.5 scenarios for both species. In addition, the lower 25% mean daily exposure

to oxygen for present conditions for red abalone represents the same mean exposure as the

higher 25 % mean daily exposure for present scenario for the purple sea urchin. Moreover,

H. rufescens has the highest mean daily oxygen exposure for RCP 2.6 and RCP 8.5 scenarios

among all scenarios and between species. On average, red abalone exhibit the same exposure

as both the highest mean daily exposure in RCP 6.0 and lowest mean oxygen exposure in

RCP 8.5 for sea urchin. Nevertheless, RCPs 4.5 and 6.0 are not significant different than

present. In fact, the higher 25% mean daily exposure of oxygen in RCP 4.5 falls within the

lower 25% mean daily exposure of oxygen in present scenario for red abalone. This situation

repeats itself when comparing the higher 25% mean daily exposure for Present against the

lower 25% mean daily found for RCP 6.0. Overall, RCP 8.5 has the largest variability in

exposure to low oxygen over a day for an adult purple sea urchin. The amount of stress

experienced by an adult purple sea urchin due to exposure to mean hypoxic waters in a day

in RCP 6.0 scenario is about the same as the highest mean daily exposure caused for present.
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Figure 2.15: Bootstrap of the mean daily integrated exposure of temperature (a), dissolved oxygen (b), and acidification (c)

from present and future scenarios for red abalone (Haliotis rufescens) and sea urchin (Paracentrotus lividus and Mesocentrotus

franciscanus). Box plots show mean, 25% and 75% quantiles, and data range.
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Exposure to low DO in RCP 6.0 is also roughly equivalent to the lowest mean daily exposure

values in the RCP 8.5 scenario.

Overall, daily exposure to pH is significantly different only for the last two scenarios

(Figure 2.15c). Purple sea urchins show on average a stronger daily exposure to pH in both

scenarios than the strongest mean daily exposure for red abalone. Comparing the same RCP

6.0 scenarios for both species, the purple sea urchin is 3-fold more exposed to daily variability

of pH than red abalone. This mean exposure decreases to 2-fold when comparing RCP 8.5

scenarios. Both RCP 6.0 and 8.5 scenarios for purple sea urchins are significantly different

from Present, RCP 2.6, and RCP 4.5 (Figure 2.15c). The mean daily exposures are 0.10 pH

d and 0.17 pH d for RCP 6.0 and RCP 8.5, respectively. The lowest daily pH exposure value

for RCP 8.5 represents almost 1.3 times more than the highest daily exposure sea urchin

would be exposed in RCP 6.0 scenario. The same trend across scenarios is also observed for

red abalone. However, based on the threshold values used for pH, the fertilization stage of

purple sea urchins appears to be more sensitive to pH stress than fertilization of red abalone.

Even though red abalone has a higher threshold the difference between the highest value of

RCP 6.0 and lowest value of RCP 8.5 is approximately 1.7-fold higher than the difference

observed for purple sea urchins. Mean daily exposure to pH increases approximately 3-fold

when comparing the mean daily values of RCP 6.0 and RCP 8.5 for H. rufescens.
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2.6 Discussion

The 2D idealized model developed in this thesis examines the response of organisms to

multiple stressors (temperature, hypoxia, acidification) for future scenarios in the nearshore

region of Monterey Bay, CA. In Monterey Bay, significant variability in stressors occurs

due to daily solar and tidal cycles (Woodson, 2013). Variability at the semi-diurnal tidal

period is caused by internal tidal bores that enter the nearshore bringing with them cold,

nutrient rich, but low in oxygen and pH, waters. The variability in the nearshore due to

these processes can be larger than the total change in the stressors predicted via large-scale

climate models. Using idealized tidal and wind patterns, the model captures variability

in important stressors at diurnal and semi-diurnal (internal tides) frequencies observed in

Monterey Bay for present conditions. Using the model with initial and forcing conditions

expected under future climate scenarios, I found that stress to all variables increased in future

conditions. Stress also increased as the RCP pathway (projected carbon dioxide emissions)

increased from 2.6 to 8.5. However a few important, unexpected patterns emerged (Figure

2.15). First, for the two species examined (H. rufescens and P. lividus), exposure to extreme

high temperatures or low pH did not occur below RCP 4.5, but did for low oxygen. Second,

exposure to low oxygen generally did not increase across all scenarios with the only difference

being the amount of exposure variablity in RCP 8.5. Third, the increased variablity in RCP

8.5 was observed across all stressors. Below, I discuss some of the ramifications of these

patterns in the context of large-scale climate change and what these results may portend

for nearshore ecosystems in the future. I also discuss how experiments may be designed to

mimic model results and provide insights into organism and community responses to future

climate conditions.

One important observation is the difference in the mean values for oxygen between the

present model and observations. Mean values of oxygen are lower in the model by 80

µmolkg−1. This difference is likely because the region in study is located in a high pri-

mary productivity environment due to the presence of dense kelp forests. At this point, I

was not able to simulate the extremely high primary productivity (and consequent oxygen

production) associated with kelp using ROMS. Importantly however, our estimates of oxygen
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variability and exposure agree with estimates from present observations. On the other hand,

temperature and pH mean values are in accordance with in situ data for the region. More-

over, cross-shelf velocity is within the values found in other studies (Carter, 2010; Walter

et al., 2014; Koweek et al., 2017).

Projections from the model suggest that the southern region of Monterey Bay, CA will

have a slight increasing trend in exposure for temperature, oxygen, and pH in daily variability

for all climate change scenarios. By applying the same transport and mixing and finding

simlar variability in stressors for present conditions in Monterey Bay, CA, I was able to

quantify how temperature, oxygen, and pH would vary at 15 meters water depth. The

model is used to estimate the stress for two important kelp forest species based on laboratory

estimated thresholds for fertilization in future scenarios. At 15 meters, mean temperature

follows the trend found in studies on the west coast (Feely et al., 2018) as well as at the

surface in large-scale models (Bopp et al., 2013). In contrast, mean pH shows a decrease

of 0.48 from present to RCP 8.5. This change is consistent with values found for surface

in regional(Gruber et al., 2012) and large scale models(Bopp et al., 2013) for the region.

Interaction of internal tides and a warmer water column in the nearshore environments

contribute to strengthening/development of a more stratified waters in the future simulations

(Laurent et al., 2018; Woodson, 2018). A more intense stratification and higher temperatures

promote a decrease in bottom oxygen in regional models (Meire et al., 2013; Laurent et al.,

2018). This decline is also observed for the mean oxygen for future scenarios with exception

of RCP 4.5 when compared to present for the model results. The lowest value found for

RCP 2.6 and highest found for RCP 4.5 demonstrate the high variability and complexity of

the nearshore environment.

Overall, red abalone appears to be more sensitive to daily temperature and oxygen expo-

sures in this region. In contrast, a higher threshold to pH for sea urchin fertilization makes it

more susceptible to acidification when compared to red abalone. When calculating exposure

using mean surface values of temperature, O2, and pH for RCP 8.5, exposure for the same

organisms is estimated to be much higher than the actual exposure calculated based on the

nearshore model. For example RCP 8.5 projects temperatures of 19◦C yielding a daily ex-

posure of 5◦C d for H. rufescens (Table 2.4) compared to approximately 3◦C d. Similarly,
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integrated exposure to low oxygen and pH would be about 1 mgL−1 d and 0.24 pH d as

opposed to 5.25 mgL−1 d and 0.1 pH d respectively based on large-scale climate projections.

Overall exposure of nearshore ecosystems to these three important climate stressors will

therefore be significantly lower than projected by large-scale climate models with significant

exposure beyond natural variability not occurring below RCP 4.5 or even RCP 6.0.

The observed differences in exposure translate to even larger differences in fertilization

rate. Table 2.7 shows the proportional fertilization and exposure to pH and DO for 3 different

cases for RCP8.5: Non-upwelling, upwelling, and nearshore model. Non-upwelling values are

the surface values at the surface used in our initialization (surface values from appropriate

CMIP5 RCP). Upwelling values for the CMIP5 model are taken as the bottom values used

in the input profiles in the present model. Bottom values are derived from 200 m water

depth in RCP8.5 projections as this is a common depth for upwelling source waters in the

central California Current region. For 2D model, mean pH and DO for RCP 8.5 at 15 meters

are used. Proportional fertilization is based on the estimated pH and temperature for each

case. We observe a pattern based on temperature where there is an increase in proportional

fertilization as the temperature increases. This relationship is not immediately clear when

making a comparison between the mean pH from different scenarios. Interestingly, there is no

accumulated exposure for the non-upwelling scenario in RCP 8.5. In contrast, the upwelling

case has accumulated exposure over 200% greater than the same scenario when using an

idealized model for nearshore ecosystem. The results for exposure of pH show that my

model would exhibit the same accumulated exposure as CMIP5 upwelling over (1 week) only

after a 3 week period with the maximum daily exposure found for pH previously. Therefore,

using CMIP5 values in laboratory would either overstress or not stress the organisms at

all. Estimating the accumulated exposure to pH using (Boch et al., 2017) produces an

accumulated exposure between RCP 4.5 and 6.0 in the 2D nearshore model. No stress to

exposure would be found if using non-upwelling scenario. Mean oxygen is similar between

CMIP5 (upwelling) and present upwelling scenarios (Boch et al., 2017) since extreme low

oxygen values presently observed in Monterey Bay. These results suggest that both scenarios

may be over-stressing the red abalone fertilization beyond what is likely expected in future

climate change.
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Table 2.7: Comparison different scenarios of accumulative exposure to acidification and

hypoxia during a period of a week for H. rufescens.

mean pH mean O2 (mg L−1) mean Temp (◦C) Prop. Fert.*
Exposure**

pH d mg L−1d

CMIP5 (RCP 8.5) 7.79 7.25 19 0.5 0 0

(non-upwelling)

CMIP5 (RCP 8.5) 7.2 2 10.81 0.29 2.1 26.04

(upwelling)

2D model 7.44 4.93 17 0.4 0.63 7.07

*Proportional Fertilization interpolated based on figure 4 from Boch et al. (2017).

**Thresholds for red abalone (Table 2.6) used in order to calculate exposure for pH and DO.
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Modeling of daily exposure for upwelling environment driven by internal tides using high

temporal and spatial resolution is computationally costly. Consequently, an idealized 2D

model can be applied to simulate variability of temperature, oxygen and pH in the nearshore

environment. This could ensure robustness by giving support to the variability observed

and variability we might observe for warming, hypoxia, and acidification scenarios in ocean-

mimicking tanks (Cressey, 2015).
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2.7 Conclusions

Based on the model output, daily variability in Monterey Bay will increase across climate

change scenarios. However, this increase will not be significantly different than the variability

observed for present. The only exception is RCP 8.5 scenario that presents a significant

increase in daily variability for all variables. Benthic organisms such as abalone and urchins

would start showing signs of stress only in scenarios 6.0 and 8.5 for temperature, and 4.5 and

on for pH. Daily oxygen exposure would be the only variable that shows stress for all scenarios

demonstrating the sensitivity of organisms to hypoxia and the occurrence of naturally low

oxygen waters already present. Based on model results, laboratory experiments in order to

measure the effects of climate change scenarios on benthic organisms should must include

natural or even increased variability to reflect the natural environment.
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Chapter 3

Final Remarks and Future directions

Exposure to acidic, hypoxic and warmer waters is going to affect the nearshore organisms

in future climate conditions. The question is how large-scale climate change impacts will

translate into a stress for nearshore organisms and the communities and ecosystems that

they inhabit. A key factor in determining these local-scale impacts is understanding how the

high frequency variability will change from present to future climate change scenarios. Some

laboratory experiments have started using natural variability to understand how fluctuations

will affect the exposure of these organisms to stressful conditions. However, these daily

exposure calculations can only be done using present in situ data since IPCC models only

have coarse temporal and spatial resolution. In this study I built a 2D idealized model

with biological components for Monterey Bay, as an example, to try to understand how

pH, DO, and temperature are going to change in the future for an environment forced by

winds, tides, and internal tides. I tested the skill of the model at representing the variability

caused by diurnal and semi-diurnal periods in pH, dissolved oxygen, and temperature. I

observed that the model is not perfect for not representing the ”real world”; however, it

represented current conditions well enough that we could apply it to future climate scenarios

and examine exposure to these stressors. Two benthic species and their respectively threshold

for fertilization rate and adult grazing were chosen to demonstrate their respective difference

among scenarios and how my model improves estimates of daily exposure calculated using

large scale models. Thus, I found the following results:

• Mean temperatures increase as the scenarios get warmer. Mean oxygen does not follow

a pattern of increasing as the scenarios get warmer. However, mean pH decreases from
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Present to RCP 8.5 scenario.

• There is no sign of a strengthening in daily variability except for the most IPCC

extreme scenario.

• Red abalone and sea urchin will likely be exposed to daily stress for all variables in the

future.

• Daily exposure to temperature only would be significant from RCP 4.5 scenario and

on.

• All scenarios of DO daily exposure are going to cause some stress.

• These organisms would not be under pH stress until either RCP 6.0 or 8.5 occur.

• Calculated exposure using large scale models either over-or underestimate stress on

nearshore organisms. The use of these large scale model outputs would bias the labo-

ratory studies.

• The results showed in Table 2.7 demonstrate the use of my model as a comparison

from static laboratory experiments to other benthic organisms.

This model is just one step towards a better understanding of how climate change sce-

narios would play out for different organisms, especially benthic organisms. Thus, next steps

are needed:

• Add time varying drag coefficient to mimic kelp forest growth and death.

• Adjust the production of primary productivity associated with kelp forests in the

model.

• Build a more realistic three-dimensional model for the region of Monterey Bay, CA.
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E. Almroth-rosell, A. Bonaduce, E. Clementi, G. Cossarini, Q. Dagneaux, C. Desportes, S. Dye, C. Fra-

tianni, S. Good, E. Greiner, J. Gourrion, M. Hamon, J. Holt, P. Hyder, J. Kennedy, F. Manzano-muñoz,
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