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ABSTRACT 

More than a century after Abbe̕ discovered the diffraction-limit of a microscope; 

many new techniques were proposed and demonstrated which allow resolutions beyond 

the diffraction limit. These methods in general can be placed in two main categories; 

extension of optical transfer function (OTF), and optical shelving. The former category 

includes Structured Illumination microscopy (SIM), and the latter includes techniques 

such as Stimulated Emission Depletion (STED), and Single Molecule Localization 

(SML).  

In this dissertation we focus our attention to improving the resolution of SML; the 

accuracy of which is a function of several factors such as the brightness of the 

fluorophores, and sharpness of the Point Spread Function (PSF). Improvement of the 

photon emission of fluorophores have been addressed by the development chemical 

buffers that facilitate blinking with higher brightness, as well as brighter dyes such as 

Quantum Dots (QD). The QDs promise to improve the resolution by producing 17 times 

more photons than organic dyes, which dramatically increases the accuracy of the SML. 



The implementation of QD Blueing technique to SML provides a novel approach to 

overcome the high blinking duty cycle of the QDs. Here we present a novel two color QD 

blueing SML technique. Another critical challenge in improvement of the accuracy of the 

SML is by reducing the effect of optical aberrations. Aberrations tend to deviate 

propagating wavefronts from their flat form, and hence deform the shape of point spread 

function (PSF), which directly reduces the accuracy of SML. This can be caused by 

several factors including the imperfections in optical elements design, misalignments, and 

external factors such as refractive index mismatch in the propagating media. While the 

first two can be optimized by using aberration corrected elements and more effort on 

alignment, the latter cannot be reduced without the help of active optical elements. 

Biological samples induce aberrations due to their shape, and diversity of refractive index 

along their body. In this dissertation we demonstrate use of Adaptive Optics (AO) for 

compensation of wavefront aberrations for SML imaging on thick biological samples. 
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1. INTRODUCTION 

Biomedical and biological imaging can be placed in two large categories; light 

microscopy and modalities which use other electromagnetic waves for projection of an 

image. The latter modalities - except Electron microscopy (EM) – are used to observe 

large internal tissues, with resolutions typically fall in micrometer and millimeter range. 

As can be seen in Figure  1-1, at one end we have Positron emission tomography (PET) 

[1] that by detection of positron emitting isotopes can reach about 1 cm resolution. 

Magnetic Resonance Imaging (MRI)[2] and Optical Coherence Tomography (OCT) have 

improved the resolution of imaging to about 1-100 µm. Light microscopy however by 

using photons image with resolution down to 200 nm. In biological imaging, it is very 

often necessary to identify particular parts of the subject under study such as a cell with a 

marker that can be distinguished from other organelles in the cell. Using Fluorescence 

microscopy techniques, specific parts of a sample can become fluorescent, and therefore 

can be separated by spectral filtering. This provides specificity for a particular protein 

under study, which is not available to transmission light microscopy. At the end of the 

resolution spectrum is the Electron Microscopy (EM). EM which was invented in 1931 

by Ruska and Knoll [3], uses electrons instead of photons. The wavelength of an electron 

beam is given by plank’s constant divided by the momentum of an electron. It can 

therefore produce wavelength of less than 1 nm, and hence a resolution of less than 1nm. 

However, because the variation of refractive index in biological samples is not 
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significant, EM shows lower contrast than Fluorescence microscopy, even though it 

provides 2 order of magnitude better resolution.  

 

Figure  1-1 Comparison of different biomedical/biological imaging modalities. Adapted from 
[4]. 

Fluorescence microscopy was first reported by Heimstadt (1911) [5] and Lehman 

(1913)[6]. Several techniques can be used to label the required organelle of a cell with 

fluorophores, such as Immunocytochemistry/Immunohistochemistry, transfection, and 

direct binding. Since the fluorophores are attached only to the specific part, by their 

excitation and filtering of the excitation light, the specific part can be distinguished from 

the rest of the structure. This has made Fluorescence microscopy an essential tool for 

biologist to study many fine structures in cells, or other biological molecules, as well as 



 

3 

 

studying events inside living organism, tissues, and animals. Another advantage of light 

microscopy over EM is its harmless nature and compatibility with living organisms. 

Nonetheless, light microscopy’s resolution is limited to about 200 nm. In the late 

19th century Ernst Abbe performed several experiments with diffraction patterns. He 

showed that by passing a limited number of diffraction orders, the resolving power would 

be limited. He described this limit –known as the diffraction limit- and demonstrated the 

minimum possible distance resolvable is the wavelength of light divided by the 

Numerical Aperture of the optical system [7, 8]. Later Helmholtz performed similar 

experiments and derived the equation for the diffraction limit [9]. The diffraction limit 

will be discussed in detail in section  1.2.3  later in this chapter.  

However there are many structures and events in cells that require finer resolving 

power to become visible, such as the tracking of synaptic vesicles and intersection of 

chromosomes [10]. Several techniques have been developed in the past two decades to 

overcome the diffraction limit. These approaches can be placed in two main categories: 

Near-field, and Far-field super-resolution techniques. Near-field microscopy unlike far-

field uses probes to collect light from an object. We divide Far-field methods into three 

main categories. First category is methods that try to narrow down the size of PSF and by 

scanning the sample an image is created. Stimulated Emission Depletion (STED)[11], 

and Ground State Depletion (GSD)[12] fall into this category. The second category are 

the methods that enlarge the Optical Transfer Function (OTF) [13] to improve spatial 

bandwidth of the optical system, these methods include the Lukosz’s microscope, 

Structured Illumination Microscopy (SIM) [14] and its saturated version. The last 

category – and the focus of this dissertation - is the Single Molecule Localization 
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Microscopy (SML) which relies on the principle of single fluorophores blinking. The 

blinking lets individual fluorophore be isolated from their ensemble and accurately 

localized provided that enough photon are collected and PSF is intact. These methods 

include Photo-activable Localization Microscopy (PALM)[15], f-PALM[16], Stochastic 

Optical Reconstruction Microscopy (STORM)[17] and d-STORM [18].  

In this chapter we first present our objectives. An introduction to super-resolution 

microscopy comes afterwards. It is followed by introduction to Adaptive Optics methods. 

1.1. Objectives 

The aim of this dissertation is to show enhancement of resolution for Single 

Molecule Localization microscopy (SML) by two approaches, using quantum dots as 

fluorescent probes, and implementation of Adaptive Optics (AO) for imaging deeper 

inside a tissue. The minimum resolvable distance (resolution) of SML imaging is directly 

dependent on the width of the Point Spread Function (PSF), and inversely dependent on 

the Number of collected photons. Quantum Dots produce more photons than organic 

dyes, hence improving the resolution [19]. Adaptive Optics helps improving the optical 

aberrations induced by biological samples, and enable imaging further inside a tissue 

[20]. 

1.2. Introduction to super-resolution methods 

In this section we first introduce fluorescence microscopy, and then discuss the 

limits of resolution. This is followed by the techniques which enable resolutions beyond 

the diffraction limit. We first introduce the first super-resolution technique introduced by 

Lukosz, and then discuss the STED, SIM and SML techniques. 
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1.2.1. Properties of an optical microscope 

For better understanding of the properties of a microscope we like to introduce the 

concept of Point Spread Function (PSF) and Optical Transfer Function (OTF) for a 4f 

optical system. Configuration of a 4f imaging system is shown in Figure  1-2. PSF is the 

impulse response of the optical system.  

 

Figure  1-2 - Diagram of a 4f imaging system. 

The image can be related to the object by convolving the PSF and the object: 

 ( ) ( ) ( )2 2 1 1g h gρ ρ ρ= ⊗   (1.1) 

where h is the PSF.  The PSF of a coherent (h) and an incoherent (hi) system can be 

found: 
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where κ is the wave number n λ , P is the pupil function, and f is the focal length. The 

OTF is given by: 
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  ( ) { }iH hξ = F   (1.3) 

1.2.2. Fluorescence Microscopy 

The self-luminous nature of fluorophores helped scientist over a century ago to 

develop a new microscopy modality which allowed specific biological structures to be 

selectively imaged. Unlike absorption light microscopy, in fluorescence microscopy the 

illumination light is filtered and only the emitted light from the sample is observed.  As 

shown in Figure  1-3 the light emitted from the source is transmitted through an excitation 

filter, which selectively passes the part of light spectrum suitable for excitation of the 

fluorophore under study. Then the light emitted from the fluorophore (inside the 

biological sample) is reflected on the surface of the dichroic mirror and transmitted 

through the emission filter. This way only the light emitted from specific fluorophore will 

be detected and the rest of the spectrum is blocked.  

Fluorescence microscopy as developed by Heimstadt and Lehman [5, 6] used a 

high powered arc lamp to generate UV, along with a modified Wood’s filter 

(nitrosodimethylaniline solution with copper sulphate) as excitation filter and a Uviol 

emission filter, on a dark field setup. The aim of the study was to observe 

autofluorescence from bacteria, protozoa, plant and animal tissues, and bio-organic 

substances.  
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Figure  1-3 – A diagram of fluorescence microscope is shown in (a). The actual filter cube 
that is usually used in microscopes is shown in (b). A typical Excitation and emission 
spectral diagram of a fluorochrome is shown in (c). Pass-bands of a typical fluorescent cube 
including excitation and emission filters, and the dichroic mirror are illustrated in (d). 
Credit for (b-d): Olympus microscopy. 

Since then, this technology has developed significantly in many directions. 

Introduction of Laser and LED illumination as well as improvements in filter/dichroic 

technologies have enhanced Fluorescence microscopy. Many different dyes with high 

brightness have been introduced to illuminate specific parts of cells. In general, two 

classes of probes are used for super-resolution imaging: fluorescent proteins (FPs) and 

non-genetically encoded probes, such as organic small-molecule fluorophores and 

quantum dots. Techniques such as Fluorescent life time imaging (FLIM) and Forster 

resonant energy transfer (FRET) have also introduced to study interaction between 
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molecules [21]. Binding mechanism of fluorophores have also progressed; direct binding, 

transfection, and immuno-hystochemistry/cytochemistry are among the methods. 

However all of these techniques have the same limitation of resolution as other 

light microscopy techniques, the diffraction limit. In the next section we discuss the 

diffraction limit. 

1.2.3. Diffraction limit 

What is known as the diffraction limit was first observed and formulated by Ernst 

Abbe in 1873 [8], later Lord Rayleigh [22] and Sparrow [23] also formulated the same 

phenomenon.  

Abbe observed that light gets blurred when it is focused to a spot. He realized that 

the size the spot is what is limiting the resolving power of an imaging system. The spot is 

called the Point Spread Function (PSF). He showed that the size of the spot and thus the 

lower bound of resolution is: 

 x
NA
λ

∆ =   (1.4) 

 sinNA n θ= ×   (1.5) 

where x∆  is the minimum distance measurable laterally, λ is the wavelength of 

light, and NA is the numerical aperture where n is the refractive index of the surrounding 

media, and θ is the maximum angle of incidence. Since most of modern optical 

objective lenses have NAs of less than 1.5, and the wavelength of light has to be 

longer than UV (>400nm) to be non-destructive to biological samples; the minimum 
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size of PSF is about 250nm. As shown in Figure  1-4 due to diffraction when the two 

structures are in close proximity (less than the diffraction-limit) of each other, it 

would be impossible to recognize them individually; rather an ensemble of them 

would be observed. Some biological entities with their approximate sizes are 

compared to diffraction limit in Figure  1-5. 

 

Figure  1-4 – Microtubules of a cell are shown in the left panel. As the two microtubules 
merge the imaging system becomes unable to distinguish between the two. Cross-sections of 
A and B are shown in the right panel. Scale bar is 1 µm. 

 

Figure  1-5  Size comparison of some typical biological imaging entities with the diffraction 
limit. From left to right: an Alexa Fluor 488 molecule, a fluorescent protein, a Quantum 
Dot, Influenza virus, Mitochondrion, bacterial cell, mammalian cell. The axis is in nano 
meter. 
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We mentioned earlier that electrons can produce sub-nano-meter wavelengths. 

Therefore EM can achieve virtually unlimited resolution, since the minimum resolvable 

distance is a function of wavelength. However, performing EM on living organisms is 

non-trivial. Also EM cannot achieve the high contrast of fluorescence microscopy due to 

self-luminescence of fluorescent probes.  

1.2.4. Near Field Scanning Optical Microscopy  

The first super-resolved image of a biological sample was obtained in 1992 in 

Bell Labs [24, 25]. The concept of Near-field scanning optical microscopy (NSOM or 

SNOM) was originally proposed in 1928 by Synge[26]. But it wasn’t until 1984 that 

visible light NSOM was practically demonstrated [27, 28]. Unlike far-field techniques 

NSOM uses a sub-wavelength fiber optic with all its sides blocked for light propagation, 

as shown in Figure  1-6.  In a typical NSOM setup, the tip of an optical fiber is narrowed 

and coated with aluminum to collect only the light from a small region of the sample to 

propagate in the fiber. Since there is no diffracting element in the setup, such as a lens, 

the resolution of this method is determined by the size of the aperture. Typical resolutions 

of 20-120nm have been reported. NSOM has been used to study nanoscale organization 

of several membrane proteins [29, 30]. 

Although the method has effectively surpassed the diffraction limit, its inability to 

image internal structures is a big drawback. Also it requires constant feedback to 

maintain distance from the surface of the sample, which makes the imaging process very 

slow for irregularly shaped samples.  
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Figure  1-6 - The near-field optical probe. The tip of  fiber optic is modified to a final 
diameter of 20-120 nm. It is coated with aluminum to confine the light to the tip region. The 
size of the tip determines the resolution of imaging. The surface of the sample is scanned to 
produce an image.  Adapted from [29]. 

1.2.5. Optical sectioning methods 

All the near field and far field techniques that we are presenting here suffer from 

poor axial resolution. Several approaches have been made to overcome this problem, 

including scanning methods (i.e. confocal [31-34]), Interferometric two or more objective 

imaging such as InM [35] and 4Pi microscopy [36], and non-linear approaches, e.g. two-

photon microscopy. In this section we briefly present these methods, since they are 

sometimes combined with super-resolution techniques to improve their axial resolution. 

A comparison diagram of axial and lateral OTFs and PSFs of different microscopy 

methods is shown in Figure  1-7. We can see that the poor axial and lateral resolution of 

wide-field microscopy has improved using the techniques that we will discuss here.  

1.2.5.1. Confocal microscopy 

Confocal is a method of scanning fluorescence microscopy that was developed in 

the late 1970s and early 1980s [37]. There are several configurations used for confocal 



 

12 

 

microscopy[32], but in general the technique focuses the excitation light to a point on the 

object – in contrast to wide field where a large part of the object is illuminated. The 

emitted light from the sample is then detected through a pinhole. The pinhole then rejects 

most of the out of focus light and renders an image with sharper details. This way axial 

resolution is improved and optical sectioning becomes possible. Confocal also promises 

to improve the lateral resolution, given the pinhole size is equal or smaller than the 

diffraction limit, by a factor of 1.4 (or 2 with image processing)[38-40].   

 

 

Figure  1-7 – Comparison of OTF (a) and PSF (b) of different microscopy techniques. 
Adapted from [41] 

 

1.2.5.2. Imaging using two objective lenses 

Another concept in improving the resolution is by collecting of light from larger 

angles [41]. In other words by increasing NA, the resolution will improve. But NA is 

limited to maximum of 1.4, due to the index of refraction of glass. One way to overcome 
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this problem is by collecting light from multiple directions. InM microscopy uses two 

objectives in opposing direction [42, 43].   

The term InM is collectively given to three techniques, Image Interference 

Microscopy (I2M), Incoherent Interference Illumination Microscopy (I3M), and the 

combination of these two is called I5M. Although I2M improves the angles of light 

collection, by applying interference illumination I3M takes advantage of standing wave 

illumination to improve its axial resolution as can be seen in Figure  1-8. The figure also 

illustrates how I5M takes advantage of both methods and improves its axial resolution 

even further.  

4pi microscopy is a scanning method of InM [36].  4pi (A), (B), and (C) are 

scanning equivalents of I3M, I2M, and I5M. Application of scanning improves both the 

axial and lateral resolutions, as shown in figure Figure  1-7.   
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Figure  1-8 – Excitation, detection and effective point spread functions of several microscopy 
modalities are compared in upper, middle and lower panels of (a) respectively. In (b) axial 
profiles of the effective PSFs are shown. The upper row shows the profile along the optical 
axis and the lower row shows the profile at an offset point with 10% of intensity found in 
geometric focal point. Adapted from [44] 

1.2.5.3. Two-photon microscopy 

The next method we are discussing here takes advantage of non-linear transition 

behavior of fluorophores, and scanning techniques.  Two-photon microscopy [45-47] is 

based on the idea of multi-photon absorption that has been used for many years in 

spectroscopy  [48-52] in second and third harmonic generation (SHG, THG), and CARS 

microcopy techniques.  SHG works on the principle of producing twice the frequency by 

simultaneous absorption of two photons at the original frequency. The concept was first 

described by Franken et al. in 1961 and experimented in a quartz crystal using a ruby 

laser [53].  It was later used for microscopic imaging in 1970s by Sheppard and his team 

[54, 55]. Both SHG [56-58] and THG are also applied to biological imaging [59-61].  
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Two-photon microscopy however is a fluorescence microscopy technique that 

uses near-simultaneous absorption of two photons of a wavelength to excite fluorescent 

molecules that absorb at half of that wavelength (double the frequency as in SHG). The 

first two-photon fluorescence excitation was done in 1961 by Kaiser and Garret [62]. The 

advantage of this method is that by using longer wavelength there would be less 

scattering and hence deeper tissue penetration can be achieved. In fact the excitation from 

two-photons makes the final PSF a product of the two PSFs Considering the Gaussian 

profile of the PSFs, the product has half the width of a single PSF. The squared PSF 

reduces most of the excitation PSF’s side-lobes and hence the out-plane illumination is 

reduced, as shown in Figure  1-8. This helps improving the axial resolution, enables 

optical sectioning, and reduces photo-bleaching of out-of-plane fluorophores. Lateral 

resolution improvement is not as plausible due to longer wavelength the original PSF 

which makes it double in size, and the factor of two improvements makes it equal to 

excitation with the shorter wavelength – even though the reduction in side lobes improves 

resolution [63, 64].  

1.2.6. Lukosz OTF expansion mode 

Lukosz proposed the concept of expansion of OTF in late 1960s [65, 66].  The 

principle of the optical arrangement giving increased resolution is sketched in Figure  1-9. 

Two gratings with optically equivalent grating constants are placed in the conjugate 

planes at M and M’, which means that the ratio of the gratings constants should be equal 

to the lateral magnification between M and M’.  The grating at M split the spherical beam 

from the object plane into two diffraction orders P-1 and P+1. The two spherical waves 

imaged at the image plane as P’-1 and P’+1. The two beams are split again at M’. By 
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slightly rotating the grating and masking the unwanted diffraction orders, the system 

effectively transfers double spatial bandwidth in x direction (kx) as a normal optical 

system can pass. Although this technique can be expanded to y direction, due to technical 

limitations of the time did not gain popularity, until 1990’s when Structured illumination 

technique used a similar approach to increase the resolution.    

 

Figure  1-9 – Diagram of Lukosz’s optically resolving system. Two gratings M and M' that 
each produce two diffraction orders are placed into optically conjugate planes of object and 
image space. OP and IP are object and image planes. Adapted from [65] 

1.2.7. Stimulated Emission Depletion Microscopy (STED) 

To go beyond the diffraction limit STED techniques takes advantage of another 

non-linear molecular transition behavior. STED illumination consists of two beams, a 

Gaussian excitation beam and a hollow doughnut beam with the same or slightly red-

shifted wavelength –called STED beam [12, 67]. The role of the STED beam is to take 

the excited fluorophores back to ground state, or by an inter-system crossing to triplet 

state as used in Ground state depletion (GSD) technique.  The STED beam is modified 

such that its center has zero intensity, although both beams are diffraction limited. 

Therefore the fluorophores excited at the center of the beam are unaffected, but the 

surrounding ones are put to a non-radiative state, narrowing the effective excitation PSF. 
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The two beams are shown in Figure  1-9. The beam is then scanned through the object and 

an image is reconstructed. The application of STED to biological imaging was the first 

far-field super-resolution microscopy technique reported [68]. STED microscopy 

achieved 100 nm resolution with single objective [69] but its combination with 4pi 

concept made it to 20 nm resolution in the focal plane [70, 71] and 45 nm resolution in all 

three dimensions [72].  The resolution of STED is estimated by [73]: 

 
max2 1
sat

x
INA
I

λ
∆ ≈

+
  (1.6) 

 

 

Figure  1-10 – Principle of STED. Energy transitions are shown in (a). A fluorophore is 
excited by the main beam, and depleted by the STED beam. (b) shows non-linear effect of 
intensity to the fluorescence of signal. (c) illustrates a typical STED microscope, where the 
conventional PSF is made smaller using the STED beam. Adapted from [74] 

where Imax and Isat are the maximum intensity of the STED beam, and the 

saturation intensity of the fluorescence transitions. In fact the equation shows that the 
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classical limit of resolution can theoretically be improved by �1 + 𝐼𝑚𝑚𝑚 𝐼𝑠𝑠𝑠⁄  even with a 

small Imax. As Imax approaches infinity ∂x goes toward zero. 

STED has later been improved by taking advantage of inter-system crossing and 

taking them back to radiating state.  The fluorescence mechanism of the technique called 

Ground State Depletion is sketched in Figure  1-10. In the original STED only the 

transition from ground state to the first singlet state was depleted to narrow the excitation 

beam. In Ground State Depletion (GSD) the transition from the first singlet state to the 

first Triplet state is also engaged to improve the resolution.  

 
Figure  1-11 – Jablonski diagram of energy states of a typical fluorophores. S0, S1, and T1 
are the ground, singlet, and Triplet states. L0-2 show their respective relaxed vibrational 
level, where L’0-2 are higher vibrational level with relaxations in order of picosecond. 
Adapted from [12] 

The Jablonsky diagram of Figure  1-11 shows the energy states of a typical 

fluorescent molecule. Due to the low laser power used, only vibrational relaxed levels of 

ground, singlet and triplet states L0, L1, and L2 are populated enough to be considered 

for this purpose. Like STED the fluorophores at the point of interest are excited to L1, 

where the surrounding molecules are depleted using the STED beam. When the STED 
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beam is turned off, most molecules are relaxed from L1 and return to L0. However for a 

short period of time, a fraction of the molecules are still trapped in L2.  Since the 

population density at L2 is much lower than L1, GSD can achieve an improved resolution 

over the classical STED. 

1.2.8. Structured Illumination Microscopy (SIM) 

SIM is a method of breaking the diffraction limit by spreading the extents of the 

OTF. It was first proposed in 1999 and then experimentally proven in 2000 [14, 75]. One 

way to explain this effect is by Moiré patterns. When two patterns of certain spatial 

frequencies overlap (or multiplied), a new pattern with new frequencies in kx and ky 

directions are produced. The phenomenon can be used with a known pattern projected 

onto an unknown object. Knowing the product, and the original pattern the object can be 

reconstructed.  

In optical terms, the expansion of the OTF limits can be explained by the 

convolution in the frequency domain of the illumination pattern and the system’s OTF. 

OTF extents of a typical optical system are shown in Figure  1-12 (a), with the radius of 

2NA/λ. A stripe pattern has frequency components as shown with dots in part (c). Having 

these two patterns at the back pupil plane, produces a convolution of the two as shown in 

part (c), which has extended the OTF to twice the frequency support as it could get 

conventionally, in one direction. Now by rotating the pattern more frequencies can be 

covered Figure  1-12 (d).   
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Figure  1-12 – Concept of OTF expansion by structured illumination. (b) shows limits of a 
classical diffraction limited OTF. Support amplitude is shown in blue. The dots in (b) are 
showing the non-zero frequency contents of a stripe pattern. The convolution of the 
Original OTF and the stripe pattern’s frequencies is shown in (c). By rotating the pattern 
more frequencies can be covered.  

This concept can be extended to 3D, by generating patterns with frequency 

components in kz direction. Usually three beams are used to create 3D interference 

patterns. Such patterns with non-zero frequency components in kz direction, can fill the 

OTF support in 3D. One problem that can be addressed is the ‘missing cone’. By 

extending the OTF the missing cone is filled, and therefore the axial resolution can be 

improved and enables optical sectioning [76]. 

With images taken at different directions, frequency information needs to be 

extracted from their Fourier transforms. One way to differentiate between the images 

taken at one direction (for 2D SIM) is to take 3 images with different phases. The 

frequency components can then be separated from each other mathematically. By cross-

correlating the overlapping parts of the frequency domain information, they can be 

reconstructed to a larger OTF as shown in Figure  1-12(d).  Now inverse Fourier 

transforming the OTF would return an image with double the resolution of conventional 

method.  Experimental examples of SIM are shown in Figure  1-13.  
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 Non-linear or saturated SIM (SSIM) is another method that takes advantage of 

fluorescence non-linearity [77]. In SSIM, saturation of the fluorophores helps with 

generation of more harmonics. By having more frequency components covered, 

resolution down to 50nm has been achieved. Figure  1-13 (i-o) shows the experiment of 

non-linear SIM on 50nm fluorescent beads.  

 

 

Figure  1-13 – SIM explained by examples. (a) shows Fourier transform of a conventional 
widefield image. The diffraction limit is highlighted with a dashed circle. Different orders of 
information are acquired in (b,c), to make the extended OTF shown in (d). (e-g) show an 
example of 3D SIM. (h-k) are non-linear SIM images of 50 nm fluorescent beads. (a-d), (e-
g), and (h-k) are adapted from [78],[76], and [77] respectively.   

1.2.9. Single Molecule Localization microscopy techniques (SML) 

Unlike other techniques mentioned, SML does not require special beam shaping 

to improve the resolution. It is based on a very simple principle; finding position of each 

fluorophores by isolating them from their ensemble [15-17]. If only one molecule is 

emitting photons in a PSF volume then its center can be estimated by applying fitting. By 

repeating this process and acquiring information from all the dyes in one PSF volume, 

sub-diffraction-limit resolution can be achieved. Therefore most dyes must stay in dark 
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state and only a sparse subset of them can be in on state. When most of the dyes are 

localized, by putting these points together, a super-resolution image can be reconstructed. 

This process is shown in Figure  1-14. 

 

Figure  1-14 – Process of SML. Data acquisition (a) is done by imaging the blinking events 
for several thousand frames. Fitting is applied to the PSFs and their center is estimated (b). 
And finally a high-resolution image is constructed (c). Adapted from [79]. 

Several techniques have been developed in the past decade to induce blinking of 

different fluorophores, such as Photo-Activatable Localization Microscopy (PALM) [15], 

and fluorescent PALM (fPALM) [16], that exploit fluorescent proteins, Stochastic 

Optical Reconstruction Microscopy (STORM) [17] that takes advantage of FRET from a 

pair of dyes to induce photo-switching, and direct STORM which uses the non-linear 

characteristic of molecular transitions explained for GSD to achieve blinking. Points 

Accumulation for Imaging in Nanoscale Topography (PAINT) [80-83] is another single 

method that takes advantage of changes in emission spectrum of a fluorophore (Nile Red) 

upon its binding to an intracellular hydrophobic membrane. Super-resolution optical 

fluctuation imaging (SOFI) [84] is another technique that reconstructs higher resolution 

images by fluctuations in the intensity of the fluorophores. SMACKM [83] is also an 
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acronym given to the whole technique which stands for single-molecule active control 

microscopy. 

Detection of a single molecule within a dense volume of dyes was first done in 

1989 by the Nobel laureate W.E. Moerner [85]. His result at the time was revolutionary 

not only because single molecule was detected, but because it was done by measurement 

of fluorescent absorption rather than emission. Measurement of emission was later done 

to improve the signal to noise ratio [86] by Orrit. The method was further applied to 

single fluorophore detection in a liquid medium at room temperature [87, 88]. To reduce 

the background confocal [89] and TIRF [90] were also exploited. These finding paved the 

road for many single molecule spectroscopic and microscopic experiments, even though 

it wasn’t until 2006 that this technique could be applied to densely labelled biological 

sample. Betzig in 1995 published a paper [91] proposing the idea of SML for biological 

imaging. In 1997, Moerner observed a phenomenon while performing experiments on 

green fluorescent proteins (GFP). When the GFP molecules were excited with 488 nm 

laser, they produced several cycles of intermittent fluorescent emission. And after a few 

cycles of blinking they went to an steady state off. However, the proteins could be re-

excited and brought back to on state upon illumination with 405nm laser [92]. 

The principle of GFP photo-switching is shown in Figure  1-15. GFP in state A 

can undergo a radiative transition to A* and relaxation afterwards. While it is excited in 

A, process P1 may populated state I which is non-fluorescent. Now, spontaneous 

transition from I to A* makes blinking occur. At the same time process P2 populates 

another dark state N – which caused the stable dark state. Here excitation with 405 nm 
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laser causes populating N* and by process P3 returning to A and A* states, which is 

essentially re-generating fluorescence.   

 

Figure  1-15 – Energy states of Green Fluorescent Protein. Adapted from [92]. 

In 2002 the first Photo-switchable GFP variant was engineered [93]. It was 

designed such that by illumination of 413 nm light it could be activated. And excitation 

with 488 nm light leads to fluorescence. Intense illumination at 488nm would however 

make it irreversibly photo-bleached. This process was used by Betzig [15] in 2006 and 

later by Hess [16] to be the first of its kind on a densely labelled biological sample.  

The same principle but by using a pair of organic dyes in close proximity of each 

other, such that resonant energy transfer, was used by Zhuang [17]. STORM method was 

improved in 2008 by Sauer and colleagues, and they called their method direct STORM 

or dSTORM [18]. In this method in contrast to tandem dyes of STORM, only single 

organic dyes are used. The dye is excited to the first single mode, but after the excitation 

some part of the fluorophores relax to the first Triplet state. From the triplet state by some 

photo-chemistry that will be explained in the next chapter, it can return to the singlet state 
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and emit photons again. Yet the inter-system crossing that occurs is a forbidden transition 

with relaxation time 3 orders of magnitude larger that singlet state relaxation. This 

difference helps having only a small fraction of dyes in fluorescing at a single time.  

SML methods have been applied to multi-color [94, 95], whole cell and 3D [96-

100], and interferometric [101] and live [102] imaging. Sample images of STORM are 

shown in Figure  1-16. 

 

Figure  1-16 – Examples of STORM imaging of cells with photo-switchable dyes and 
fluorescent proteins. An STORM image of Microtubules in a BS-C-1 cell stained with 
photo-switchable Alexa Fluor 647 is shown in (a). The zoomed widefield and STORM 
images of boxed region are shown in (b,c) respectively. In (d,e) widefield and STORM 
images of vimentin filaments of a BS-C-1 cell -- labelled with a photo-switchable fluorescent 
protein mEos2 --  are shown. Adapted from [103]. 

The resolution of SML is a function of several factors such as standard deviation of PSF 

s, the number of collected photons N, pixel size a, and background noise b  [104], most 

importantly s and N: 
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Given s and N are the most important parameters of the technique’s resolution, two main 

approaches can be taken for enhancement. Adaptive Optics (AO) can be used to improve 

s. We will discuss it in the next section. The other approach is to improve the photon 

emission efficiency. Photo-chemistry has been addressed by many scientist to produce 

buffers that help generation of more photon, as well as facilitation of inter-system 

crossing [105, 106]. Another way to use Quantum Dots (QD) which naturally emit more 

photons than organic dyes [107, 108]. 

 

Figure  1-17 - Blueing phenomenon. Upon irradiation on the Quantum Dots their 
wavelength shifts toward blue. Adapted from [109] 

QDs have many advantages over organic dyes such as wide absorption spectrum, narrow 

emission, and more importantly their size-dependent wavelength [110]. Although QDs 

have been used with the same concept of blinking as in dSTORM [111], their higher 

fluorescence cross section, causes higher duty cycle (ratio of on to off state) which is not 

desirable as it increases the probability of having more than one dye in on state in a PSF 

volume at a single time. Therefore Hell in 2010  used a phenomenon called QD blueing 

that was explained in 2001 [109] to overcome this problem. Blueing phenomenon takes 

advantage of the size dependent wavelength of QD and size reduction due to photo-

oxidation to blue shift their emission spectrum. This idea can be employed for SML, by 



 

27 

 

using a narrow-band-pass filter on the spectral path of the QD towards blue, to 

individualize a fraction of QDs at a time, due to their Asynchronous blueing [108]. We 

will present implementation of two color blueing  in chapter 3. 

 

Figure  1-18 – Exploiting Blueing phenomenon for SML imaging. Left panel shows the place 
of the narrow band pass filter relative to the spectral path of QD toward blue. The right 
panel shows an example of super-resolution achieved by this technique. Adapted from 
[108]. 

 

1.3. Adaptive Optics (AO) 

In this section we discuss the effects of distortions to imaging and ways to compensate 

for them. This field was first explored by astronomers in 1940’s and 50’s [112-114]. 

Performance of ground-based telescope without correcting elements has been limited by 

the turbulence in the Earth's atmosphere due to wind and rapid changes in refractive 

index of the atmosphere [115]. The field perturbation after passing through layers of 

turbulence induced aberration can be modelled by 

 ( ) ( ) ( ) ( )( )expu x W x x j xχ ψ= +
  

  (1.8) 

where 𝑊(𝑥⃗) is the telescope aperture function, 𝜒(𝑥⃗) accounts for the logarithm of 

amplitude fluctuations, and ( )xψ


 accounts for fluctuations in the phase of the wave. The 

equation shows how phase variations can exponentially distort the field. There are harsh 
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claims that resolution of the two 10m Keck telescopes in Hawaii could not be better than 

an 8 inch backyard telescope without AO. Turbulence spreads out the light from a star, 

making it twinkle and appears as a fuzzy blob when viewed through a telescope. An 

example is shown in Figure  1-19. 

 

 

Figure  1-19 - Image of a star with and without correction. Credit University of California 
Santa Cruz Center for Adaptive Optics. 

Babcock was one of the first to suggest implementation of a correcting element for 

turbulences caused by atmosphere [114]. At the time simple mechanisms were suggested 

and applied to correct lateral movement of stars (tip/tilt), such as photo-electric guiding 

[112], and rotating knife-edge [113]. But it wasn’t until late 1960's and early 1970's that 

Wavefront shaping by Deformable Mirror (DM) was practically realized first for military 

applications and then applied to astronomy [116]. In 1990’s AO was an established 

technology in astronomy. An example is the images shown in Figure  1-20 by ground-

based Keck telescope. We can see that AO correction revealed more information than it 

could conventionally be measured. There are many scientists and research groups 
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working on improvement of the accuracy and speed of Wavefront sensing, 

reconstruction, and algorithms to predict and optimize the Wavefront more efficiently. 

 

Figure  1-20 - Image of Neptune by Keck observatory without (left) and with (right) AO. 
Images were taken at different dates and times. Credit University of California Santa Cruz 
Center for Adaptive Optics. 

The problem of optical aberrations also occurs in Microscopy. This time not from the 

travelling channel (slightly) but (principally) from the object under the study. The 

biological tissues are made of many layers varying refractive indices, and non-

geometrical shapes that causes light to be refracted in predictable and unpredictable 

patterns [117]. Predictable aberrations are the ones that have been modelled 

mathematically, such as Zernike polynomials [118]. The main aberrations of such are 

Defocus, Astigmatism, Coma, and Spherical which correspond to lower order Zernike 

modes. There has been works on compensation of unpredictable aberrations (scattering 

media) that can be applied to biological imaging [119]. 
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Figure  1-21 – Effects of aberration on imaging using high NA objective. (a) shows an ideal 
system where a planar Wavefront is converted to convergent spherical wavefront. In (b) 
effects of spherical aberration can be seen where the refractive index mismatch causes 
change in the shape of wavefront. (c) shows effect of a complex shaped object to the 
Wavefront. And in (d) the AO system has produced such wavefront that by passing through 
the object it will have a corrected convergent Wavefront at the focal plane. Adapted from 
[120]. 

  (a) Schematic of focusing by a high-NA objective lens. Planar wavefronts in the pupil are 
converted into convergent spherical wavefronts in the focus. (b) The effects of focusing 
through a refractive index mismatch, where refraction at the interface d 

Initially AO for microscopy was aimed to correct spherical aberrations caused by 

high NA objective lenses [121]. Oil immersion lenses produce a refractive index mis-

match at the boundary of oil and the biological sample with refractive index close to 

water. It causes expansion of focal plane and ultimately curving the Wavefront. This 

problem worsens as the focal plane penetrates into the sample, as shown in Figure  1-21. 

Scientists have shown that even at depth of about 90 µm there are substantial amount of 

aberrations that distort PSF laterally and elongate it axially [122, 123].   

The first implementation of AO in microscopy was on confocal microscopy in 

1999. Since the confocal configuration used was not in epi mode (same path for 

illumination and imaging), by scanning deep inside a tissue, the nominal focal plane 

(NFP) may not match the actual focal plane [117]. It has to be noted that in the epi mode 

tip and tilt are auto-correcting. Later AO was applied to confocal for correcting the main 

aberrations [124]. Since then, AO has been applied to wide-field [125, 126], two-photon 
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[127, 128], STED [129], light sheet, SIM [130], and SML  microscopy [131-134]. AO 

has also been used for enhancement of microscopy, such as improving the depth of field 

[135], and providing Astigmatism to 3D SML imaging [131]. 

1.4. Outline 

In chapter 2 we will present SML theoretically and experimentally. Fluorescent 

techniques employed for this techniques as well as chemical buffers that induce blinking, 

will be discussed. Multi-color SML imaging will be shown. Methods to expand SML to 3 

dimensions will be discussed. And experimental examples of each method will be shown. 

In Chapter 3, the application of Quantum Dots (QD) for SML imaging is 

presented. First the molecular transitions, structure, and photo-stability of QDs are 

discussed and compared with other dyes. Then the Blueing method for localizing QDs is 

presented. It is followed by a discussion of the resolution of this method, the effect of 

mounting media on blueing, and finally our novel two-color QD blueing imaging method. 

A discussion of cross-talk between channels, correction of chromatic aberration, and 3D 

imaging follows. 

Chapter 4 is about Adaptive Optics methods. Modelling of aberrations induced by 

the instrument and biological samples is discussed. A discussion of direct and indirect 

wavefront sensing follows. Then correction methods and algorithms are shown. 

In chapter 5 we demonstrate our implementation of machine learning algorithms 

for Wavefront sensor-less AO correction of SML imaging. The Genetic Algorithm (GA) 

and Particle Swarm Optimization (PSO) are introduced. We further introduce an 

Intensity-independent metric for the estimation of the image quality. Simulations of both 
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algorithms are shown followed by their implementation on thin and thick biological 

samples.  

Finally chapter 6 is the discussion and conclusion of this dissertation.
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2. SINGLE MOLECULE LOCALIZATION MICROSCOPY 

Fluorescence microscopy has many advantages over label-free imaging methods, 

such as specificity of biological organelle, and ability to implement super-resolution 

methods such as STED, SSIM, and SML. In this chapter we will focus on the theory 

behind SML. Some experimental results are also presented to illustrate the concepts. 

We mentioned in chapter 1 that light microscopy is limited by effects of 

diffraction. In other words when two particles are placed very close to each other, the 

limited-bandwidth light microscopy image cannot distinguish them. The spatial band-

width of the optical system plays a key role here. In a linear system, when an impulse 

(containing all frequencies) is inserted into the input of the system, the output reveals the 

system frequency response. An optical system is in fact a linear system. Therefore by 

imaging a tiny particle (sub-diffraction limit < ~200nm) the spatial frequency response of 

the system can be measured. A limited-bandwidth or diffraction limited system causes 

the image of the tiny particle to be larger than the particle itself. An image of a Yellow-

Green (YG) fluorescent bead is shown in Figure  2-1(a), the red dot shows the actual size 

of the bead. Therefore two particles that are closer than the diffraction limit are not 

resolvable, as shown in Figure 2-1(b). The minimum distance resolvable in a light 

microscope is (Abbe [8] or Rayleigh criterion [22]). In a modern light 

microscope, the NA can be as high as 1.4 so that the minimum resolvable distance is 

about 200nm.  

NAλ 0.61 NAλ
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In SML microscopy, resolution beyond the diffraction-limit is achieved by 

imaging individual fluorophores in an ensemble, separately. Because we are dealing with 

overlapping PSFs of very small molecules (much smaller than the diffraction limit); using 

photoswitching characteristics of fluorescent molecules, “blinking” can be induced in 

several ways. At the right rate of blinking we would be able to image only one 

fluorescing dye in any PSF area. This helps us isolate the molecule from their assembly. 

By imaging single molecules, their centers of emission can be calculated and tabulated. 

We can therefore plot the measured centers together in a high resolution reconstructed 

image [15-18]. Figure  2-1(c) shows the process of SML; the diffraction limited wide-

field image on top is super-resolved to the bottom image by capturing a couple of 

thousand images, where only a fraction of fluorophores are emitting photons in each 

frame. In this example 15,000 frames were imaged at 50 frames per second (fps). The 

sample is a hepG2 cell with its microtubules stained with 565nm QD. A part on the wide-

field image is compared with its super-resolved version in Figure  2-1(d) and (e) 

respectively. Many details which were not visible in the wide-field image are revealed. 



 

35 

 

 
Figure  2-1 - Effect of diffraction limit on (a) a yellow-green fluorescent bead with 100nm 
radius – the red dot shows the actual size of the dot – and (b) two adjacent particle getting 
close to each other. (c) shows the process of SML to go from the wide-field image on top to 
the super-resolved image at the bottom. 15,000 frames were imaged at 50 fps. The sample is 
microtubules of a hepG2 cell stained with 565nm Quantum Dot. (d) and (e) are 
corresponding parts of a wide-field and a SML image. Many details that are not visible in 
conventional widefield image appear in the super-resolved image. Scale bars are 1µm. 

Before we go into theory of the technique we will talk about the methods of 

binding fluorescent molecules to the specific organelle under study. Then we discuss the 

mechanism of blinking fluorescence for each strategy of SML. Nyquist sampling theorem 

and effect of blinking rate on resolution are explained afterwards. It is followed by 

accuracy of detection, and image reconstruction methods.  And finally practical 

implementations of SML for multi-color, and 3-dimensional imaging are discussed. 
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2.1. Staining methods 

As we discussed in section  1.2.2, Fluorescence Microscopy takes advantage of the 

Stokes shift between the absorption and emission spectra of the fluorescent molecules. 

Fluorescent molecules attached to specific structures inside a cell or tissue absorb light at 

one wavelength and generally emit at another wavelength slightly longer. There are many 

ways of adhering fluorescent molecules to cellular structures in studies of cells (cytology) 

and tissues (histology). Many Fluorescent dyes have been engineered to bind to specific 

organelles (e.g. the endoplasmic reticulum, golgi apparatus, endosomes, lysosomes, 

nucleus, plasma membrane, mitochondria, peroxisome and centromeres) [136]. DAPI 

[137] is an example of fluorescent stain that attaches to A-T rich regions of nucleic acids 

and is therefore suitable for visualizing the nucleus of cells. Another example is the 

binding of dyes using phallotoxins to actin filaments (F-actin) [138], which is a more 

efficient way than using anti-actin antibodies. In Figure  2-2 (a) staining of Hela cells’ 

Actin filaments and nuclei are shown with phalloidin Alexa647 conjugate and DAPI 

respectively. 

Another very commonly used method of fluorescent staining is 

immunofluorescence, which uses immunology antibodies to locate the desired proteins. 

Antibodies interact and bind to either antigens, directly to proteins or, to a target 

antibody. The technique has two sub categories based on the class of antibody used; 

direct and indirect binding. In direct binding the antibody is linked to the fluorophore, 

and binds to a specific region called the epitope. In indirect immunofluorescence, two 

antibodies are used. A primary antibody is used that binds to the cellular structure; and a 

secondary antibody that carries the fluorophore and attaches to the primary anti body. 



 

37 

 

Since more than one secondary antibody can attach to one primary, this method can help 

with signal amplification. 

 

Figure  2-2 - Examples of fluorescent staining. In (a) actin fillaments of Hela cells are stained 
with Alexa647 dye (red) using Phalloidin. They are co-stained with DAPI which shows their 
nuclei (blue). (b) shows microtubules and clatherin coated pits of a Hela cell stained with 
Alexa647 and Alexa488 respectively. 

Fluorescent proteins (FPs) are another extremely powerful tool for labeling of 

specific proteins. FP tagging can be used to detect proteins that are very difficult to 

isolate. It can also be used to distinguish between two proteins with similar antigenicity 

[136]. The expression of the FP in the sample can be done through Transduction [139], 

Transfection [140], or transformation [141]. An example of Fluorescent Protein 

expression is shown in Figure  2-3. Neuro-peptide F (NPF)-Gal4 neurons - expressed with 

Red Fluorescent Protein (RFP) – are in synaptic connection with Tdc2-Gal4 - expressed 

by GFP.  
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Figure  2-3 - Expression of Green and Red fluorescent proteins in Central Nervous system of 
Drosophila larvae. Neuro-peptide F (NPF)-Gal4 neurons - expressed with Red Fluorescent 
Protein (RFP) – are in synaptic connection with Tdc2-Gal4 - expressed by GFP. 

 

2.2. Mechanism of Fluorescence 

In this section we talk about how to make fluorophores blink. An ideal fluorescent 

molecule for SML, should have a non-radiative lifetime much longer than its fluorescent 

life time. Lower rate of blinking or duty cycle improves the resolving power of SML (we 

will discuss this in section  2.3). The very first paper [15] that was published on SML 

(PALM method) uses photo-activable fluorescent proteins to induce blinking and 

individualize fluorophores from their ensemble. Later STORM method used a pair of 

dyes that can be switched on and off using Förster resonance energy transfer. QDs are 

other fluorescing particles that have been used for SML. They are of special interest to us 
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due to their high photon yield which can increase the resolution of SML Microscopy. QD 

blueing method however will be discussed in more details in the next chapter. This 

section will continue by discussing principle of blinking of a conventional organic dye. 

2.2.1. Stokes shift 

A two-level Jablonski diagram of the energy state of a typical fluorophore is 

shown in Figure  2-10 (a). The fluorophores have several vibrational levels at each of their 

electronic energy levels. Figure  2-6 (a) depicts singlet ground and first singlet levels as 

S0 and S1, of two fluorophores. For fluorescence to occur from a single fluorophore; 

once external energy is applied –excitation light here- some electrons move from their 

orbital with the same spin as in the ground state to a possible excited state. At this point 

the electrons can relax to the lowest vibrational level by ‘internal conversion’ in a time 

scale of 10-12 seconds. The relaxation from the lowest vibrational level to the ground state 

would cause some stimulated and some spontaneous emission of photons, as well as 

some non-radiative decay, quenching and thermal loss [142]. We know that energy of a 

photon is determined by 𝐸 = ℎ𝑐 𝜆⁄ , therefore due to the energy difference between the 

excitation energy and the emission energy; the wavelength of the emission is red-shifted. 

This is known as ‘Stokes shift’.     

 

Figure  2-4 – Two level fluorescence energy diagram. 
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2.2.2. Fluorescent proteins – PALM/fPALM 

Photon emission dynamics from fluorescent proteins (FP) are complex. They have 

several radiative and non-radiative states which result in blinking [16, 92, 93, 143-148]. 

The blinking mechanism is different among various mutant of FPs. Some are switching 

between a dark state and an emitting state, while some others shift wavelength from one 

emitting state to a lower energy state with a correspondingly longer emission wavelength. 

FPs can generally be placed in three categories; Irreversible photo-activable (PA) FPs 

(e.g. PA-GFP [93, 149, 150] and PA-RFP1-1 [149, 151, 152] with molar extinction 

coefficients of  17,400 and 10,000 respectively), photo-shiftable (PS) FP such as Kaede 

(60,400 molar absorption coefficient and ~400 emission photons) [153], KiKGR (32,600 

molar absorption coefficient) [154] and Monomeric Eos (37,000 molar absorption 

coefficient and ~490 emission photons) [155], and finally reversible photo-activable FPs 

such as Dronpa (95,000 molar absorption coefficient and 120 emission photons) [145]. 

The reversible PA FPs works on a similar principle to PS-FPs, in that, instead of 

switching to another fluorescing state, they go to a dark state.  

The energy states and dynamics of a typical FP is drawn in Figure  2-5. Although 

at room temperature the mechanism of emission in FPs is very complex; nonetheless 

scientists have characterized absorption and emission spectra of several FPs at cryo 

temperatures (1.6 K) [143], to remove the effects of thermally induced conversions. In 

cryo temperatures the spectrum becomes more structured. Figure 2-4 illustrates the 

general principal of photoswitching in FPs. 
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Figure  2-5 – Energy-level diagram of a Photo-activable Green Fluorescent Protein. A, I, B 
are different states of the protein, radiative, intermediate, and non-radiative respectively.  

 Based on the model from [16, 156], there are three general states, a bright state 

A, an intermediate dark state I, and a bleached state B. At first, we can assume the 

molecule is in the ground state, A. The molecule can be activated by absorbing a 

photon,to exciting state A*, with activation excitation rate kA, spontaneous excitation rate 

k0, and activation quantum yield ϕA. At this point, due to thermal activation and other 

spontaneous energy transitions, some electron can move from A* to I* with rate kBC, 

while the rest relax to A and emit photons. This move back and forth from state A to state 

I, causes the desired blinking. Although up to this point this process seems ideal for 

induction of blinking to molecules, nevertheless after some cycles between active and 

inactive states, the molecules perform another transition to a permanent dark state known 

as the “bleached” state, with a rate and quantum yield of kx and ϕB. After this point the FP 

cannot be recovered. This process is formulated by three coupled linear ordinary 

differential equations (ODE), where each letter represent the number of electrons in their 

corresponding state [16] and 𝐴 + 𝐼 + 𝐵 = 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐:   



 

42 

 

   (2.1) 

To make sure that the FP has low duty cycle so that the PSFs do not overlap, we 

require 𝑘𝐵𝐵 ≫ 𝑘𝐴Φ𝐴.  While FPs show some of the desired characteristics of a dye for 

SML imaging, their low photon emission, or high duty cycle  in some species, made 

researchers to look for other solutions to the problem of blinking. In the next section use 

of resonant energy transfer for making an optical switch is presented.  

2.2.3. FRET – STORM 

To use many advantages of cyanine or xanthene based organic dyes – such as 

higher photon emission, and lower duty cycle- for SML, first a photo-switching 

mechanism had to be developed. Scientist employed the concept of Fluorescent (or 

Förster) Resonant Energy Transfer (FRET) to activate and deactivate what they called an 

optical switch [157-159].  FRET is the process with which a fluorophore excited to S1 

relaxes by transferring its energy to another fluorophore in close proximity (1-10nm) 

non-radiatively [160].   
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Figure  2-6 - Energy level diagram of two fluorescent molecule in close proximity of each 
other (1-10 nm) is shown in (a). In (b) we can see the excitation and emission spectra of Cy3 
and Cy5 fluorophores. R0 depends on the amount of overlap between the Donor’s emission 
and the acceptor’s excitation spectra. 

In FRET the energy from S1 resonantly transfers to the close by fluorophore, 

pulling it to their excited state S’1. The energy transfer occurs at a rate determined by 

kFRET  

   (2.2) 

where τe is the decay rate, R is the distance between the two molecules, and R0 is 

the measure of overlap between the donor’s emission and acceptor’s excitation spectra. 

The overlap is depicted in Figure  2-6 (b) by the stripe pattern. At steady state the 

quantum efficiency of FRET can be calculated using the following equation.    

   (2.3) 

While FRET has been used in studies of conformational bio-molecule interactions 

[161-164]; its implementation as an optical switch [157-159] laid the ground work for 

SML imaging using organic dyes. The Zhuang group tested an optical switch made of a 
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Cy3 donor, and a Cy5 acceptor dye attached to each other using opposite strands of a 

double stranded DNA. They showed that by exciting both the donor and the acceptor at 

the same time. the photo-switch can be activated. Emitted light is therefore from direct 

excitation of the acceptor, and not FRET. Now by only exciting the acceptor while the 

donor is relaxed, it will go to a non-bleached non-radiative state. The photo-switch can 

therefore be reverted by simulation excitation of both dyes. This photo-switching effect 

was later used to perform SML imaging [17]. They coined the method STORM. This 

method has been extended to multi-color [94], whole-cell [96], and neuro imaging [95]. 

However it requires non-trivial process of producing the tandem dyes, which made some 

other scientists to come up with another method to make conventional dyes blink; direct 

STORM. 

2.2.4. Electronic transitions and dark state transitions – dSTORM 

Organic dyes such as carbocyanine dyes, or the family of Alexa dyes have the 

advantage of emitting more photons than other types of dyes [165]. In this section we 

discuss the theory of blinking for organic dyes. This method was suggested [166] and 

first used for SML as an alternative to complex tandem dyes of STORM, hence called 

direct STORM [18] (dSTORM). 

The diagram of two-level fluorescence we showed in Figure  2-4 does not express 

quenching of the singlet excited state to the first triplet state. As we mentioned earlier, in 

singlet excitation one electron from a ground state orbital (two electrons exist in one 

orbital with opposite spin) would move to higher energy level upon excitation with the 

same spin. To excite (or quench to) Triplet state, the electron must undergo a splin-flip, 

giving it the same spin as the other electron in its ground state orbital. This results in a 
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“forbidden” transition to the ground state, therefore the transition takes at least 3 orders 

of magnitude longer to occur. This process is called inter-system crossing, inferring that 

the electron in its new spin is in a new different state. As shown in Figure  2-7 the rate at 

which the electrons travel between S1 and T1 is kisc. If a radiative relaxation from the 

Triplet excited to Triplet ground state happens it would be phosphorescence which is not 

subject of our study. Effects of radical anionic and cationic cis-trans isomerization on 

blinking have also been also studied in the literature [167-169]. 

 

Figure  2-7 – Three level Energy diagram of a typical organic dye. 

The two-level system can be modelled by the following first order ODE [21, 142] 

   (2.4) 

where n0 and n1 represent population of electrons in S0 and S1 respectively. kr is 

the radiative relaxation and knr is the non-radiative decay. The molecule is excited by 

hexcσ. At steady state the quantum efficiency of the molecule can be given by: 

   (2.5) 
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For the three-level system, another term has to be added to the equation of the 

population of S1, accounting for the quenching by a transition to T1 with rate kisc. In the 

following set of coupled ODEs, the relations between all levels are modelled [21, 142] 

   (2.6) 

where n2 is the population of T1, and kt is non-radiative decay rate of T1. It has to 

be noted that since a certain number of electrons have entered the system, the sum of all 

populations stays constant, . The radiative quantum efficiency is given 

by: 

   (2.7) 

Since the triplet state is essentially a dark state, and we are only collecting light 

from the singlet excited state, we can find the rate at which the molecule would blink, by 

finding the ratio of populations of n1 to n0 + n2 at steady state. 

   (2.8) 

Because we require only one molecule to be in bright state in any PSF volume; 

using this equation and Nyquist criterion we can calculate an upper bound on the 

resolution determined by Rmax, as will be shown in later sections. Since the rate of 

blinking has a direct effect on the resolution, several methods have been suggested in the 
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literature to improve it [105, 106, 170]. Discussion of mounting media is followed in 

section  2.4. An example of dSTORM SML imaging on microtubules of a hepG2 cell is 

shown in Figure  2-8. The Full Width at Half Maximum (FWHM) of a microtubule in 

Figure  2-8(b,c), we measured was 37 nm. Figure  2-9 shows dSTORM SML imaging of 

mitochondria in hepG2 cells stained with Alexa Fluor 488. 

 

Figure  2-8 - SML imaging of microtubules of hepG2 cell stained with Alexa fluor 647 dye. 
The full field of view is shown in (a). A zoomed in section and the profile of a microtubule 
are shown respectively in (b) and (c). Scale bar is 2 µm. 
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Figure  2-9 - Mitochondria in HepG2. labeled with Alexa488. (a) STORM image. (b) 
Widefield image. 

2.2.4. Quantum Dot 

Quantum Dots (QDs) are more stable, and more resistant to photobleaching than 

organic fluorophores and because they also emit more photon; they show great promise 

for SML. In this section we introduce QDs, but their implementation in SML imaging 

would be followed on in chapter 3.  

Quantum Dots (QD) are tiny semiconductor crystals, and, unlike organic dyes or 

fluorescent proteins, their excitation and emission are functions of particle size, surface 

chemistry; dangling bonds on the surface favor non-radiative deactivation [171]. The core 

of a QD is composed of semiconductors of group II-VI (CdSe, CdS, CdTe), group IV-VI 

(PbS, PbSe, PbTe, SnTe), and group III-V (InP). The most common QD for biological 

studies is CdSe [172]. Due to their several advantages over organic dyes, they have 

gathered a lot of attention since they were first proposed for biological imaging [173-

177]. Properties such as a higher absorbance cross section (approximately an order of 
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magnitude higher than that of typical fluorescent dyes, e.g., ~20x10-16 cm2 for CdSe 

QDs [178] vs. ~1x10-16 cm2 for Kaede fluorescent protein [179]), have made them 

desirable for many super-resolution imaging techniques [179-181]. Due to their higher 

resistance to photobleaching [173], they are able to emit photons for a longer time, which 

is another excellent characteristic for SML imaging. Although many QDs that are made 

with organic methods have lower stability in aqueous solutions, Micelle encapsulation 

[182]  has made a larger family of QDs applicable to biological imaging.  

  

Figure  2-10 - Simple model for direct gap semiconductor. 

A 1D basic energy diagram of a QD is shown in Figure  2-10. The figure shows a 

simplified model of a cubic QD with insulators on each side, which corresponds to core-

shell structure of a QD in 3D. QD nanocrystals have unique characteristics due to their 

tiny size. A phenomenon that occurs in QDs is quantum confinement effect, which occurs 

when the size of the matter is smaller than the de Broglie wavelength, which is db
h

pλ =  

, where h is the plank’s constant and p is the momentum of an electron. An electron or an 

electron-hole pair with discrete energy eigenvalues can be created when light is absorbed 

by an electron. The confinement of the wavefunctions of an electron or electron-hole in 

the material restricts the discrete energy eigenvalues. Ebg in equation 2.9, comes from 
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energy difference between the atomic-like occupied and unoccupied orbital. The energy 

gap (Eg) becomes larger than Ebg due to these confinement effects.  The energies – shown 

in the second part equation 2.9 – labelled with quantum numbers are identical to kinetic 

energy of free particles [183]. The last term of the equation 2.9 is due to attraction of 

electron-hole pair. A photon that has energy greater than the band gap can excite the QD, 

which is the reason of wide excitation spectrum. Emission however occurs when an 

electron loses its energy. The energy of an excited electron in a QD is given by the 

following equation:     

 
2 2 2 2 2 22 2
1 2 3 1 2 3

28 8
e e e h h h
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e h

n n n n n nhc h eE E
d m m rλ πe

 + + + +
= = + + − 

 
   (2.9) 

where n is quantum number, m is mass, d is the width of the well. As can be seen in the 

equation, the electron energy has a reciprocal relation with the length of QD region. In 

fact it can be extended to spherical shape, with QD core and insulator shell. Therefore the 

emitted wavelength ( em
hc

Eλ = , where c is the speed of light) of the QD is proportional 

to its diameter. 

2.2.4.1. Blueing technique 

Blinking of QDs had been observed even before they were introduced to 

biological imaging [184]. Blinking or fluorescence intermittency of CdSe QDs is 

suggested that occurs due to Auger ionization [185]. Since the natural blinking of QDs 

has high duty cycle techniques such as Independent Component Analysis (ICA) [111], or 

Super-resolution Optical Fluctuation Imaging (SOFI) [186, 187] have been developed to 

exploit this phenomenon and enhance spatial resolution. In the technique quantum dot 
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blinking with three-dimensional imaging (QDB3), 3D super-resolution imaging with 

blinking QDs is achieved by extracting the PSF of individual QDs by subtracting 

subsequent frames, again exploiting the stochastic blinking of the QDs [188]. However, 

their high duty cycle of blinking reduces the resolving power of SML dramatically. There 

has also been attempts to make photo-switchable QDs [189]. The diameter-dependent 

wavelength comes to rescue to this problem. Photo-oxidation of the core of the QD 

reduces its diameter stochastically and hence blue-shifts the wavelength. This 

phenomenon is called ‘blueing’ [109, 190]. By placing a narrow band-pass filter on its 

spectral path toward blue, a fraction of the QD can be separated from their ensemble 

[108]. This process is illustrated in Figure  2-11. Blueing was originally only applied to 

single color SML using QDs. We extended this concept to 2 colors [19, 191], which we 

will present more in depth in chapter 3.  
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Figure  2-11 - Blueing process is shown in (a). A fraction of QDs emit photons in each 
sequence i-iv in (b). Using reconstruction mehods high resolution image v can be created.  

2.3. The Nyquist Sampling Theorem and the rate of blinking 

To be able to measure a signal, the Nyquist theorem requires that the frequency of 

the sampling be at least twice the highest frequency present in the signal to avoid 

aliasing. Aliasing means that the measurement algorithm mistakenly assumes a different 

frequency to a signal due to lack of enough samples. This theorem was originally applied 

to signals in time but can be directly applied to spatial frequencies and image processing. 

Therefore if we want to achieve 10 nm resolution, we need the fluorophores to label the 

sample every 5 nm.   
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Figure  2-12 - Aliasing can cause huge errors in measurement of a signal. In this example the 
sampling frequency is only 1.5 times the frequency of the original signal. 

We also require only one fluorophore to be emitting in a PSF area - for 2D or 

volume for 3D – in a given frame, in order to calculate its center of emission. The PSF 

area is  ~𝜋(𝜆 2𝑁𝑁⁄ )2.  From the Nyquist theorem, the area per fluorophore is ∆𝑥2 for a 

resolution of 2dx. Therefore the duty cycle (the ratio of on time to off time) or the rate of 

blinking, has to be smaller than the ratio of these two areas. We can therefore write the 

lower bound of resolution based on the rate of blinking in the following form:   

   (2.10) 

Since the rate of blinking is an important issue for the resolution of SML, many 

chemical buffers have been developed and tested to make the dyes blink at a lower rate 

for a longer time [105, 106, 170, 192]. 
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2.4. Effect of mounting media on duty cycle and photon count 

Since the photo-bleaching is generally linked with photo-oxidation, to keep the 

molecules blinking an oxygen scavenger system [193-196] is usually used to remove the 

oxygen. Thiol based buffers such as mercaptoethylamine (MEA) or β-Mercaptoethanol 

[197] can be added to quench the triplet state. Adding Glucose Oxidase (GLOX) can be 

added to remove oxygen and has been shown to improve blinking [166, 198, 199]. To 

quench the triplet or the radical states and return a bleached molecule to bright state 

exposure of ultraviolet and violet light can help [200-202]. For further removal of 

oxygen, cyclooctatetraene (COT) can be added to the thiol based buffer in the presence of 

GLOX [106]. Anti-fading buffers such as Vectashield have also been shown to improve 

the blinking  [170]. Sodium borohydride (NaBH4) is a reducing agent that can be used to 

convert the fluorophore to a long-lived ‘caged’ dark state. Upon UV illumination of the 

molecules, they can be photo-activated. Other successful methods have been to use inert 

gas such as argon or nitrogen [203], or vacuum [204] which are not biologically friendly.  

Table  2-1- Comparison of different organic dyes used for SML imaging. Information about 
photon emission and Duty cycle are adapted from [105]. 

 Number of 
collected photons 
per localization 
event 

Duty cycle at 
equilibrium 

Lower bound of 
resolution (nm) 

Accuracy of 
localization 
(nm) 

Dye ▼ | Buffer ► MEA βME MEA βME MEA βME MEA βME 
Atto 488 1,341 1,110 0.00065 0.0022 9.23 16.98 11.18 12.28 

Alexa Fluor 488 1,193 427 0.00055 0.0017 8.42 14.81 11.76 19.66 

Alexa Fluor 647 3,823 5,202 0.0005 0.0012 10.29 15.94 8.41 7.21 

Atto 647 1,526 944 0.0021 0.0016 21.22 18.52 13.39 17.03 

Atto 647N 3,254 4,433 0.0012 0.0035 16.04 27.40 9.17 7.86 
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The Zhuang group has done extensive evaluation of many carbo-cyanine dyes that 

can properly be used for SML imaging [105]. The dyes were examined for their duty 

cycle, photon emission, sensitivity to uv re-energizing, and GLOX in presence of either 

thiol. We use their evaluation to calculate the upper bound of resolution found using 

equation 2.11. 

Alexa Fluor 647 is the dye that emits the most photons. However, although Alexa 

Fluor 488 has a slightly higher duty cycle than Alexa Fluor 647 (in the presence of 

MEA), its upper bound on resolution is lower due to the shorter wavelength of emission. 

We have also calculated the accuracy of localization for each dye based on the photon 

emission and Considering the wavelength of emission, the number of photons, and the 

pixel size of our apparatus (89 nm), using equation 2.13. Considering all these factors, 

Alexa Fluor 488 and 647 show good performance for SML imaging under MEA buffer. 

According to [105] all the mentioned dyes have moderate to high sensitivity to both 

GLOX quenching, and UV reenergizing. The same analysis for QDs is presented in 

chapter 3. 

2.5. Accuracy and resolution 

The accuracy of SML particle tracking and imaging has widely been investigated 

in literature [104, 205-208]. The main factors are the sharpness of the PSF and the 

number of collected photons from the blinking event. Several other factors also add to 

make the error of localization larger; pixel size and background noise are among them. 

Another important factor that worsens the resolution and makes the images blurry is the 

mechanical stability of the apparatus. Due to high resolution of imaging, even nano-scale 

movements of the imaging stage add to the error of the imaging. In this section we review 



 

56 

 

the calculation of the error of localization, measurement of our system’s mechanical 

stability, and two practical resolution approximation methods.  

2.5.1. Error in estimation of the center of emission  

Using propagation of uncertainty we can derive the error of the Gaussian profile 

of a PSF, ∆𝑥 using the following equation:  

   (2.11) 

where s is the width of the PSF, and N is the number of photons. This equation essentially 

calculates the error of the mean. Now to add the effect of pixilation to the error term, we 

can calculate the variance of the top-hat statistics [104], which is 𝑎2 12⁄ . We can now 

add it directly to the error term (eq. 2.12), and yield: 

   (2.12) 

We used equation 2.13 and calculated the accuracy of localization in absence of 

noise for different fluorophores. The results are shown in Table  2-1, and the related 

discussion is in section  2.4. The variance of the localization error based on the noise due 

to shot noise, out of focus light, CCD read noise, dark current, and other factors is given 

by: 

   (2.13) 

where b is the standard deviation of the background noise of the system. We can now add 

2.13 and 2.14 to get a general term for the accuracy of localization: 
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   (2.14) 

We can see from the equation that to get an acceptable resolution, we require 

smaller s, and higher N. The pixel size also plays an important role, which has to be in an 

acceptable range. The background noise is a very important factor and can dramatically 

reduce the localization accuracy. 

2.5.2. Mechanical stability of the apparatus 

Typically the data acquisition of SML takes tens of minutes. During this process, 

nanometer movements of the imaging stage can cause error in localization and make the 

reconstructed image blurry. Several methods have been suggested in the literature to 

reduce the drift. Mechanical isolation of the sample chamber from the rest of the system 

with temperature chambers [209], uncoupled sample holders [200], or feedback control 

loop [210, 211] have been implemented. More common approaches have been by post-

treatment of the acquired datasets. Correlation of the acquired images with either 

widefield [212] or localization data [97, 213, 214], as well as anti-correlated analysis 

[215] of changes in the PSF for interferometric 3D SML are all approaches to tackle this 

problem. Applying fiducial markers to the sample, and tracking them over the period of 

imaging is also a method that has been used in many classical SML papers [15, 17, 216] 

to correct for stage drift.  
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Figure  2-13 - Test of drift on a fluorescent Yellow-Green bead. Absolute error of the 
molecule position from the original position is shown in x and y direction. 

We measured the drift of our stage, by image a fluorescent YG bead for a period 

of one hour, with 20-second intervals. An image of the localization and the absolute 

movement from the initial point are illustrated in Figure  2-13. The standard deviation of 

the drift in x and y directions are 70.3 nm and 40.12 nm respectively. Although the 

amount of drift seems very significant, however, we optimized our QD imaging – that 

will be presented in the next chapter – to acquire images in a time-scale of 3-6 minutes, 

which accounts for 3.5-7 nm in x direction, and 2-4 nm in y direction error. Based on our 

findings shown in Table  2-1, we assume these errors are negligible.  

2.5.3. Practical measurements of resolution 

With a-priori knowledge of wavelength and number of emitted photons, the 

accuracy of localization can be estimated using equation 2.15. However there are several 

factors, such as aberrations, that can corrupt the resolution of imaging that cannot be 

estimated using that model. Or in fact, measurement of those factors may not be 
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available. Image based resolution calculation techniques have been developed to estimate 

the resolution based on the acquired image datasets. Fourier Ring Correlation (FRC) 

[217], and Practical Localization Accuracy Measure (PLAM) [79] have been used for 

SML microscopy. 

FRC was first developed to analyze EM microscopy images [218]. The FRC 

technique first divides the whole dataset into smaller stacks. The stacks are then 

reconstructed to get reconstructed sections of the image dataset. Next part of a structure is 

taken as reference and correlated with different reconstructed sections in the Fourier 

space. The correlation process produces rings in the Fourier space, corresponding to their 

spatial frequency. The more scattered the localization are, the more space the ring would 

cover. Thicker ring provides lower minimum spatial frequency threshold. This threshold 

is then assumed as the resolving frequency. 

2.6. Localization and image reconstruction 

The mostly commonly used algorithm for reconstruction of STORM images is 

least squares fitting of a 2D Gaussian function to a PSF that is isolated from the rest of an 

image by a thresholding method. The PSF has Gaussian profile (equation 2.15) which we 

can directly apply a fitting, by inversing the equation. However the accuracy of a direct 

fitting would be under scrutiny, due to large error that can be caused by presence of bias 

and noise. Other approach is by using iterative least squares error fitting, that iteratively 

reduce the error to an acceptable point.  
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By applying the fitting the standard deviation of the Gaussian profile in the 

horizontal and vertical directions can be recovered. This is particularly important in 

reconstruction of 3D datasets. More detail on 3D imaging will be presented in 

section  2.7. Many codes and software have been developed for this purpose [103, 219-

222]. The most notable ones are RapidSTORM [222] and QuickPalm [221]. We have 

used RapidSTORM versions 2.21 and 3.2 for 2D and 3D image reconstruction in this 

dissertation respectively.  

Other approaches such as wavelet base filtering and thresholding have also been 

reported [223]. In this method, by applying a threshold, the mass of a PSF is isolated, and 

a binary mask is made. Then the center of mass is found by averaging over the masked 

area. This method is developed to avoid iterative error minimizing, making 

reconstruction faster.  

2.7. Multi-Color SML 

Extension of dSTORM to multi-color is a trivial task. Non-spectrally-overlapping 

fluorescent molecule with stochastic blinking characteristic can be used with separate 

excitation and emission spectra to perform high resolution imaging. However, multi-color 

QSTORM has been a challenge due to the spectral shift of the QDs. In chapter 3 we 

present our solution to this problem.  

SML imaging of mitochondria and microtubules has been previously reported 

with a number of different probes [96, 224, 225]. In Huang et al.[96], TOM20 in the 

mitochondria outer membrane was labeled with a photoswitchable probe consisting of 

A405 linked to Cy5. In Shim et al.[224], Mitotracker dyes are used to label the 
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mitochondria inner membrane. In van de Linde et al.[225], F0F1-ATPsynthase and 

cytochrome c oxidase are stained with Alexa 647. The antibody MTC02 recognizes a 60 

kDa non-glycosylated protein component of mitochondria found in human cells, and has 

been used for mitochondrial content determination or mitochondria imaging in a variety 

of previous studies [226-228].  

2.8. 3D technique 

Several approaches have been used to achieve three-dimensional (3D) SML 

microscopy. A classical approach is by using a 4Pi setup to achieve interferometric [215, 

229] optical sectioning and SML imaging with higher axial resolution. Biplane is another 

method that uses information acquired from two axially separate planes imaged 

simultaneously to calculate the location of particles [230, 231]. Wavefront coding to 

make PSFs that change in shape axially is another method. Double-helix PSF has been 

applied to SML imaging [100]. Although it makes very good axial resolution, however 

due to its non-trivial method it has not been commonly used. The next technique to 

achieve 3D SML imaging is by exploiting the shape of 3D PSF. The 3D shape of PSF can 

be used to estimate the axial position of a fluorophore. However because an unaberrated 

PSF has symmetry across the focal plane the direction of the displacement cannot be 

estimated. Therefore if two point have the same distance from the focal plane in opposing 

directions, they will be assume in the same position. To address this problem, a known 

amount of astigmatism can be applied to the system [97, 131]. Astigmatism causes an 

optical system to have a shift in focal plane between the x and y directions. In an 

astigmatic PSF, the width of the PSF in the x and y directions change independently as 

the imaging plane moves from the horizontal to the vertical focal plane. By applying 
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fitting to the astigmatic PSF, its width in x and y direction at a range of z position can be 

measured to produce a calibration curve. The calibration curve can then be used during 

image reconstruction to reveal information on the axial position of the fluorescent 

molecules. 

We use our AO system to induce astigmatism in the optical path for 3D SML. 

Using the AO system, we applied 0.8 radians rms of astigmatism to the emission PSF. 

Figure  2-14 shows the calibration for 3D STORM using a 100nm fluorescent 

microsphere. Figure 2-11 (a)-(c) show the shape of the PSF at three positions, +400nm, 0, 

and -400nm with respect to the focal plane. We applied 2D Gaussian fitting to the PSF to 

determine the sigmas of the fit in the x and y directions as shown in Fig. 2-11(d). The two 

curves are used to find the Z position of the molecules. To test the accuracy of the 

system, we imaged a single fluorescent microsphere for 10,000 frames. The resulting 

localization data shows standard deviations of 7.7nm, 7.0nm, and 11.7nm in the x, y, and 

z directions respectively.  
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Figure  2-14 - Calibration of astigmatism. (a)-(c) Images of a 100nm fluorescent bead 400nm 
above focus, in focus, and 400nm below the focal plane with 0.8 radians of astigmatism 
added to the PSF with the deformable mirror. (d) Calibration of the astigmatism for three-
dimensional STORM. (e) 10,000 localizations of a 100 nm fluorescent bead at 100 fps. The 
localizations have a standard deviation of 7.7nm in the x direction, 7.0nm in the y direction, 
and 11.7nm in the z (axial) direction. 

We performed 3D dSTORM SML on E.coli bacteria. An example is shown in 

Figure  2-15. The bacterium’s membrane is stained with Atto 647N dyes using mCLING 

technique [232]. 0.8 radian astigmatism was applied. Using MEA buffer the dyes were 

blinking for more than 30,000 frames at 110 frames per second. The image is 

reconstructed from 10,000 frames. More examples of 3D imaging using QSTORM 

technique is followed in section  3.11. 
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Figure  2-15 – Three dimensional imaging of an Escherichia coli bacterium. The cell’s 
membrane is stained with Atto 647N dyes using mcling binding technique. 

2.9. Conclusion 

In conclusion we discussed the mechanisms for blinking for different fluorescent 

systems. Energy states of Fluorescent proteins, FRET on tandem dyes, and blinking of 

organic fluorophores were discussed. Quantum Dots were briefly introduced. Their 

application to SML is discussed further in chapter 3.  

The effect of mounting media on blinking was presented. Based on information 

from the literature on the number of photons emitted and the blinking duty cycle we 

calculated the upper bound of resolution and accuracy of localization for several dyes in 

prepared in the two main SML imaging buffers. The measurement of drift and practical 

methods of calculating resolution were introduced. The FRC method is used in chapter 5 

for estimation of resolution after correction of aberrations. Image reconstruction and 3D 

SML imaging were introduced. In chapter 3 we use Astigmatism to acquire 3D multi-

color super-resolution images. 
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3. TWO-COLOR SML USING QUANTUM DOT BLUEING 1,2 

In the previous chapter we mentioned that QDs are brighter than organic dyes. It 

makes them a better choice for SML imaging than organic dyes, since the accuracy of 

localization is inversely proportional to the square root of the number of collected 

photons. One challenge in the past has been efficient methods to make QDs blink.  

The blueing technique has helped to address this problem [108]. Blueing has 

many advantages over photo-switching of organic dyes. Organic dyes typically require 

undergoing a process of quenching of the excited state, and they need special buffers to 

return to fluorescing state. Some times a second laser should also be used to re-excite 

them. QDs do not need to be quenched, only a single laser is required for excitation of 

multiple emission wavelength QDs, and no external chemicals are needed. Additionally, 

for conventional switchable dyes, each dye molecule can photoactivate multiple times 

which, on one hand, can enhance the signal, but on the other hand, also allows each probe 

molecule to sample different locations of the structure in different camera frames and to 

contribute multiple independent localizations which may result in a potential motion 

blurring [224]. QD blueing will only localize each molecule once, and, because QDs are 
                                                 
1 Reproduced in part with permission from J. Xu, K. F. Tehrani, and P. Kner, "Multicolor 3D Super-
resolution Imaging by Quantum Dot Stochastic Optical Reconstruction Microscopy," ACS Nano 9, 2917-
2925 (2015). Copyright (2015) American Chemical Society. The material is available online at: 
http://dx.doi.org/10.1021/nn506952g 
 
2 Reproduced in part with permission from "Multi-color quantum dot stochastic optical reconstruction 
microscopy (qSTORM)," Proc. SPIE 9331, Single Molecule Spectroscopy and Superresolution Imaging 
VIII, 93310C (2015). Copyright 2015 Society of Photo-Optical Instrumentation Engineers. 
http://dx.doi.org/10.1117/12.2077293 

http://dx.doi.org/10.1021/nn506952g
http://dx.doi.org/10.1117/12.2077293
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intensely bright, can still provide enough photons for accurate localization and 

homogenous image reconstruction. We refer to this technique as Q-STORM. 

Multi-color imaging is an essential tool in biological studies for observation of the 

structure and interaction between different proteins. While SML microscopy with 

fluorescent proteins and organic dyes has been easily extended to multi-color imaging 

[233-236], a similar approach with the QD blueing technique had not been tried. In this 

chapter we present the extension of QD blueing to two-color imaging. We demonstrate 

multi-color QSTORM using 565 nm and 705 nm emitting QDs to image microtubules 

and mitochondria in Eukaryotic cells. We show that the QDs exhibit up to a 80nm blue 

shift (longer than previously reported [237]). We optimized the rate of blueing, which 

helps reduce the fraction of QDs in the bandpass window – the equivalent of the duty 

cycle with organic dyes - to improve the lower bound of resolution. Finally, astigmatism 

was applied to image the two blueing channels in 3D.  

3.1.  The principle of two-color blueing 

Although single color blueing has been done before, its extension to two-color 

imaging has been a challenge. Since the QDs undergo a spectral shift of emission the 

choice of parameters becomes important. Parameters such as the spectral overlap, rate 

and amount of blueing, play key roles in choosing the dye as well as the filters. In fact 

since the QDs have broad excitation spectrum, they have to be imaged simultaneously. 

The first challenge for two-color QSTORM is to choose QDs that have distinct emission 

spectra, but which are still close enough to fit inside the wavelength range of the CCD. 

We started our experiments by using 545 nm and 655 nm QDs. We later switched from 

545nm QDs to 565 nm due to commercial availability, and then we switched from 655nm 
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QDs to 705 nm to minimize their emission spectral overlap. The emission spectrum of 

655nm QD is shown in Figure  3-1, in relation to 565nm QD and a 605/15 narrow-band-

pass filter. The emission overlap from the QD 565nm channel is non-negligible. 

Therefore we also changed the filter to 625/15 nm in addition to switching to QD 705nm.  

 

Figure  3-1 - Emission and absorption of QD 565 nm and QD 655 nm. The hashed area 
shows a 605/15 nm band-pass filter used initially for blueing.  

Measurements of emission and excitation spectra of the QDs used in this research 

are shown in Figure  3-2. The excitation spectra were acquired by measuring the emission 

at the nominal wavelength of the QD. The emission spectra of the QDs were measured 

while excited using 488nm light. The excitation spectrum of the 705nm QD shows a peak 

at 355nm. Measurement of emission using 355nm excitation light, indicate that two sizes 

of QDs were in the solution, with average wavelengths of 680nm and 704nm. However 

when excited with 488nm the QDs with average wavelength of 680nm dominated the 

emission. 
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Figure  3-2 - Excitation and emission spectra of antibody conjugated quantum dots.  

Figure  3-3 demonstrates the principle of two-color QSTORM. The emission 

spectra of QDs vary with particle size due to quantum confinement. For core/shell 

CdSe/ZnS quantum dots, under continuous illumination, the size of the CdSe core shrinks 

due to the photo-induced oxidation which results in the shift of the fluorescence emission 

to shorter wavelengths [108] as described in section  2.2.4.1. This effect is referred to as 

“blueing”. As shown in Figure  3-3, two sizes of CdSe QDs (QD 705 nm and QD 565 nm) 

are chosen as the probes, and two narrow bandpass filters (625nm center/15nm width and 

504nm center/12nm width) are used to collect the emission from the two QDs 

respectively. Due to the asynchronous blueing of the QDs, it is unlikely that multiple 

QDs within a diffraction-limited area will blue at the same speed and emit in the pass 

band simultaneously. Therefore individual QDs will be detected and localized. 
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Figure  3-3 – Schematic presentation of the blueing process for 565nm and 705nm QDs. 
Solid lines show the initial emission spectra of the QDs. Long and short dashed lines show 
the shifted emission spectra after a few thousand exposure cycles. The single and double 
hashed areas show the respective filters for the NIR and the visible wavelength QDs. 

3.2. Optical apparatus 

The optical system is shown in Figure  3-4. The microscope contains a deformable 

mirror (DM) at a conjugate plane to the back pupil plane of the objective. The DM is 

used to maintain a Strehl ratio of greater than 0.80. It is also used to induce Astigmatism 

for 3D imaging. For simultaneous imaging of the two channels a home-built optical 

splitter is placed to separate the two channels using a dichroic mirror. The emitted light 

from each channel is send to their corresponding narrow-bandpass filters (F1 and F2). 

Detailed drawing and pictures of the splitter are shown in appendix B. A neutral density 

filter was also used to attenuate the signal from the red channel, so that higher electron 

multiplying (EM) gain can be applied to the green channel, without saturating the red 

channel.  
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Figure  3-4 - Schematic of the optical setup. L1 and L2 are 350mm efl achromats. L3 is a 
100mm efl achromat. L4 is a 300mm efl achromat, and L5 is a 7.86mm asphere 

 

3.3. Single color Q-STORM sample 

In Figure  3-5, we show single-color STORM images of microtubules stained with 

565nm and 705nm QDs. These images show that 565nm and 705nm QDs perform 

equally well as labels for STORM. In Figure  3-5 (c-d), two individual microtubules are 

clearly separated which cannot be resolved in the widefield image. From measurements 

of individual QDs, we determine the lateral resolution to be 24nm. 
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Figure  3-5 - (a-b) STORM (left) and widefield (right) images of microtubules in HepG2 cells 
labeled with 565nm and 705nm QDs respectively. Scale bar is 2µm. (c-d) Widefield and 
STORM images of box 1 in (a). Scale bar is 500nm. (e) STORM image of box 2 in (a). Scale 
bar is 500nm. A cross section of a microtubule is shown in (f). The full-width half maximum 
is 38nm. (g) STORM image of box 3 in (b). Scale bar is 500nm. A cross section of a 
microtubule is shown in (h). The full-width half maximum is 35nm. 

 

 

Figure  3-6 - A Gallery of microtubule image sections labeled with (a) Alexa 488, (b) Alexa 
647, (c) 565nm QDs, and (d) 705nm QDs. Scale bars are 500nm. 
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A criticism of QD labeling is that the larger size of QDs will limit the achievable 

resolution due to the Nyquist sampling criteria [238]. We measure an average 

microtubule FWHM of 60±12nm from QSTORM images by performing Gaussian fits to 

the cross-section of 12 microtubules averaged over ~500 nm of length as shown in 

Figure  3-6. The best images produce a width of 46nm. This is slightly larger than 

previous measurements of the microtubule width from STORM imaging [108, 239] 

indicating that the QD size increases the effective width by ~10nm. The microtubule 

diameter is 25nm determined by transmission electron microscopy.[240] The size of 

quantum dots is only a few nanometers, but coatings for biocompatibility and 

functionalization are usually required for biology applications, which will increase the 

final labelling size to ~20nm, and the size of a typical IgG antibody is about 7 nm [241] 

Considering the size of primary antibodies and QD labeled secondary antibodies on either 

side of the microtubule, our measurements match the size of the labeled microtubule. By 

labeling microtubules using nanobodies, the diameter of microtubule has been measured 

as 26.9±3.7nm with single-molecule nanoscopy [242]. 

3.4. Comparison with Organic dyes 

Compared to organic dyes, QDs show remarkable photostability and brightness. 

Even though the intensity decreases during the blueing process, they still emit a large 

number of photons before being bleached. We compared QSTORM to STORM with 

Alexa 647, which is considered one of the most efficient cyanine dye labels for STORM 

imaging [243]. The cyanine dyes can be turned on and off reliably for hundreds of cycles 

before photobleaching, and the size of the dye molecule is very small, allowing high 

resolution STORM imaging [244, 245]. For QD blueing, each QD is detected only once, 
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but due to the high quantum yield, many photons can still be collected. Figure  3-7 shows 

the histograms of photon counts for the two QDs and Alexa 647. Comparing histograms 

of the Alexa 647 with the 565nm and 705nm QDs, we can see that there are more 

photons emitted from the QDs. We tested this by acquiring STORM images on 

microtubules of hepG2 cells stained with Alexa 647, 565nm QDs, and 705nm QDs. The 

average photon counts were 1414, 3753, and 7023 for Alexa 647, 565nm QDs, and 

705nm QDs, respectively. Accurate localizations by the large photon number is a major 

advantage of QSTORM imaging over other stochastic approaches using organic dyes or 

fluorescent proteins. The large photon count is even more important for obtaining high 

resolution in the presence of background fluorescence (from auto fluorescence or out-of-

focus fluorescence in thick samples). As we mentioned in section  2.5.1 large background 

reduces the accuracy of the localization, and hence worsens the resolution. We calculated 

the accuracy of localization for the QDs used in this study, as shown in Table  3-1. QDs 

provide at least a factor of two better accuracy of localization compared to comparable 

organic dyes. 

 

Figure  3-7 - Histograms of photon counts per switching event for (a) Alexa Fluor 647, (b) 
QD 565nm (c) QD 705nm. 
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3.5. Blueing Speed optimization 

An important aspect of the blueing process for single molecule localization is the speed 

of the photooxidation. If the molecules blue too quickly, then too many QDs will emit in 

the passband in each exposure, so the likelihood of detecting single QDs in a diffraction-

limited area will be too low and all the QDs will photooxidize too quickly resulting in too 

few localizations per raw frame. If the QDs blue too slowly, too few single QD emissions 

will be captured per frame. Then, the experiment will take too long resulting in too much 

mechanical drift during the measurements. The resolution of STORM imaging depends 

on both the photons collected from each QD and the number of localizations [238]. By 

controlling the blueing rate both can be improved. 

Here we show that the blueing speed can be optimized by optimizing the laser intensity 

and the mounting medium. The blueing behavior of QDs mounted in different 

concentrations of glycerol (0%, 10%, and 20% v/v) in PBS was characterized. With more 

glycerol, there is less Oxygen available for the photo-oxidation, and the QDs will blue 

more slowly. 

In Figure  3-8, we show STORM images obtained under different conditions. In 

Figure  3-8 (a)-(c), STORM images of microtubules labeled with 565nm QDs in different 

concentrations of glycerol are shown. With no glycerol in the mounting medium, there 

are an insufficient number of localizations (2,290 µm-2). The filamentous structure of the 

microtubules can be seen but the fidelity of the image is not good and many of the 

microtubules are discontinuous. The number of localizations is increased by adding 10% 

glycerol to the mounting medium (4,474 µm-2), and the intact microtubules network can 

be seen in Figure  3-8 (b). Increasing the concentration of glycerol to 20% did not change 



 

75 

 

the microtubule structure significantly. However, for the images of mitochondria which 

were labeled with 705nm QDs, the STORM image quality taken with 10% glycerol, 

Figure  3-8 (h), is not good enough to resolve the intact morphology of mitochondria even 

though it is a significant improvement over the sample mounted in PBS only, Figure  3-8 

(g). There are 553 µm-2 localizations with 10% glycerol compared to 289 µm-2 

localizations for PBS only. High resolution images of mitochondria were obtained with 

samples mounted in 20% glycerol, Figure  3-8 (i), with 1,658 µm-2 localizations. 

Increasing the glycerol concentration above 20% did not improve the imaging. With a 

50% glycerol concentration, the QDs were still blueing after 50,000 frames at 50 frames 

per second with many QDs still not having reached the passband. In Figure  3-8 (d)-(f) 

and (j)-(l), we show the average number of photons per localization against frame number 

for the STORM images in Figure  3-8 (a)-(c) and (g)-(i) respectively. With increasing 

amounts of glycerol the curve peaks later and spreads out indicating a slower blueing rate 

and more localizations at later times. Based on these results, the two color imaging 

discussed below was performed on samples mounted in 20% glycerol. 

Table  3-1 – Lower bound of resolution and accuracy of localization for 565 nm and 705 nm 
QDs. 

 

Wavelength 
of center of 
passband 
(nm) 

Number 
of 
collected 
photons 

Lower bound of resolution 
(nm) for different 

concentration of glycerol  

Accuracy of 
localization 
(nm) 

0 % 10 % 20 % 

QD 565 504 3753 5.5 4.2 3.1 6.44 

QD 705 625 7023 16.8 10.4 6.6 5.83 
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We further analyzed the QD blueing by calculating the ratio of localized QDs per frame 

to the total number of localizations, Figure  3-8 (m) and (n). This ratio represents an upper 

bound on the duty cycle — the number of emitting QDs to the total number of QDs. 

Along with photon emission and labeling density, the duty cycle, r, affects the possible 

resolution. The labeling density must be adjusted to avoid simultaneous emissions within 

a diffraction limited area. For higher values of r, the labeling density must be lower 

[246]. We calculate a lower bound on the resolution using equation 2.11 by using the 

maximum emitting fraction over the course of the measurement as 𝑟max.  

Using the data in Figure  3-8 (m) and (n), we calculate a lower bound on the 

resolution of both QDs for 0%, 10% and 20% concentrations of glycerol in PBS 

respectively. The localization software rejects all fluorescent spots which are too large or 

asymmetric, so the data represents to a high probability only single QD emissions. As 

demonstrated in Table  3-1 there is a considerable improvement in the resolution by 

increasing the glycerol concentration. Increase in the total number of localizations by 

decreasing the oxygen content of the mounting media is shown in Figure  3-8 (o). 
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Figure  3-8 - STORM images of microtubules labeled with 565nm QDs and mitochondria 
labeled with 705nm QDs in HepG2 cells in PBS mounting media with 0%, 10% and 20% 
concentrations of glycerol. (a-c) Images of microtubules in 0%, 10%, and 20% 
concentrations of glycerol respectively. (d-f) Plots of average photons per localization 
(averaged over 100 frames) vs. frame corresponding to (a-c). Color indicates number of 
localizations (g-i) images of mitochondria in 0%, 10%, and 20% concentrations of glycerol 
respectively. (j-l) Plots of average photons per localization vs. frame corresponding to (g-i). 
The colorbar indicates the number of localizations. At least 10,000 frames were collected in 
total for each experiment at a laser intensity of 3.65 kW/cm2. Scale bars are 2µm. (m-n) 
Average fraction of total localizations per frame. (o) Total number of localizations for 
different percentages of glycerol.  
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3.6. Efficiency of Blueing 

To measure the percentage of QDs that undergo blueing, a layer of 565nm IgG 

conjugated QDs were dried on a glass coverslip and mounted in a 20% glycerol / 80% 

deionized water solution. The QDs were imaged at 50 frames per second under 

continuous exposure to 10mW of 488nm excitation. A measurement consisting of 4 

cycles of blueing followed by a measurement at the original emission wavelength was 

performed. 5000 frames were measured with a 504nm/12nm filter followed by 500 

frames measured with a 580nm/60nm filter to detect remaining QDs. These 

measurements demonstrate that 95% of the QDs are blued in 5000 frames. The rate of 

blueing may be somewhat slower in cells as compared to directly exposed to the buffer. 

 

Figure  3-9. Percentage of blued QDs with emission between 550nm and 610nm (emission 
measured with a 580/60 nm emission filter) vs. the number of frames measured at 50fps. 
The QDs were continuously exposed to 10mW of 488nm excitation. 
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3.7. Practical calculation of resolution 

We measured the resolution of our localization from the fitting parameters by 

calculating the standard deviation of the uncertainty in the fit to a Gaussian for several 

single QDs in single color STORM images shown in Figure  3-10 (a) and (b). This 

method has also been used by Hoyer et al.[108] to find the resolution. The resolution of 

our imaging was found to be 24 nm laterally and 37 nm axially. 

 

Figure  3-10 - Shows a few single QDs used for the calculation of resolution. (a) and (b) show 
the samples stained with 565nm QD and 705nm QD respectively. The scale bars are 2 µm. 
(c-e) are the magnified images of 1-3. Scale bars are 500nm.  
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3.8. Chromatic Calibration 

200 nm TetraSpec™ fluorescent microspheres (Invitrogen) were diluted 1:100 to 

get a distribution of about 20 beads in an area of  380µm2 (excitation spot diameter 

22µm). The solution was dried on a No. 1.5 cover slip and mounted on a microscope 

slide using glycerol. The microspheres’ emission wavelengths include 515 nm and 680 

nm, allowing both channels to pass through the blueing filters. Both channels were 

excited using the 488nm laser, and the emission intensity of the channels was equalized 

by a neutral density (ND10) filter in the Green channel. To increase the signal to noise 

ratio, each location was imaged 100 times (at 33 frames per second) and averaged. 121 

locations on the slide (on an 11x11 grid) were imaged resulting in 1,928 microsphere 

localizations. In each image the microspheres were localized by Gaussian fitting. The 

difference in red channel and green channel location as a function of microsphere 

location (green channel) was then fit to a 2nd order polynomial as shown in Figure  3-11 

(a). For calibration of 3D imaging, astigmatism (0.8 radians RMS) was applied to the 

wavefront and the same procedure was repeated on 2,968 microsphere localizations, 

Figure  3-11 (b). The chromatic correction is demonstrated on microtubules doubly 

labeled with 565nm and 705nm QDs, Figure  3-11 (c-e). 
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Figure  3-11 - Chromatic correction of two-color STORM. (a) Two-dimensional chromatic 
correction calculated from a multicolor image of tetraspeck beads. (b) Three-dimensional 
chromatic correction. (c) Corrected images of microtubules labeled with 565nm QDs (blue) 
and 705nm QDs (green). Scale bar is 2µm. (d) Image of upper boxed region in (c). (e) Image 
of lower boxed region in (c). Scale bars in (c) and (e) are 1µm. 

3.9. Cross talk 

Figure  3-12 shows measurements of single-color STORM measured with both the 

green filter and the red filter, indicating that very few localizations are detected in the 

wrong channel. 705nm QDs are completely oxidized before the emission wavelength of 

the blueing QDs reaches the 504nm bandpass filter used to detect the blueing 565nm 



 

82 

 

QDs. The number of false positives in the blue channel from the 705nm QDs is less than 

0.3% (Table  3-2). The number of false positives is higher for the 565nm QDs in the red 

channel (1.35%) due to the tail of the unoxidized QDs overlapping the red filter. The 

majority of these false positives as shown in Figure  3-13 occur within the first 800 frames 

so the false positive rate can be reduced by dropping the first frames or simply waiting to 

start the measurement. 

 

Figure  3-12. Determination of crosstalk between the two channels. (a)-(b) STORM 
measurement of 565nm QD labeled microtubules in HepG2 cells. (a) Measurement in the 
blue-channel (504nm center, 12nm bandwidth). (b) Measurement in the red channel (625nm 
center, 15nm bandwidth). (c)-(d) STORM measurement of 705nm QD labeled microtubules 
in HepG2 cells. (c) Measurement in the blue channel. Almost no events are detected. (d) 
Measurement in the red channel. Scale bars are 2 µm. 

Table  3-2 – Analysis of cross talk between the two blueing channels.  

QD type Number of localizations Ratio 
(unwanted to 
wanted) G Channel R Channel 

565 812,227 11,075 0.013635 

705 4,836 1,807,726 0.002675 
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Figure  3-13 - Measurement of Crosstalk. The number of localizations for red and green 
channels are shown for microtubules of hepG2 cells stained with QD 705nm in (a) and with 
QD 565nm in (b). 

3.10. Multi-Color QSTORM Imaging.  

Here we use MTC02 antibody (as explained in section  2.7) for QSTORM SML 

imaging to demonstrate the morphology of mitochondria as well as their relationship with 

microtubules. Figure  3-14 shows multicolor widefield and STORM images presented at 

different scales. Compared to the widefield image, the STORM image provides more 

detail of the structures of the microtubules and the mitochondria as well as their 

relationship. The distribution and morphology of the mitochondria are also demonstrated 

in the STORM images. As can be seen in Figure  3-14, the mitochondrial distribution is 

heterogeneous, much denser near the nucleus where the energy requirement is higher 

[247]. Furthermore, heterogeneous mitochondrial morphologies — elongated, tubular and 

short, globular — are observed.  Most of the mitochondria, but not all, are in contact with 

and aligned along the microtubules, consistent with the fact that mitochondria are 

predominantly transported along the microtubule network in mammalian cells [248, 249]. 

The tubular mitochondria are often aligned along the microtubules (Figure  3-14 (d)), but 

it has also been reported that sometimes such connections between the mitochondria and 
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microtubule are noncontiguous, and such inchworm-like contact is considered to aid 

transport [236, 248]. Mitochondria are highly dynamic organelles that often change 

morphology; fusion and fission of mitochondria have been imaged over time by live 

confocal microscopy [250], as well as live STORM imaging [224]. In our work, we also 

observed that two mitochondrial compartments could be connected by a thin, extended 

tubular structure (Figure  3-14 (f)). Such tubular intermediates are not clearly resolved in 

the widefield images. 

 

Figure  3-14 - Two-color STORM images of QD565-microtubules (blue) and QD705-
mitochondria (red). (a) and (b) are widefield and STORM images respectively. Scale bars 
are 2µm. (c)-(d) Magnified images of the boxed region on the right in (a) and (b). Scale bars 
are 500 nm. (e)-(f) Magnified images of the boxed region on the left in (a) and (b). Scale bars 
are 500nm. 

3.11. Multi-Color 3D QSTORM Imaging by Astigmatism.  

We have also extended two-color QSTORM to three-dimensional imaging by 

applying astigmatism to the deformable mirror to create an astigmatic PSF [97, 131], as 

discussed in section 2.7. The results are shown in Figure  3-15. These images clearly show 

the three-dimensional arrangement of the microtubules and mitochondria although the 
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number of localizations is reduced compared to 2D STORM because of the larger 

astigmatic PSF. The 3D images give more details of the spatial relationship between the 

mitochondria and microtubules, which can be obscured in conventional or 2D STORM 

images. It can be clearly seen in the 3D images that the microtubule and mitochondrial 

networks are strongly interwoven with each other, and the mitochondria can be tightly 

wrapped around the microtubules rather than just attached to them. The interwoven 

structure between mitochondria and microtubules has also been observed by 4Pi 

microscopy using QD staining [251]. 
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Figure  3-15 - Three-dimensional STORM images of microtubules (blue) and mitochondria 
(red) in HepG2 cells. (a) large field of view. Scale bar is 2µm. (b)-(d) close-up images of the 
boxed regions in (a). Scale bars are 500nm. 

 

3.12. Conclusion 

In conclusion, we have demonstrated that super-resolution imaging with quantum 

dots can be extended to multiple colors without sacrificing resolution. We demonstrate 

that the quantum dot blueing process can be controlled to maximize the number of 

achievable localizations, and we report on careful measurements of the microtubule width 
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measured with QSTORM and demonstrate that indeed higher photon counts can be 

achieved with quantum dots. 

Here we have demonstrated multicolor QSTORM using two QDs that are far 

apart in initial wavelength allowing us to completely separate the blueing emission into 

separate channels.  
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4. ADAPTIVE OPTICS FOR MICROSCOPY 

All of the SML experiments demonstrated in the previous chapters were done on 

very thin biological samples with the plane of interest very close to the surface of cover 

glass. As the plane of interest goes further inside the biological sample, the PSF shape is 

deformed and the PSF peak intensity drops. This is because a biological sample is made 

of many different materials with different indices of refraction. The light that propagates 

through such media will be refracted and scattered. Luckily, using technology adapted 

from astronomy — Adaptive Optics (AO) — we are now able to compensate for these 

variations in refractive index. AO is now applied to many microscopy techniques. Several 

variations of correcting elements, wavefront sensing elements and techniques, as well as 

wavefront sensor-less approaches have been developed. In this chapter we first discuss 

more in depth the sources of aberrations. The discussion of correcting elements then 

follows. A discussion of direct and indirect wavefront measurement comes afterwards. 

And finally correcting algorithms will be discussed. 

4.1. Aberrations: Sources and models 

For a plane beam of light travelling in space, all continuous points with the same 

phase make a wavefront. Therefore, planes of the same phase are separated by intervals 

of the wavelength. A complex pupil function P defines the beam in the pupil by its 

amplitude 𝐴, and phase Ψ [252]: 
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 ( ) ( ) ( )( )0, , exp ,P r A r j rθ θ θ= Ψ +Ψ      (4.1) 

where Ψ0 is an arbitrary offset of the wavefront, and 𝛹(𝑟,𝜃) represents the deviations of 

phase due to aberrations. In an ideal infinity-corrected imaging system, a spherical 

wavefront made by a point source makes a flat plane-wave after being collimated by the 

objective. However, imperfections in the optical elements, misalignments, and changes in 

the indices of refraction of the biological sample cause non-uniform delays in the phase, 

such that each point on the wavefront becomes the sum of all the phase delays on its path 

[120, 253, 254]. The wavefront takes an irregular shape due to all the phase delays. With 

the irregular shape of wavefront, there is no guarantee that all the rays of light converge 

to a single point. The result is an aberrated PSF; the standard deviation s is increased and 

the intensity peak of the PSF N, decreased. We know from chapter 2 (section  2.5) that the 

resolution of SML is proportional to 𝑠 √𝑁⁄ . Therefore the aberrated wavefront directly 

affects the resolution.  

 

Figure  4-1 - Tomography reveals the variations of refractive index in throughout (a) a Hela 
cell and (b) a C.elegans worm. Adapted from [255]. 

4.1.1. Optical aberrations 

Imperfection in the optical elements and their misalignment cause some of the 

very common optical aberrations: defocus, astigmatism, coma, and spherical aberration, 

as shown in Figure  4-2. Tip and tilt corrections which are the main issues in astronomy 
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are not generally considered aberrations in microscopy. Now let’s define the terminology 

of some of the very common aberrations we are concerned with in this chapter and in 

chapter 5. One form of aberration is Defocus; as the name suggests it occurs when the 

focal plane is displaced from the imaging plane. The next one is Astigmatism, which is 

caused by a lens that lacks symmetry about the optical axis. The next aberration, coma, 

occurs when an off-axis point is imaged, and the PSF takes the shape of a comet. An 

important aberration that is especially important in high NA systems is Spherical 

aberration. The parabolic shape of a lens causes the angled beams in different distances 

from the optical axis do not converge to the same point. This is due to a curvature caused 

by the difference between the spherical wavefront and parabolic shape of the lens, which 

can be corrected by proper alignment. It also occurs when oil immersion objective lenses 

are used. The refractive index mismatch between the oil (or cover glass n = 1.52) and 

water (or biological sample n ≈ 1.33 - 1.47) [256] adds an additional curvature to the 

wavefront, which is directly transmitted to the back focal plane of the objective. All these 

aberrations are governed by Snell’s law. This becomes especially important for deep 

tissue imaging (>~50μm).  
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Figure  4-2 - Illustration of optical aberrations. (a) perfect focus, (b) Coma, (c) Spherical 
aberration, (d) Astigmatism. 

4.1.1. Aberrations in biological samples 
A biological sample can cause all the mentioned aberrations due to its geometrical 

shape, and the refractive index variations within the sample. Early attempts to 

characterize the deviation of the PSF from its actual position due to refractive index 

mismatches were done by simply using Snell’s law [257-259], as shown in Figure  4-3. 

This analysis assumes only one refractive index interface, which causes axial shift of the 

focus and if the interface is tilted there would be lateral shift as well. Therefore the ratio 

between the actual and nominal focal points can be given by: 

 2

1

nNFP AFP
n

=   (4.2) 
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Figure  4-3 - Focus through an aberrating medium. Nominal focal point (n), and actual focal 
point (a) are shown. 

The tomograms shown in Figure  4-1 however reveal more variations in the 

refractive indices of biological specimen. Even though the refractive index differences 

are small, they can have huge implications on the PSF. The biologically induced 

aberrations have been thoroughly analyzed and modelled in [121, 124, 260, 261]. To 

calculate an equation for an aberrated wavefront we should first find the phase of a plane 

which has travelled through the sample. The phase of point L(x,y,z) after passing through 

many layers of various indices of refraction 𝑛(𝑥�,𝑦�, 𝑧̃), can be determined by : 

 ( )( )  ( )
( ), , 2, , , ,

L x y z

F

L x y z n x y z dwπφ
λ

= ∫    (4.3) 

where 𝜆 is wavelength of the beam in free space, F is the focal point, and w is the 

geometrical path light travels governed by Snell’s law. The aberration of the wavefront 

from the ideal situation at plane z0 can be written as 
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 ( )  ( )  ( )( )
( )0, ,

0
2, , , , ,

P x y z

F

x y n x y z n x y z dwπ
λ

Ψ = −∫     (4.4) 

where n0 is the nominal refractive index of the propagating media without the aberrating 

media. To see the effect of the aberrating media on the PSF we can use the well-known 

equation relating the PSF to the pupil [262]: 

 ( ) ( )
2 1

2

0 0

1, , ( , ) exp cos
2

h u v P r j ur jvr rdrd
p

j θ θ j θ = + − 
 ∫ ∫   (4.5) 

Now by substituting 4.4 into 4.1, and the combination into 4.5, the PSF becomes: 

 ( ) ( )( ) ( )
2 1

2

0 0

1, , exp , exp cos
2

h u v j r j ur jvr rdrd
p

j θ θ j θ = Ψ + − 
 ∫ ∫   (4.6) 

This effectively relates the variations of phase to the PSF. In a recent study by Braat et al. 

[263] effects of small and large aberrations on the PSF and OTF are explained. 

4.1.2. Models of aberration 
Optical aberrations in systems with a circular pupil are usually defined using 

Zernike polynomials [118, 264]. Zernike modes are a complete set of orthogonal 

polynomials defined on the unit circle, which can be used to describe and evaluate optical 

aberrations [265].  

Other models of aberrations have also been developed, such as  Lukosz [266], 

Braat [267], and Lukosz-Zernike [265]. They are used to reduce the error of wavefront 

aberration approximations for large wavefront errors. 

Zernike polynomials are expressed by product of radial and azimuthal functions. 

They have three properties. First, they have rotational symmetry. Second, the radial 
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polynomial must be of degree of n, and should not have power less than m. And third the 

parity of the radial polynomial should match that of m. The polynomials are determined 

by: 

 ( )
( ) ( )

( ) ( )

0

0 : 2 sin

, 0 :
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where R is given by: 
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In this dissertation we follow the notation of the Zernike modes from [264]. The 

equations and their notations are tabulated in Table  4-1. Illustration of up to third order 

Zernike polynomials are shown in Figure  4-4. 

Table  4-1 - Table of Zernike polynomials. 

n m No. Equation Description 

0 0 0 1 Piston 

1 1 1 2𝑟 cos 𝜃 Tip 

1 -1 2 2𝑟 sin𝜃 Tilt 

2 0 3 √3(2𝑟2 − 1) Defocus 

2 2 4 √6𝑟2 cos(2𝜃) Astigmatism 90° 

2 -2 5 √6𝑟2 sin(2𝜃) Astigmatism 45° 

3 1 6 2√2(3𝑟3 − 2𝑟) cos(𝜃) Coma Vertical 

3 -1 7 2√2(3𝑟3 − 2𝑟) sin(𝜃) Coma Horizontal 

4 0 8 √5(6𝑟4 − 6𝑟2 + 1) Spherical 
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3 3 9 2√2𝑟3 cos(3𝜃) Trefoil 

3 -3 10 2√2𝑟3 sin(3𝜃) Trefoil 

4 2 11 √10(4𝑟4 − 3𝑟2) cos(2𝜃) 2nd Astigmatism 90° 

4 -2 12 √10(4𝑟4 − 3𝑟2) sin(2𝜃) 2nd Astigmatism 45° 

5 1 13 2√3(10𝑟5 − 12𝑟3 + 3𝑟) cos(𝜃) 2nd Coma Vertical 

5 -1 14 2√3(10𝑟5 − 12𝑟3 + 3𝑟) sin(𝜃) 2nd Coma Horizontal 

5 0 15 √7(10𝑟6 − 10𝑟4 + 12𝑟2 − 1) 2nd Spherical 

  

 

Figure  4-4 – Illustration of Zernike polynomials,  𝒁𝒏𝒎.  
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Now if we have a known aberration, the coefficient of each mode can be 

determined by performing the following transform: 

 ( ) ( )
1 2

0 0

1 , ,i iM r Z r rd dr
π

θ θ θ
π

= Ψ∫ ∫   (4.9) 

Likewise, a wavefront can be produced by superposing modes with known 

coefficient. This is mainly used for wavefront sensor-less sensing and correction. 

 ( ),c i i
i

r M ZθΨ =∑   (4.10) 

4.1.3. Strehl ratio 
A measure of quality for an optical system is the Strehl ratio [262]. The Strehl 

ratio is the ratio between the intensity maxima of an aberrated and a perfect PSF. The 

Strehl ratio can be determined by [122]: 

 
( ) ( )( )

( )

21 2

0 0
21 2

0 0

, exp ,

,

A r j r rdrd
S

A r rdrd

p

p

θ θ θ

θ θ

Ψ

=
 
 
 

∫ ∫

∫ ∫
  (4.11) 

Although this equation can be used for calculation of Strehl ratio, for faster 

estimation the following approximation can be used [116]: 

 21S σΨ≈ −   (4.12) 

where 2σΨ  is the variance of the wavefront. This is a very useful approximation; however, 

it can only be used for small aberrations (< 0.6 rad), since it becomes zero at 1 rad of 

wavefront error. Marechal’s approximation uses a similar approach with lower error: 
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  (4.13) 

In another study by Mahajan [268] another approximation is suggested for 

aberrations higher than 0.5 radians, for lower error:  

 ''' 2exp( )S σΨ= −   (4.14) 

4.2. Correcting elements 
In this section we introduce the technologies most commonly used for 

compensation of wavefront error; Spatial light modulators, digital micro mirror device, 

and Deformable mirrors.  

4.2.1. Spatial Light Modulators 
A Spatial Light Modulator (SLM) is an array of pixels where each can modulate 

either the phase, or amplitude, or polarization of the incident beam. It can therefore be 

used to compensate for the distortions on the wavefront, by applying phase delays [269, 

270]. SLMs are pixelated liquid crystal devices and are commonly used in the television 

industry. Liquid Crystals (LC) have characteristics between those of a liquid and a solid 

crystal, which gives them tunable optical properties such as birefringence. SLMs are 

either transmissive or reflective. The transmissive type uses liquid crystal technology and 

is called a LC-SLM [271]. While the reflective type employs liquid crystal on silicon 

technology and is called a LCOS-SLM [272]. Each pixel of a typical SLM consists of 

two polarizers, transparent electrodes, and the LC material. The two polarizers are placed 

in a perpendicular configuration to normally block light that is passed through the other 

one. The Molecular orientation of a twisted nematic aligned LC, which is the most 

commonly used type, is a helical structure. The electric field applied controls the 
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polarization deviation of the incident light. By applying appropriate voltage the 

polarization can change from 0° (completely blocked), to 90° (completely passed). Gray 

values can be made depending on the depth of modulation. Vertical and parallel nematic 

alignments can also be used with slightly different configuration. This configuration is 

suitable for Amplitude modulation, which requires linearly polarized incident light [273, 

274]. 

For phase modulation, the second polarizer must be removed so that only a phase 

delay is applied. The twisted nematic alignment produces a change in the polarization, 

which is not desirable. Therefore for phase only modulation, a vertical or parallel nematic 

alignment is more suitable. Although SLMs can effectively apply phase differences, their 

slow speed (~ 100 Hz), wavelength dependent phase change and their sensitivity to the 

polarization of the incident wave, has made their application limited [119].  

4.2.2. Digital Micro-mirror devices 
Due to the slow speed of SLMs, digital micro-mirror devices (DMD) have been 

employed to speed up the process of correction. DMD technology is used in projectors, 

where an image is made by applying a binary pattern on an array of micro mirrors 

(pixels). Although in projection applications different shades of gray are produced by 

changing the on/off duty cycles of each pixel, for phase modulation a holographic 

technique called binary phase modulation [275] can be used. It has been used for 

correction of scattering media by passing parts of the beam with acceptable phase, and 

blocking the rest [276]. 
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4.2.3. Deformable mirror  
Deformable mirrors (DM) are optical elements with flexible reflecting surface. 

The shape of the surface of the mirror can therefore be modified to compensate for the 

wavefront error by adjusting the path length. Behind the reflecting surface of the DM, 

there are several actuators that can apply deformation to the reflected wavefront. Based 

on the spacing of the actuators (pitch) and their range of movement (stroke) they can be 

placed in two main categories of tweeter and woofer. Like in audio system where a 

tweeter produces high pitch sounds, and the woofer makes the low-pitch ones; higher 

order modes can be corrected by tweeter DM, and the low order ones by woofer. Two 

main types of DM exist, segmented, and continuous surface [277].  

 

Figure  4-5 - Segmented piston/tip/tilt DM. (Credit: Iris AO) 

There are two types of segmented DMs. The first segmented DMs could perform 

forward and backward motion (piston), where only one actuator is involved. Another type 

which emerged later is the DM that that each segment could perform piston, tip and tilt 

with 3 actuators involved in operation of each segment. Segments in this type are usually 

hexagonal, as shown in Figure  4-5. This type can produce shapes with less error than the 

piston type. The drawback is that the time consumption for calculation of each actuator 

for several thousand segments. Since the segments work independently of each other, 
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they can be used for correction of higher order aberrations, although it causes diffraction 

problem. The diffraction occurs since each segment acts as a slit.  

 

Figure  4-6 - Illustration of different types of DM, and their adaptability to low and high 
order shapes of wavefront. (a) piston only (b) piston, tip, and tilt (c) continuous surface. 

Green line represents the incident wavefront. 

Different types of DM are shown in Figure  4-6. In addition to segmented DMs, 

there are continuous surface DMs. The actuators behind the surface control the shape of 

the mirror. Therefore the actuators cannot independently apply deviations to their part of 

the surface. For each actuator an influence function (or poke function in some literature) 

can be derived. The inner product of the influence function I and the actuators matrix A 

gives the phase: 



 

101 

 

 c I AΨ = ⋅   (4.15) 

This equation can be inversed to produce the actuator matrix, for a desired phase: 

 ( ) 1

cA I
−

= Ψ   (4.16) 

 

Figure  4-7 - Influence function of a few of the actuators poked, acquired by applying 0.02V 
to the actuator under investigation. 

One may think that continuous surface DM provide the lowest error than the other 

types since they are not segmented and should possibly match the shape of the aberration 

perfectly, however because they are usually used for lower order aberration corrections, a 

segmented piston tip and tilt DM provides lower error for higher order correction. For 

astronomy purposes the fitting error is approximated for Kolmogorov atmospheric 

turbulence model. We reproduce it here for comparison of different DM types. The fitting 

error is given by [116]: 

 

5
3

2 2

0
F F

da rad
r

σ
 

=  
 

  (4.17) 

where 0r  is the coherence length - Fried parameter or “seeing cells size” - that defines the 

maximum diameter of a collector allowed before distortions limit its performance, Fa  is 

the fitting error coefficient, d is the sub aperture size for the mirror, and rad the radius of 

the DM. Hardy AO book has evaluated the errors for each type, which we reproduced 
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here as Table  4-2. Using the fitting error the effect of DM as a high pass filter can be 

interpreted. It means that lower spatial frequencies are corrected to pass higher spatial 

frequency components. The spatial bandwitdth of the filter is given by 01 r . The 

coefficient presented in Table  4-2 can be used to equate the number of segments N 

needed for each type to achieve the same amount of correction, using the following 

equation: 
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1 1

2 2

F

F
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 
=  
 

  (4.18) 

For example, comparing the continuous surface DM and piston only with circular 

segments, we see that ( )
6

51.07 50.28 = times more segments are required. We can also 

see that Piston/tip/tilt DM produces better accuracy. It has to be noted that these 

approximation are based on atmospheric turbulence models, and not directly applicable to 

biological aberrations. 

Table  4-2- Fitting error coefficient for various types of DM. Source: [116] 

DM type Coefficient Actuators per segments 

Piston only (square segments) 1.26 1 

Piston only (circular segments) 1.07 1 

Piston/tip/tilt (square segments) 0.18 3 

Piston/tip/tilt (circular segments) 0.14 3 

Continuous surface 0.28 1 

 

 The actuators based on the application can be electromagnetic, piezo, or MEMS 

based. Their speed and hysteresis is a basis for selection of each type. Another type of 
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DM is bimorph, which uses two attached plates of piezoelectric wafers. By applying 

voltage to the combination, one contracts while the other expands, which causes 

curvature on the surface. 

4.3. Correction strategy 
The configuration of the AO system and the correction strategy will depend on 

the microscopy approach. Two-photon microscopy only requires correction of the 

excitation path so that the scanning excitation beam is focused as narrowly as possible. 

The emitted photons are all collected at a Photon-multiplier tube (PMT). Confocal and 

SIM techniques require wavefront correction on both the excitation and emission paths, 

since both are equally important in acquiring a sharp PSF. In widefield and SML 

imaging, only correction in the emission path is required because they illuminate a large 

field of view, and therefore the excitation path does not affect the emission PSF. Also in 

epi-fluorescence mode, since the excitation and emission use the same path, correction of 

the wavefront in the emission path automatically corrects the excitation path. 

4.4. Wavefront measurement 
In this section we introduce different types of wavefront measurement methods. 

We can put these methods into two main categories, direct and indirect. The former 

category involves using a sensor. Wavefront sensors were employed in astronomy as 

early as the 1950’s. The Foucault Knife-edge test [114], and the shearing interferometer 

[278] were used to measure tip/tilt. The Shack-Hartman wavefront sensor (SHWS) [279], 

Pyramid [280], and curvature sensor [281], are some of the direct wavefront sensing 

methods used in astronomy. In microscopy the SHWS [282, 283] is used for many 
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modalities. In this section we introduce this method, as well as coherence-gated 

wavefront sensing [128], and the Pyramid wavefront sensor.  

The latter category without the use of sensors, exploits spatial information 

acquired by images to measure the wavefront - with or without manipulation of the 

wavefront. Methods such as phase-retrieval, phase diversity, hill climbing, modal 

wavefront optimization, and machine learning algorithms are of this type.  

4.4.1. Direct measurement 

4.4.1.1. The Shack-Hartmann Wavefront Sensor 
The Shack-Hartman wavefront sensor (SHWS) was R. Shack’s improvement to 

the original aperture arrangement proposed by Hartman in 1900. The SHWS is the most 

common type of wavefront sensor used in microscopy [254]. It has been applied to 

widefield [282, 284], two-photon [127, 285, 286], confocal [287, 288], and light-sheet 

microscopy [289]. The SHWS uses an arrangement of micro-lenses as shown in 

Figure  4-8 to measure the gradient of the wavefront. The figure shows a flat wavefront as 

a green line. Each lenslets focusses a portion of the wavefront to a spot. When the 

wavefront gets aberrated, the position of each spot moves according to the gradient of the 

wavefront in the back pupil plane of the lens, in x,y plane. Knowing the position of the 

ideal PSF, and the deviated PSF we can reconstruct the wavefront.  
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Figure  4-8 - Schematic operation of Shack-Hartman wavefron sensor. The green stars show 
the position of PSFs for ideal flat wavefront. The red pentagon show the location of PSFs 

made by aberrated wavefront. The displacement from the ideal flat wavefront correspond 
to the gradient of the wavefront.  

A point source is required to make the flat wavefront at the back pupil plane of 

the SHWS. In astronomy, natural or synthetic guide stars (point sources at infinity) are 

used as the point source. In microscopy since natural guide stars do not exist, synthetic 

guide stars (SGS) have to be made. Synthetic guide stars have been made using auto-

fluorescence [127] from the biological material, fluorescence from staining of sparse 

structures [288, 290], or micro-beads [284, 288, 291, 292].  

Several methods have been used for reconstruction of the wavefront, such as least 

squares, Fourier based methods, and correlation approaches. The sensitivity of SHWS 

depends on the aperture size of the lenslets. However, a balance between the aperture size 

and the number of lenslets that fit in a back pupil plane has to be kept to avoid aliasing 

and still have the minimum error [293, 294]. 
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4.4.1.2. Coherence gated wavefront sensing 
In coherence-gated wavefront sensing (CGWS), an interferometric approach is 

employed to create a SHWS that redues the effect of out of focus light, to perform 

measurements deeper inside a sample. A low coherence length source is used in an 

interferometric phase-shifting arrangement [128, 295, 296]. A main problem with the 

traditional SHWS comes from the low NA of the lenslets which make it less sensitive to 

the depth variation of the aberrations, which is very important in microscopy. The CGWS 

takes advantage of interferometry to image the phase of the backscattered light. The 

depth dependent can therefore be adjusted by modification the reference arm. With the 

imaged phase, the wavefront can now be reconstructed using a virtual one [128, 297, 

298]. 

4.4.1.3. Pyramid 
The Pyramid wavefront sensor (PWS) uses the principle of the knife-edge test to 

produce the gradient of the wavefront [280]. The PWS uses a pyramid prism to produce 

four images with gradients in opposing directions and angles, as shown in Figure  4-9. 
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Figure  4-9 - Pyramid wavefront sensor. The wavefront is focused to the tip of a pyramid 
prism to make four gradient images. The images are then mixed to reconstruct the 
wavefront. Adapted from [280]. 

The images can be computationally mixed to reconstruct the wavefront. 

Compared to a SHWS, the PWS provides higher sensitivity and less susceptibility to 

aliasing [280, 299]. In contrast to the SHWS its sensitivity is not limited by the low NA 

of the lenslets or the number of apertures. In microscopy it has been applied for phase 

imaging [300], therefore it has a high potential to be applied to wavefront sensing for 

other modalities. 

4.4.2. Indirect measurement 

4.4.2.1. Phase retrieval 
Phase retrieval is a wavefront sensorless –image based- technique that takes an 

iterative approach to minimize the error between an approximated wavefront and the 

actual one based on the measured 3D PSF [301-303]. An ideal complex pupil function is 

first assumed, and the PSF is calculated from it. The amplitude of the measured PSF then 

replaces the approximated PSF, although the phase function stays the same. Now an 
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inverse Fourier transform is applied. Using a priori knowledge of NA and wavelength, 

out of pupil components can be masked out to satisfy the constraints. The same procedure 

can be iterated to reduce the error to a satisfactory point. In our SML experiments without 

active AO, we have used this techniques, as described in [304] using fluorescent beads to 

correct the instrument’s wavefront aberrations.  

4.4.2.2. Phase diversity 
Phase diversity is technique that exploits a known aberration applied to the 

system, to estimate the wavefront aberrations. Unlike the phase-retrieval technique, phase 

diversity can be  used with extended (incoherent) images [305, 306]. The application of 

phase-diversity in 3D microscopy is discussed in [307]. 

4.4.2.3. Modal-based optimization 
The two methods we just described apply known aberrations (defocus or 

otherwise), computational analysis of acquired images then produces the aberrated 

wavefront. The methods we present in this section and section 4.2.2.5 apply a known 

aberration and use image based metrics (that will be discussed in section 4.5) to evaluate 

the quality of the outcome. The phase of the applied aberration can be produced using 

equation 4.10. Several variations of model-based optimization are approached and 

applied to different modalities [308-313]. In general, images are acquired with a 

combination of several modes of an orthogonal model (Zernike or Lukosz) with different 

coefficients applied to the pupil. The images are evaluated using a metric to find the best 

coefficient of each mode. The choice of a suitable metric and the model are important in 

these methods to get the most spatial information without photo-bleaching of the sample. 
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A commonly used algorithm is Parabolic optimization [314] that approximates 

aberrations by measurement of the effect of applying three coefficients of a Zernike 

mode, and applying a parabolic fitting to it. This method requires a temporally constant 

object, so that the measurements are referenced correctly. The accuracy of this method 

can be affected with low SNR and temporally varying objects. This process is shown in 

Figure  4-10. The coefficients must be applied in reasonable intervals, to be able to find 

the center of the parabola.  

 

Figure  4-10 - Parabolic optimization approach. 3 measurements of aberration in reasonable 
intervals are performed. By applying a parabolic fitting the coefficient of the mode is 
defined. 

4.4.2.4. Pupil segmentation 
Pupil segmentation method measures the phase error by breaking down the pupil 

into several sub-regions. By illuminating only a sub-region of the back-pupil plane at a 

time, the deflection of the emitted fluorescence light from its supposed position when 

there is no aberration is measured. The acquired data is then used to reconstruct the whole 

wavefront. It has to be noted that Pupil segmentation does not use aberration models. 

This method is applied to two-photon [315, 316] and widefield [317] microscopy. 
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4.4.2.5. Machine learning methods 
Most of the methods mentioned before require samples that are non-varying 

temporally, to be able to acquire enough information to measure the wavefront error. 

Machine learning algorithms such as Genetic algorithms or Particle Swarm Optimization 

(PSO) can break this limitation by techniques that make them prone to dynamic sample 

variations. Genetic Algorithms (GA) are well suited to both dynamic slowly varying 

aberrations and noisy measurements [318]. GAs have been used for AO correction in 

confocal and two-photon microscopy [319, 320], and for wavefront shaping to focus light 

through turbid media [318, 321]. A particular challenge in wavefront correction during 

SML imaging is the stochastic nature of the single molecule emission. Only a few 

fluorophores are emitting in any raw frame, and the number of photons emitted is highly 

variable, following exponential or Erlang statistics. This gives SML a dynamic 

characteristic that cannot be optimized with many of correction algorithms. In chapter 5 

we present our implementation of a GA as well as PSO for optimization of aberration in 

thick samples.  

4.5. Metrics for sensorless correction 
An image-based metric is required as measure of the quality of the wavefront in 

many iterative wavefront correction schemes. Different features of an image are used, 

such as maximum intensity, total fluorescence intensity, image sharpness, and Fourier 

components; corresponding the imaging modality. In confocal and multiphoton 

microscopes, the total fluorescence intensity measured at a particular point is used [322, 

323]. The mean image intensity has been used with two-photon microscopy [324]. In 

widefield microscopy, the maximum intensity of the image (or an image region) has been 

used as a metric [325]. Metrics based on the low-frequency spatial content of the image 
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and the image sharpness are also engaged in microscopy [130, 326, 327], which are again 

intensity dependent.  

In another approach, sharpness metric was used. The sharpness metric high-pass 

filters the Fourier transform of an image, performs a summation, and normalizes by the 

total of the frequency components [133]. The metric S is defined by: 
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  (4.19) 

where I is the Fourier transform of the image, with n and m coordinates,  

( )' 1 / 2totaln n n= − − ,  ( )' 1 / 2totalm m m= − − , and ω  is the radius of the threshold. This 

metric weights high frequency components the most, which are the parts with lower 

signal to noise ratio. Therefore the metric is vulnerable to noise. 

 For SML imaging however, the metric must be intensity independent due to 

fluctuations in the intensity of the blinking fluorophores. It must also be less prone to 

noise, because we are dealing with information from single blinking with typically 

limited number of photons. In chapter 5, we introduce a Fourier metric that exploits the 

high spatial frequency components, and to remove the intensity dependency normalizes it 

to the total fluorescence intensity. 

4.6. Control system 
An AO system can be configured as an open-loop or closed-loop control system. 

In open-loop approaches, the wavefront is measured once using direct or indirect 
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methods, corrected using the correction element, and for the rest of the imaging it is not 

measured again. The closed-loop approach is when the wavefront is measured constantly 

and the output is used to improve the error, or adapt to a changing environment such as 

dynamic aberration induced by in vivo sample. The closed-loop configuration was first 

implemented in microscopy using guide stars, either back scattered light [286] or 

fluorescent beacons [126, 292]. Sensorless AO can also work in a closed-loop system, 

and phase retrieval and modal-based approaches have been used [322, 328]. 

4.7. Conclusion 
We described AO methods that were originally developed for astronomy, and 

their implementations in Microscopy. We showed that a wavefront can be severely 

aberrated by biological samples, as well as traditional sources of aberration such as 

imperfections in optical components and their misalignment. Correcting elements that are 

usually used for compensation of the aberrations were presented. Direct and indirect 

wavefront measurements were described, as well as metrics used for indirect 

measurements. In the next chapter we present our implementation of machine learning 

algorithms to wavefront correction for real-time SML data acquisition. 



 

113 

 

 

 

5. Implementation of AO for SML using machine learning 
algorithms3,4 

In this chapter we present our implementation of machine learning algorithms to 

compensate for wavefront aberrations in real-time during SML imaging of thick 

specimens. The use of AO with SML has been reported in [131-133]. AO was used to 

correct for static system aberrations and to apply astigmatism for 3D SML but was not 

used for correction during STORM. Here we demonstrate that even in a relatively thin 

sample, imaging through the nucleus, AO-SML can improve the imaging. We further 

demonstrate AO-SML by imaging neuropeptides in the Drosophila brain through ~50µm 

of tissue. A particular challenge in wavefront correction during SML imaging is the 

stochastic nature of the single molecule emission. Only a few fluorophores are emitting in 

any raw frame, and the number of photons emitted is highly variable, following 

exponential or Erlang statistics. Therefore, many of the approaches that have been used in 

sensorless AO will be unsuccessful with raw SML images. Here we develop a novel 

Fourier based metric that is relatively independent of the intensity fluctuations. We 

successfully combine this metric with two machine learning methods, Genetic algorithms 

and Particle swarm optimization. 

                                                 
3 Reproduced in part with permission from: K. F. Tehrani, J. Xu, Y. Zhang, P. Shen, and P. Kner, 
"Adaptive optics stochastic optical reconstruction microscopy (AO-STORM) using a genetic algorithm," 
Opt. Express 23, 13677-13692 (2015). 
 http://dx.doi.org/10.1364/OE.23.013677 
 
4 Reproduced in part with permission from: K. F. Tehrani, J. Xu, and P. Kner, "Wavefront correction using 
machine learning methods for single molecule localization microscopy," (2015), pp. 93350L-93350L-
93358. Copyright 2015 Society of Photo-Optical Instrumentation Engineers. 
http://dx.doi.org/10.1117/12.2077269 

http://dx.doi.org/10.1364/OE.23.013677
http://dx.doi.org/10.1117/12.2077269
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Genetic Algorithms (GA) are well suited to both dynamic slowly varying 

aberrations and noisy measurements [318]. GAs have been used for AO correction in 

confocal and two-photon microscopy [319, 320], and for wavefront shaping to focus light 

through turbid media [276, 318]. GAs work on an evolutionary scheme. A population of 

random wavefronts is generated and then evaluated. In each transition to the next 

generation, the population is bred and mutated and then re-evaluated. By keeping the 

improved wavefronts in the population, GAs converge to a final wavefront with the best 

performance after several iterations. Because the wavefront is varied in a random 

dynamic manner, and not incrementally, GAs are well suited to dynamic and noisy 

conditions. 

Particle Swarm Optimization (PSO) is from a family of Swarm algorithms with 

roots in the ‘collective intelligence’. When a large number of homogeneous agents in an 

environment join together to solve a problem, it is a form of collective intelligence. The 

algorithms are used in nature by groups of animals to solve problems such as foraging for 

food. Swarm intelligence is also an adaptive strategy, as are evolutionary algorithms, and 

therefore can be applied to the problem of dynamic aberrations induced by biological 

samples [329, 330].  

We first present simulations of SML to show the effect of aberrations on the 

resolution of SML. We then discuss the metric. This is followed by a section on GA, 

including an explanation of the algorithm, simulations and experimental results. A similar 

section on PSO comes afterwards. In each of these two sections we demonstrate 

wavefront correction in different systems: the system aberrations, a round worm, a thin 
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cell, and the Central Nervous System of a Drosophila embryo. And finally we discuss the 

effect of aberrations on resolution, and give our discussion. 

5.1. Simulations of SML with aberrations 
To illustrate the effects of aberrations and to test and optimize our algorithms, we 

developed a simulation of SML imaging. A wavefront was generated from an array of 

 Zernike modes, with the amplitude of each Zernike selected from a Gaussian 

distribution with standard deviation,  where w is the average root mean square 

wavefront error. The back pupil plane wavefront corresponding to the emission from a 

single fluorophore at the origin is then generated, with the radius of the wavefront 

determined by the numerical aperture and the phase of the wavefront calculated from the 

sum of the Zernike modes corresponding to the aberration. The intensity of the 

fluorophore’s emission was determined from an exponential distribution with an average 

value corresponding to the average number of photons generated by the fluorophores. An 

image of each fluorophore is generated by scaling the wavefront by the square root of the 

intensity, and then multiplying the wavefront by a phase term  , to place 

the center of emission at the position, (x,y), of the fluorophore (using the Fourier Shift 

Theorem) where p and q are the Fourier transform coordinates, corresponding to the 

position in the back pupil plane. 

ZN

1/ 2/ Za w N=

( )( )exp 2 j px qyπ +
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Figure  5-1 – Simulations of SML with the Genetic Algorithm. A SML dataset was generated 
without aberration. One raw frame is shown in (a), and the reconstructed image is shown in 
(b). 1824 points were localized. (c) Reconstruction of a SML dataset with 0.8 radians rms 
wavefront error. 941 points were localized with lower accuracy than the previous case. 
Scale bars are 250nm. 

The wavefront aberration was generated from the first 15 Zernike modes. To test 

the effect of aberrations, we generated two SML datasets of a circle with a radius of 

250nm consisting of 2000 raw frames. 1000 particles were placed on the circle, and, in 

each frame, a subset of them determined by a Poisson distribution with mean 3, were 

emitting photons. No aberration was applied to the first dataset (a single raw frame is 

shown in Figure  5-1(a)). However, a 0.8 radian RMS wavefront error was applied to the 

second dataset. As can be seen in the reconstructed images from the two datasets, shown 

in Figure  5-1 (b-c) respectively, the reconstructed image without aberrations shows a 

uniformly distributed circle, whereas the second dataset shows lower accuracy of 

localization. The degradation of the PSF also affects the number of localizations; without 

aberrations, 1824 points were localized, whereas only 941 points could be identified from 

the aberrated dataset. We also performed Fourier Ring Correlation (FRC) [217, 331] 

analysis (as explained in section  2.5.3) on the image stacks with and without aberrations. 

The resolution with no aberration applied was 19.55 nm, whereas with 0.8 radian 

aberration applied the resolution was 118.06 nm, which shows a considerable disparity in 
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the localization accuracy. We further tested the effect of a known aberration on the 

resolution by performing FRC on simulations with different amounts of defocus with all 

other aberrations set to zero. The results are shown in Figure  5-2. Figure  5-2 (g) shows 

that the resolution is reduced by a factor of 3 by applying 1.2 radians of defocus. 

 

Figure  5-2 -- Simulations of the effect of defocus on the resolution. (a-f) show 
reconstructions of simulated stacks with 0.2, 0.6, 0.8, 1.0, 1.2, and 1.4 radian rms wavefront 
error respectively. (g) plot of the resolution of each simulation calculated using Fourier ring 
correlation analysis. Scale bars are 250nm. 

 

5.2. Merit function 
Many iterative wavefront correction schemes use metrics related to the intensity. 

In confocal and multiphoton microscopes, the total fluorescence intensity measured at a 

particular point is used [322, 323]. The mean image intensity has been used with two-

photon microscopy [324]. In widefield microscopy, the maximum intensity of the image 

(or an image region) has been used as a metric [325]. Metrics based on the low-frequency 

spatial content of the image and the image sharpness are also intensity dependent [130, 

326, 327].  
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However in real time wavefront correction for SML imaging an intensity 

independent metric is needed due to the large fluctuations in the intensity of single 

blinking fluorophores. Figure  5-3(a) shows the maximum intensity of a wavefront 

corrected Quantum Dot (QD) blueing SML dataset [332]. As can be seen in the figure, 

due to blueing, the average intensity of the fluorophores increases first, and then starts to 

decrease. Similarly a dataset with blinking Alexa 647 dyes in SML imaging buffer 

(MEA) is shown in Figure  5-3 (b), where the intensity of individual images fluctuates 

with σ/μ ~0.19. The corresponding histograms are shown in Figure  5-3 (c-d), which show 

that the fluorophore photon counts follow exponential distributions (an exponential curve 

fit is shown). For an exponential distribution, σ/μ=1. Hence an intensity independent 

algorithm is essential for wavefront correction in real time SML imaging.  
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Figure  5-3 - (a-b) Maximum intensity of SML data sets with corrected wavefront using 
Quantum Dot blueing and Alexa dye blinking respectively, with their corresponding 
histograms shown in (c-d). Simulations of 10 blinking molecules on a circle for 1000 frames. 
The average intensity of each molecule follows an exponential distribution. The value of the 
FM metric (arbitrary unit a.u.) and maximum intensity (photons) for each frame are shown 
in (e-h) for average photon counts of 100, 500, 1000, 5000 respectively. (i) In each frame a 
Zernike mode amplitude is varied from –10 to 10 radians, and the maximum image 
intensity (left axis, black) and the FM (right axis, blue) are measured. (The Zernike modes 
correspond to the following aberrations: 3 – defocus; 4, 5 – astigmatism; 6, 7 – coma; 8 – 
spherical aberration; 9, 10 – trefoil.) 

We propose a spatial frequency based metric in which the high frequency content 

of the image is normalized by the total intensity. The metric, FM, is defined as 
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where is the Fourier Transform of the image, , and circ() is the 

circle function [333]. is the Gaussian function, 
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2
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  (5.2) 

where σ is the standard deviation of the Gaussian distribution. The standard 

deviation of the Gaussian function is set to 0.4 µm-1 which was determined empirically to 

block out the low frequencies containing background fluorescence. We refer to the metric 

as the Fourier Metric (FM). The FM measures the high frequency content of the image 

normalized by the total intensity. A flat wavefront increases the high-frequency response 

of the OTF, so the FM value will increase as the wavefront is improved. The metric is 

different than other approaches such as the sharpness metric [133]. The FM uses a high-

pass filter so that the higher spatial frequencies are weighted roughly equally whereas the 

sharpness metric weights the highest spatial frequencies the most, and these are the 

frequencies where the optical transfer function is the weakest. This helps the algorithm 

guide its way to the optimum wavefront. 

The metric was tested using a series of simulations on blinking fluorophores with 

exponential intensity distributions and no wavefront aberration. Results from simulations 

on a set of blinking fluorophores in a circle with average photon counts of 100, 500, 

1000, and 5000 are shown in Figure  5-3 (e-h). A background of 1000 photons/pixel is 

( ),I m ν ( ),I x y

( ),G m ν
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added and Poisson noise is added to the entire image. With the background, the metric 

ranges from a low of about 0.2 to about 0.7. 

The normalized standard deviations of the maximum intensities are 0.017, 0.12, 

0.18, and 0.33. The normalized standard deviations of the Fourier Metric are 0.004, 

0.005, 0.011, 0.031, which is about a factor of 10 lower than the deviation of the 

maximum intensity. We further tested the metric on a single intensity invariant 100nm 

fluorescent microsphere. Zernike mode amplitudes were scanned from -10 to 10 radians, 

and the maximum intensity of the fluorescent microsphere image was compared to the 

Fourier Metric demonstrating that the FM is peaked at zero wavefront aberration.   

5.3. Genetic Algorithm 
Genetic Algorithms are methods of machine learning that use an evolutionary 

approach to solve optimization problems that are not easily solved analytically. 

Aberrations in biological samples can have a dynamic characteristic and can be difficult 

to characterize due to weak signals. Furthermore, for aberrations larger than a few 

radians, the optimization problem is nonlinear [322]. Therefore, GAs are a suitable 

solution for minimizing the wavefront error. 

Genetic algorithms can be applied to systems which have four criteria for 

evolutionary systems: the ability to reproduce, e.g. having genes, a population of 

individuals, variety among the population and differences in fitness. To apply GAs to 

wavefront optimization, we expand the wavefront in the Zernike basis. (We use the root 

mean square (RMS) normalized Zernike modes with the ordering from [334].) The genes 

of the algorithm are the coefficients of the expansion, and an individual is a specific 

wavefront with a specific set of Zernike coefficients. A population is generated from a 
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random distribution of Zernike coefficients over a prescribed range and successive 

generations of wavefronts are generated by mixing the genes of individuals in the 

previous generation. The fitness of each wavefront is evaluated using an image quality 

metric so that the wavefronts that improve the correction are preferentially selected for 

generating the next generation. In this way, the wavefront optimization problem satisfies 

the criteria for a GA [335].  

 

Figure  5-4 - (a) Block diagram of the Genetic Algorithm. Different values of mutation and 
cross over ratios affect the number of generations the algorithm requires to converge to an 
optimized steady state. (b) Graphical presentation of the Genetic algorithm. Several 
Zernike modes (genes) comprise an individual wavefront. A population of individual 
wavefronts is generated and evaluated. A new generation is then generated through the 
mutation and crossover processes. (c) Bar graph shows the generation number when the 
algorithm has converged to 90% of its final value for different settings. In T1 to T4, the 
mutation ratio is kept constant at 0.1 and the cross over ratio is increased from 0.2 to 0.8. In 
T5-T7, the cross over ratio is kept constant at 0.8, and the mutation ratio is increased from 
0.2 to 0.6. 



 

123 

 

As shown in Figure  5-4 (a), the algorithm starts by generating N wavefronts with 

random Zernike coefficients. The random coefficients have a uniform distribution over a 

pre-determined amplitude range. The number N is determined by the number of Zernike 

modes used to describe the wavefront. N should be large enough to provide variety 

among the population, and small enough not to slow down the algorithm by requiring too 

many measurements. A smaller value of N increases the chance that the algorithm fails to 

converge. We used a robust value of 10 times the number of Zernike modes for N. After 

the initial population is generated, each individual wavefront is evaluated using the 

metric and a fitness value is assigned to each wavefront. Then a new generation is created 

by the mutation and crossover of the individuals from the previous generation. This 

algorithm we use is known as a non-dominated sorting genetic algorithm [336]. The 

mutation process randomly selects three individuals a, b, c, each represented by their 

coefficient vectors, and generates a new individual d, using polynomial mutation [337]:   

   (5.3) 

where mtr is the mutation ratio. The crossover process is then applied between 

each individual in the population, a, and the new mutated individual d, in which the genes 

— the Zernike coefficients — of the mating individuals are exchanged with a probability 

determined by the crossover ratio cxr. The two processes are applied to each individual, 

a, to create the new generation. The new generation is now evaluated, and the fitness 

value of each new individual d, is compared to the fitness of its parent, a. Only 

individuals with improved fitness will pass on to the next generation, otherwise the 

previous individual passes on to the next generation. This process is illustrated in 

Figure  5-4 (b). 

( )d a mtr b c= + × −
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We optimized the values of mtr and cxr for fastest convergence of the algorithm 

through a series of simulations. We found that with a crossover ratio of 0.8 and a 

mutation ratio of 0.1 the algorithm reaches 90% of its steady state value in less than 20 

generations, as shown in Figure  5-4 (c). With mutation ratio values higher than 0.5 the 

system can become unstable since the coefficients of the individual d can be considerably 

larger than the original coefficients. We also found that the mutation value should be 

variable to avoid large fluctuations of the wavefront as the algorithm converges to the 

optimum. This is particularly important in real time correction and imaging, since we 

would like a lower variation of the wavefront when the Strehl ratio is high. We define the 

mtr as a function of the standard deviations of fitness values of the previous generations 

using the following equation:  

 [ ]( )
max

1 expn
n c

mtr
mtr

C t t
=

+ − −   (5.4) 

where tc is a threshold to keep the value of mtr low, and tn is the slope of the decay 

of the previous generations standard deviation. tn is calculated by linear regression over 

the past m generations, using the following formula:  
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gi is the generation number and yi is the corresponding standard deviation value. 

We chose the maximum mtr to be 0.2 so that mtrn stays within an optimum region. C 

defines the slope of the the quasi-linear region at the center of the sigmoid function. A 

typical value for C is 50 to provide enough sensitivity for the mtr.  
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5.3.1. Simulation of GA-AO correction for SML 
We continued by simulating the correction of wavefront aberrations using our 

Genetic Algorithm during the acquisition of a SML dataset. The implementation of the 

genetic algorithm we use is the open-source Python package, DEAP [338].  For the 

simulated object, 1000 fluorophores were placed on a circle with a 0.25μm radius. A 

random aberration, consisting of the 12 Zernike modes from 3 to 15, was applied to the 

wavefront. The amplitude of each mode was generated from a uniform distribution. The 

GA was run over the first 5400 frames to reach 90% of its optimized steady state. For 

each raw frame, a number of emitting fluorophores was generated from a Poisson 

distribution with mean 10. Then this number of fluorophores was randomly selected from 

the list of fluorophores in the simulated object. The simulated PSF of each emitting 

fluorophore was generated from the wavefront consisting of the initial wavefront 

aberration and the wavefront applied by the GA. The intensity of each PSF was selected 

from a Gamma distribution with shape factor k=2.5. Gamma distribution was applied 

because we were able to fit the intensity histogram of the dyes with it. The very first 

frame without correction is shown in Figure  5-5 (b). After about 45 generations the 

algorithm converges to a well-corrected steady state, Figure  5-5 (c & d). In the last 

10,000 frames, the relative fluctuation, , of each Zernike mode coefficient was less 

than 1%. The rms wavefront error has improved from the 2.18 radian initial wavefront 

error to 0.27 radian after correction, which corresponds to a 0.93 strehl ratio.  

σ m
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Figure  5-5 – Simulation of AO-correction using Genetic Algorithm for SML. The GA was 
applied to a SML simulation with a random induced aberration consisting of Zernike 
modes 3 to 15 with an RMS wavefront aberration of 0.9. A graph of the FM (arbitrary 
units, a.u.) and Maximum Intensity (photons) versus Generation is shown in (a). (b) The 
first frame of the dataset without correction. (c) A corrected frame from the 50th 
generation. (d) The reconstructed image from the last 10,000 frames (after convergence). 
Scale bars are 250nm. 

 

5.3.2. Experimental result of GA-AO-SML correction for SML 
First we tested GA-AO-SML on a single fluorescent microsphere on the coverslip 

and then fluorescent microspheres under a C. elegans roundworm. Next we applied GA-
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AO-SML to imaging of microtubules through the nucleus of a hepG2 cell and imaging of 

neuropeptides inside a single neuron in a Drosophila (fruit fly) brain lobe. 

5.3.2.1. System Aberrations 
First we applied the algorithm to the problem of “flattening” the deformable 

mirror (DM) and correcting system aberrations. When all the DM actuators are set to a 

0V actuation voltage, the mirror surface is not flat and will cause significant aberrations. 

To determine the DM settings that would flatten the mirror and correct system 

aberrations, we applied the GA-AO-SML algorithm to a sub-diffraction fluorescent 

microsphere attached to a coverslip at the focal plane of the objective lens. In Figure  5-6 

(a) the initial PSF with an uncorrected deformable mirror can be seen. The Genetic 

Algorithm converged in about 20 generations to the desired PSF as shown in Figure  5-6 

(b). The removed aberrations, shown in Figure  5-6 (c), represent the aberrations from the 

DM and the instrument. A small defocus is due to the microsphere being not exactly at 

the focal plane. We also performed Phase retrieval analysis (section  4.4.2.1) before and 

after the GA correction. The Strehl ratio had an improvement from 0.59 before the 

correction to 0.81 after.  
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Figure  5-6 - (a-c) Genetic Algorithm corrects aberrations induced by the optical 
components. PSF of a 200nm fluorescent microsphere is shown before and after correction 
in (a) and (b) respectively. The bar diagram of corrected Zernike modes is shown in (c). The 
scale bars are 1µm. (d-f) Aberrations induced by C. elegans worm. Images of before and 
after correction, and the bar diagram of corrected Zernike modes are shown in (d),(e), and 
(f) respectively. Scale bars are 5µm. 

We compare our GA correction with parabolic optimization [314]. We performed 

10 point measurement on a search space from –π to π radians, on 12 Zernike modes (3 to 

15). The coefficient of each mode was found using parabolic fitting. This process was 

iterated 5 times to find the optimum wavefront. The Strehl ratio was improved from the 

initial 0.59 to 0.75 after the correction. 

5.3.2.2. Correction of aberrations induced by a roundworm 
We further tested the algorithm by inducing aberrations using a C. elegans 

roundworm which has a roughly cylindrical cross-section. Due to the shape of the worm, 

the main aberrations induced are defocus, astigmatism and coma. Figure  5-6 (d) shows an 

initial image of fluorescent microspheres imaged through the worm with the wavefront 

corrected for the system aberrations. The box in the image shows the Region Of Interest 
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(ROI) used to calculate the FM. In less than 30 generations the GA converges to 80% of 

its optimum, and we can see the resulting image in Figure  5-6 (e), where the PSFs under 

the worm are corrected but the ones outside of the worm are now aberrated. This 

correction was again started with all DM actuators set to 0V. Figure  5-6 (f) shows the 

difference in the correction due to the worm; we have subtracted the corrections required 

to flatten the mirror. Figure  5-6 (f) demonstrates that the sample induced a large defocus, 

and, due to the almost diagonal orientation of the worm, both horizontal and vertical 

astigmatism. 

5.3.2.3. Real time wavefront correction of SML on a thin cell 
We imaged microtubules stained with 565nm Qdots in hepG2 cells. hepG2 cells 

are thin tissue culture cells (under 10µm). Although the whole cell can be imaged with 

SML [236], the nucleus of the cell induces defocus and astigmatism. Figure  5-7(a) shows 

a widefield image. The ROI in Figure  5-7(a) indicates the region under the nucleus where 

AO-SML imaging was performed. As can be seen in the image, the area is not very clear, 

and the microtubules on the opposing side of the nucleus are not resolved. The resulting 

SML image can be seen Figure  5-7(b). The corrected Zernike coefficients are presented 

in Figure  5-7 (c). 0.3 radians of Z3 corresponds to less than 100nm of defocus. A total 

wavefront aberration of 0.39 radians RMS was removed. Assuming a 0.85 Strehl ratio 

after correction which is typical of our system, this would correspond to a 0.53 Strehl 

ratio before correction, calculated using the Marechal approximation [339]. 
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Figure  5-7 -  Real time wavefront correction using AO-SML on the microtubules under the 
nucleus of a hepG2 cell. (a) widefield image (b) SML image reconstructed from the frames 
after the algorithm reached an optimized steady state (c) Bar diagram of the aberrations 
removed.  Scalebars are (a) 5µm, (b) 2µm. 

5.3.2.4. Real time wavefront correction of SML on a thick tissue 
Recognition and measurement of neurotransmitters is a subject of interest in 

neuroscience. Considered as a good model system, the Drosophila larval CNS is simpler, 

but contains most neurotransmitters found in mammalian systems. These 

neurotransmitters regulate important biological processes in a similar manner to their 

homologs in mammals. Among them, Neuropeptide F, the Drosophila homolog of 

neuropeptide Y, is involved in a wide variety of biological processes like foraging 

behavior, circadian rhythm, and stress. We applied SML imaging on an NPF-positive 

dorsal lateral soma (dlNPF) and the NPF-positive boutons of dorsal medial soma in the 

suboesophageal ganglia (SOG), both of which are located about 50µm deep inside the 

tissue [340].  

We first tested SML imaging on the tissue without correction. A wide field image 

of a bouton in the Ventral Nervous Cord (VNC) region without correction is shown in 

Figure  5-8(a), and the SML image in Figure  5-8 (b). The SML reconstruction only 

localized 10.47 fluorophores per square micrometer. 
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Figure  5-9 shows AO-SML on a NPF-positive soma in an intact Drosophila brain 

lobe. An uncorrected widefield image is shown in Figure  5-9(a). The GA converged in 

about 5000 frames to 90% of its optimized steady state. The frames after that are used to 

reconstruct the SML image shown in Figure  5-9(b). The reconstruction has a localization 

density of 543 fluorophores per square micrometer, more than 50-fold more than the 

reconstruction in Figure  5-8. Due to the thickness of the sample a larger defocus was 

induced as well as astigmatism, shown in Figure  5-9(c). Since the fluorescence from NPF 

is only expressed in a single focal plane, including defocus helps with controlling the 

focus at the right plane during the time consuming process of SML imaging; 1.1 radians 

of Z3 still only corresponds to ~220nm of defocus. However, it has to be noted that with 

samples that have fluorescence from several planes defocus must not be included in order 

to avoid convergence of the algorithm to another focal plane. A total RMS wavefront 

aberration of 1.49 radians was removed. If we don’t include the defocus term, the RMS 

wavefront aberration removed was 1.06 radians. The corresponding Strehl ratio with 

aberrations is 0.107 including defocus. Without the defocus term the Strehl ratio is 0.32.  

 

Figure  5-8 - SML image without AO correction on the Drosophila CNS. (a) widefield image 
of a bouton in the Ventral Nervous Cord. (b) The corresponding SML image. Only 1359 
fluorophores could be localized. Scalebars are 2µm. 
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Figure  5-9 - Real time wavefront correction using AO-SML on the Drosophila CNS. (a) 
widefield image of a soma in a Drosophila brain lobe. The ROI indicates the area where the 
FM was evaluated. (b) Reconstructed SML image from frames after the algorithm reached 
an optimized steady state. (c) Bar diagram of the aberrations removed. Scalebars are (a) 
2µm, (b) 1µm. 

5.4. Particle Swarm Optimization 
The algorithm works by collective intelligence, as mentioned before, which 

means that the particles travel through the search space to find areas that most of the 

population find to be advantageous as determined by some scoring method. Each particle 

has a personal memory of the best position it has visited, and also has access to the 

memories of the other particles. Then, due to their common memory, they converge to 

the best position. This is similar to the problem of food foraging, where the animals 

search their territory to find a place with food and direct the rest of the population to that 

place. The PSO however suffers from outdated memories and loss of diversity which can 

prevent a PSO from solving dynamic problems. These difficulties have been addressed 

by several approaches that refresh or erase the memory of the population after a given 

number of iterations, and that re-diversify the population through randomization or other 

methods [341].  

Here, since we are solving the problem of several aberrations using Zernike 

polynomials, each particle is a wavefront made of Nz Zernike modes. The particles fly 
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over the Nz dimensional search space, searching for the best fitness value. After the 

evaluation of the wavefronts, a new generation is made by updating the speed and 

position of the particles. This process repeats until it converges to an optimum solution, 

or the maximum number of generations reached. The implementation of the PSO we use 

is the open-source Python package DEAP [342].  

The algorithm starts by generating the initial population of particles, within the 

search area. The population size is typically about 20. Particles are given random values 

of position and speed. The Fourier Metric (FM) is used to evaluate the wavefront and 

give fitness value to the particles. Then the speed and position of the particles are updated 

using equations 1 and 2 below.   

   (5.6) 

  

   (5.7) 

 

where vi is the speed of the ith particle at time t. r1 and r2 are random coefficients with a 

uniform distribution over the search range. Pi(t) is the position of the particle at time t. 

pi
best , and pg

best are the particles’ personal best position and the best position for the entire 

group of particles. As shown in the diagram in Figure  5-10, after the update of particles, 

if the condition such as the maximum number of generation, or a suitable standard 

deviation is met, the algorithm exits. 

( ) ( ) ( )( )( ) ( )( )( )1 21 best best
i i i i g iv t v t r p p t r p p t+ = + × − + × −

( ) ( ) ( )1i i ip t p t v t+ = +
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Figure  5-10 – Diagram of Particle Swarm Optimization 

5.4.1. Simulation of PSO-AO correction for SML 
We ran the algorithm for 100 generations, using the FM metric and the image 

generation method explained above, on a group of 10 PSFs blinking on a circle with a 

radius of 1µm. Figure  5-11 shows the results of the simulation. In Figure  5-11 (a) the FM 

is shown versus generation. We can see that the output of the metric has increased and 

the standard deviation of the metric values has decreased. Figure  5-11 (a) shows that after 

about 35 generations the metric has converged to an optimum value. An image from an 

early generation is shown on the left, and the image of a single PSF after convergence is 

shown on the right. In Figure  5-11 (b) the value of one coordinate is shown for all the 

particles as the particles converge to their final position.   
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Figure  5-11 - Simulation of a group of molecules in a circle with radius of 1µm. The number 
of emitting fluorophores is determined by a Poisson distribution, and the fluorophores 
intensity is determined from an exponential distribution. (a) Plot of the FM vs. generation. 
The standard deviation, maximum, minimum and average metric values for each 
generation are shown. (b) Plot of the 𝒁𝟐𝟐 term of the wavefront vs. frame for all the particles. 

5.4.2. Experimental result of PSO-AO-SML correction for SML 
First we tested PSO-AO-SML on a single fluorescent microsphere on the 

coverslip and then fluorescent microspheres under a C. elegans roundworm. Next we 

applied PSO-AO-SML to imaging of microtubules through the nucleus of a hepG2 cell 

and imaging of neuropeptides inside a single neuron in a Drosophila (fruit fly) brain lobe. 
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5.4.2.1. System Aberrations 
Figure  5-12 shows the results of the experiment on a 100 nm fluorescent bead. 

The algorithm starts with a random population. 12 Zernike modes were corrected from 

Defocus Z3 to second-order coma Z14. The image on the left is from an early generation 

before the optimization converged. On the right, the image of the fluorescent bead is 

shown after the correction. The algorithm ran for 100 generations and reached an 

optimum value within 25 generations. Each generation in this experiment included 25 

measurements. The values of r1 and r2 were 2.0. Velocity range was from -0.5 to 0.5, and 

the position range was from -10 to 10 radians. The peak of intensity increased 3.96 times 

from the first generation. The removed wavefront error was 1.2 radians. Phase retrieval 

after the correction revealed 77% Strehl ratio. 

 
Figure  5-12 - PSO on a single bead. (a) a frame from an early generation. (b) corrected PSF. 
(c) Zernike coefficients of the correction. Experiment was performed with particles placed 
in position range from -10 to 10 radians. Velocity range was from -0.5 to 0.5. Population size 
was 25. Values of r1 and r2 were 1.0 and 2.0 respectively. Sigma of the correction was 0.4 
μm-1. Exposure time was 50 ms, and emgain 250 was used. 470 nm LED was used for 
illumination. Scale bars are 500nm. 

Next the algorithm was applied to blinking quantum dots dried on a coverslip. We 

applied defocus to sample. Figure  5-13 (a)-(c) show initial, midway and final images of 

the acquired dataset. As can be seen in Figure  5-14 (a), the standard deviation of the FM 
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value has dropped to almost zero at the 20th generation. It shows the convergence of the 

algorithm within 500 frames (25 frames per generation).  

 

Figure  5-13 - Wavefront correction for blinking QDs. (a) shows the initial random 
wavefront. (b) shows an image in the 20th  generation, and (c) is an image from the 80th 
generation. Scalebars are 2µm. 

 

Figure  5-14 - (a) Statistical presentation of Fourier metric values for each generation. The 
maximum intensity of each frame is also plotted. (b) The Zernike coefficients for the 

optimum correction. 

5.4.2.2. Correction of aberrations induced by a roundworm 
Next we applied our PSO to aberrated PSFs due to a C.elegans roundworm. We 

corrected 6 zernike modes; Defocus, Astigmatism (90°, 45°), Coma (horizontal, vertical), 

and Spherical aberration. The population size was 25. Both r1 and r2 were 1.0. Particle 

positions ranged from -10 to 10 radians, and their velocity from -0.1 to 0.1. The results 
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are shown in Figure  5-15. The removed aberrations from the worm were 0.65 radians, 

which translates to 35% Strehl ratio before correction. 

 

Figure  5-15 - 200nm YG beads under C.elegans roundworm. The ROI used for correction is 
shown as a box in (a) and (b). Aberrated PSFs are shown in (a). After correction PSFs are 
shown in (b). We can also see the increase in intensity. (c) shows the coefficients of the 
Zernike modes corrected. Scale bars are 2 um. 

 

5.4.2.3. Real time wavefront correction of SML on a thin cell 
With the two previous experiments we showed that the algorithm works very well 

with steady and dynamic intensity samples. In this next experiment we performed PSO-

AO-SML on a thin cell. We imaged microtubules of a Hela cell stained with 565 nm 

QDs. With the same approach as explained in section  5.3.2.3, we applied AO-PSO to the 

nucleus of the cell. 6 Zernike modes were corrected. The population size was 25. Values 

of r1 and r2 were 1.0, and 2.0 respectively, which gives twice weight to the swarm’s best 

position compared to the individual’s. Particle positions ranged from -10 to 10 radians, 

and their velocity from -0.1 to 0.1. And the sigma of the merit function was 0.74. The 

results are shown in Figure  5-16. This experiment was done with a baseline of a corrected 

wavefront and the amount of removed wavefront error was 0.1 radians. The amount of 

corrected error is not significant due to the shape of the nucleus in the ROI. 
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Figure  5-16 – (a) widefield image. The ROI is shown in the white box. (b) shows the final 
SML image; reconstructed using the frames after correction. (c) shows the coefficients of 
the zernike modes. Scale bars are 1 um. 

 

5.4.2.4. Real time wavefront correction of SML on a thick tissue 
We tested PSO-AO-SML on NPF-positive boutons in a Drosophila CNS. A 

discussion of the Drosophila CNS is presented in section  5.3.2.4. The population size 

was 25. Values of r1 and r2 were both 1.0. Particle positions ranged from -5 to 5 radians, 

and their velocity from -0.1 to 0.1. The sigma of the merit function was 0.4. The results 

are shown in Figure  5-17. This experiment was done with a baseline of a corrected 

wavefront for system’s aberration. An rms wavefront error of 0.69 radians was measured, 

which corresponds to a 39% Strehl ratio before correction.  
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Figure  5-17 – AO-PSO-SML applied to a Boutan in the VNC region of Drosophila brain. A 
widefield image before correction is shown in (a). (b) shows the corrected SML image; 
reconstructed using the frames after convergence. And (c) shows the coefficients of the 
Zernike modes. Scale bars are 1µm. 

5.5. Resolution enhancement due to wavefront correction 

An increase in the Strehl ratio increases the number of photons in the PSF, 

decreases the PSF width, and decreases the number of background photons. Without any 

contribution from background fluorescence, the localization precision in SML imaging is 

given by [343] 

   (5.8) 

where s is the PSF width and N is the number of photons. We can ignore the 

contribution to the precision due to the finite pixel size, because it is negligible for a 

Nyquist sampled pixel size, . If the Strehl ratio is reduced by a factor of p, this 

results in a reduction in the number of photons in the PSF by ~p as well, so the 

localization accuracy will be reduced by  due to the loss of photons in the PSF core. 

A random wavefront aberration will leave the PSF core intact but create a broad base, so 

we do not include a change in s in our resolution estimate [344]. Thus a Strehl ratio of 

sx
N

∆ ≅

~ / 4NAa λ

p
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0.85 reduces the accuracy by ~8% and a Strehl ratio of 0.32 reduces the accuracy by 

~77%.  

The photons that are lost from the PSF core contribute to the background 

emission so that, even in the absence of background fluorescence, the localization 

uncertainty will be increased by a background fluorescence term which contributes a 

variance per pixel of: 

   (5.9) 

where A is the area over which the lost photons are distributed and dx is the pixel 

dimension;  is the number of scattered photons per pixel. We estimate the Area to ~1.3 

µm2 based on simulations using the measurements of wavefront aberrations through 

tissue by Schwertner et al. [122]. Inserting Eq. (7) into the equation for localization 

precision from [343], we arrive at the estimate 

   (5.10) 

With this additional term, a Strehl ratio of 0.85 reduces the accuracy by ~10%, 

and a Strehl ratio of 0.32 reduces the localization accuracy by a factor of ~2.0. From the 

results shown in Figs. 6 and 7, it is clear that the improvement in the image is greater than 

simply a factor of 2. The background fluorescence in the Drosophila CNS is not 

negligible (as in the calculation above), and the wavefront correction improves the image 

not only by improving the localization accuracy but also by increasing the number of 

positive localizations which clearly affects the resolution. Nevertheless, Eq. (8) provides 

an estimate of the change in localization precision due to a change in Strehl ratio, p. 
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5.6. Conclusion 
In this section we presented the successful implementation of two machine 

learning algorithm using a novel correction metric. The Metric uses a high pass filter to 

measure the high frequency components of the Fourier transform. To make it intensity 

independent, it is normalized by the sum of all frequency components. GAs uses an 

evolutionary approach to solve a problem with dynamic features. Here, since fluorophore 

blinking has dynamic characteristics, GAs are very well suited to our requirements. Using 

GAs we could optimize the aberrations within 5000 frames. PSO is from the family of 

collective intelligence, which means that the algorithm uses the memory of the particles’ 

and the swarm’s positions to find an optimum solution to a problem. Using PSO we were 

able to improve the convergence to within 500 frames. We show at least a factor of two 

improvement in the resolution using the two algorithms. 
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6. DISCUSSION AND CONCLUSION 

We have demonstrated that SML imaging with QDs can be extended to multiple 

colors without sacrificing resolution. We demonstrate that the QD blueing process can be 

controlled to maximize the number of achievable localizations, and we report on careful 

measurements of the microtubule width measured with QSTORM and demonstrate that 

indeed higher photon counts can be achieved with quantum dots. We demonstrated 

multicolor QSTORM using two QDs that are far apart in initial wavelength allows us to 

completely separate the blueing emission into separate channels.    

We have presented two approach for correcting wavefront aberrations 

dynamically during SML imaging by combining a Genetic algorithm and Particle Swarm 

Optimization with a novel fitness metric that is insensitive to large intensity fluctuations. 

The genetic algorithm is further refined to reduce the mutation rate and population 

variability as the wavefront aberration approaches the corrected state, allowing the 

images to be used for both wavefront correction and the STORM reconstruction. We first 

applied this approach to flattening the DM and correcting system aberrations while 

imaging a 100nm fluorescent microsphere. We then corrected the aberrations due to 

imaging 100nm fluorescent microspheres through a roundworm. The same experiments 

were also performed using particle swarm optimization. 

Applying the approach to SML, we imaged microtubules in hepG2 cells and 

corrected the aberrations due to imaging through the cell nucleus. While STORM can be 
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done through the whole cell without AO [345], removing the sample’s aberrations 

corresponds to a RMS wavefront improvement of 0.39 radians. This corresponds to a 

modest 10% improvement in localization accuracy as we calculated above. We showed 

the results of AO-SML on NPF imaged in the cell soma approximately 100μm inside an 

intact Drosophila brain lobe. Here the aberrations removed correspond to an RMS value 

of 1.49 radians, corresponding to an improvement in localization accuracy of a factor of 

~4. The overall improvement in the image is greater than this because the correction not 

only improves the localization accuracy, but increases the number of localizations as 

well. The GA converged in about 5000 frames, but this could be improved by optimizing 

the starting population. 

We have applied Particle Swarm Optimization sensorless AO to real-time SML 

microscopy with a robust and efficient metric that is relatively insensitive to the large 

intensity fluctuations inherent in SML imaging. By performing PSO we were able to 

reach an steady state within 500 frames, which helps preserve more blinking events for 

reconstruction of the final image. We have demonstrated this approach on 2D STORM 

images, but our approach should be well-suited to volumetric STORM imaging in which 

the image plane is stepped through the sample. As the image plane moves into the 

sample, the aberrations will increase but the GA and PSO approaches are well-suited to 

correct these slowly varying dynamic aberrations and astigmatism can also be 

dynamically added for 3D STORM [131]. 

In conclusion this work can be continued in several ways. For the Q-STORM 

microscopy, one way that the great promise that QDs give for higher resolution SML 

imaging can be fulfilled by extending it to more than two colors. One possible way can 
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be by coating the QDs with polymers to delay their blueing. Therefore the emission from 

the additional channels would pass the filter at a later time that the prior channels are 

blued. The drawback of this approach is that it makes the QDs larger and harder to get to 

their target proteins inside a cell or tissue, as well as increasing the linkage error of 

staining.  

The AO for SML imaging can also be approached in several ways. Using 

wavefront coding I suggest application of low order Bessel beams (a vortex beam) to 

reduce the conical shape of the illumination 3D PSF to its outer shell. This approach 

helps to remove the out of focus illumination and therefore reducing the background 

noise, which directly improves the resolution. 

One extension of the AO for wavefront sensorless correction approaches that we 

showed in this dissertation is by using wavelets as metric. Wavelets have been used to 

improve the thresholding of PSF in SML image reconstruction [223]. They have potential 

to be used as intensity independent metric for the iterative wavefront correction 

approaches. Another possible way to extend AO for SML is by applying phase-retrieval 

or phase diversity techniques to real time imaging. The speed of the techniques can be 

improved using GPU (graphical processing unit) image processing. Since SML provides 

PSFs phase-retrieval can potentially be applied.  
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APPENDIX A. SAMPLE PREPARATION 

5.1. A.1. Fluorescent Microspheres 

100nm Yellow-Green Fluorescent microspheres were purchased from Life technologies. 

The Microspheres were dried on a number 1.5 coverslip. The coverslip was sonicated in Sodium 

hydroxide (J.T. Baker) for 30 minutes followed by 30minutes sonication in 98% Ethanol (J.T. 

Baker) after washing 3 times in deionized water. The coverslip was mounted on a slide using 

glycerol.  

5.2. A.2. Sample preparation of microspheres under a C. elegans sample 

 

15µl of a solution containing 200nm yellow-green fluorescent microspheres (Invitrogen) 

diluted by a factor of 105 in deionized water, was dried on an electrostatically charged glass slide 

(Shandon Colorfrost from Thermo Scientific). C. elegans roundworms were then placed on the 

slide on the dried layer of microspheres and fixed with Tetramisole solution, and a no. 1.5 

coverslip was fixed on top with nail polish.  

5.3. A.3. Tissue culture cells 

HepG2 (ATCC) cells were cultured in ATCC-formulated Eagle's Minimum Essential 

Medium with 10% fetal bovine serum (FBS). The cells were plated onto a PLL (Poly-L-Lysine) 

coated glass-bottom dish at an initial confluency of about 50% and cultured for one day to let the 

cells attach to the dish. Hela cells were cultured in Dulbecco’s Modified Eagle Medium (Thermo 
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Fisher Scientific MT15-013CV with Glutamine and high glucose) with 10% FBS, 1% 

penn/strep, and 1% Amphotericin B. The cells were cultured on treated 5ml vented flasks 

(Corning), up to 90% confluency.   

To immunostain,the cells, the culture medium was aspirated, and the cells were washed 

with Phosphate-Buffered Saline (PBS) once and fixed in a 1:1 Acetone / Methanol solution for 

10 min. After 3 washes with PBS, the cells were blocked by incubation with blocking buffer, 

consisting of 6% Bovine Serum Albumin (BSA) and 10% normal serum in PBS, for 2 hours. 

Then the blocking buffer was aspirated, and the cells were incubated with Anti α-Tubulin Rabbit 

primary antibody (abcam) diluted in 6% BSA at 4°C overnight. Then the cells were washed 3 

times with the washing buffer for 10 minutes per wash. Then Qdot 565 goat F(ab')2 anti-rabbit 

IgG conjugate (H+L) (Life Technologies) secondary antibody was added to the sample in 6% 

BSA and incubated for 2 hours, protected from light. The cells were washed again 3 times with 

washing buffer (0.2% BSA and 0.5% Triton X-100 in PBS) and 1 time with PBS for 10 minutes 

per wash and stored in PBS before imaging. Immediately before imaging, the buffer was 

switched to a solution containing 20% glycerol (v/v) for preserving QDs from fast oxidation 

[332]. 

5.4. A.4. Sample preparation of the Drosophila Central Nervous System (CNS) 

Intact CNS tissues were freshly dissected from 74 AEL Drosophila larvae and 

immediately fixed in 4% paraformaldehyde for 1-1.5 hours. The tissues were then washed 6 

times, 20 minutes each time, in PBS solution containing 0.1% TritonX-100 (PBT). About 20 

tissues were incubated in 1ml rabbit anti-NPF primary antibody overnight. The primary antibody 

was pre-incubated with 50μg/ml C8 peptide at 4°C for 12 hours to block non-specific binding 
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[340]. After additional 6 PBT washes, the tissues were incubated in Alexa Fluor 647 F(ab')2 

Fragment of Goat Anti-Rabbit IgG (H+L) secondary antibody purchased from Life Technologies 

diluted 1:500 from the original concentration overnight. The tissues were washed with PBT six 

times after staining. The tissues were placed in the STORM imaging buffer 20 minutes prior to 

imaging.  

5.5. A.5. Preparation of SML imaging buffer (MEA) 

The MEA buffer for Alexa 647 was prepared according to the Nikon N-STORM 

protocol, by mixing 310µl Buffer B, 35µl MEA buffer, and 3.5µl GLOX solution. Buffer B was 

made by combining 50 mM Tris pH 8.0, 10 mM NaCl, and 10% w/v glucose. 1M MEA buffer 

was made by mixing 77mg of Cysteamine (Sigma-Aldrich #30070) in 1ml of 0.25N HCl, , 

GLOX solution was made by mixing 0.56 mg/mL Glucose Oxidase (Sigma-Aldrich #G2133), 

0.17 mg/mL Catalase (Sigma-Aldrich #C40), in 200µl of a buffer containing 10mM Tris ph8.0 

and 50mM NaCl. The solution was vortexed, spinned down at 14,000 rpm, and only the 

supernatant was used. 
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APPENDIX B – IMAGING APPARATUS 

Imaging data was acquired using an Olympus IX71 inverted microscope with a 

60x oil objective (Plan Apo N). The microscope is equipped with a PriorProScan xy stage 

and a Prior NanoScanZ piezo stage for focusing. Fluorescence was imaged using an 

Andor EMCCD camera (DV887DCS-BV with 14bit ADC). At the left-side port of the 

IX71, additional optics are inserted to re-image the back pupil plane of the objective onto 

a deformable mirror (Mirao 52E, Imagine Optic). The diameter of the deformable mirror 

limits the system NA to 1.28. After the deformable mirror, a further image plane is 

generated which is then relayed to the CCD camera with an additional 3x magnification 

(lenses L3 and L4) so that the image is sampled at the Nyquist frequency by the CCD. A 

CCD pixel corresponds to 89nm at the sample plane. For QD 656nm imaging a 

504nm/12 (Semrock) filter was placed in the imaging path. For Alexa 647 imaging a 

700/80nm filter (FF01-515-588-700 Omega filters) was used. The QDs are excited with a 

488nm laser (Cyan 488, Newport) which is coupled into a 100µm core diameter fiber. 

The fiber is shaken using a fiber shaker to remove speckle [346]. To excite Alexa Fluor 

647, a 660nm laser (Obis 660LX, Coherent) is coupled into a separate fiber attached to 

the shaker. The setup used for Adaptive Optics Experiments is shown in Figure B-1.  

For filtering and other image processing methods Python(x,y) version 2.7.6.1 was 

used. Image reconstruction was done using RapidSTORM version 2.21 [347]. 
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Figure B-1 - Diagram of the optical setup used for Adaptive Optics experiments. 

 

We designed a filter plate to separate the emitted light from the two QDs in the 

QSTORM experiment. The AutoCAD design is shown in Figure B-2. Another plate was 

also designed to only hold a mirror, for fast switching between the two colors and single 

color modes. Pictures of the assembled mount in practice are shown in Figure B-3. 
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Figure B-2 - Drawing of the filter plate used for QSTORM project. 
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Figure B-3 - Picture of the filter plate used for QSTORM project is shown in (a). Another 
plate was also designed to switch easily between single color and two color modes.
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