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Abstract

In mobile devices, the wireless network interface card (WNIC) consumes a significant portion

of overall system energy. One way to reduce energy consumed by a device is to transition its WNIC

to a lower-power sleep mode when data is not being received or transmitted.

This thesis investigates network layer support for for energy efficient wireless communications.

We propose a set of client-centered techniques to conserve energy consumption for well-known

mobile applications, namely web browsing and TCP downloads. The basic idea behind our net-

work layer energy-saving techniques is that the client actively tracks connections, shapes traffic if

necessary, predicts packet arrival time, keeping the WNIC in high-power mode only when necessary.

For web browsing with concurrent connections, our technique tracks the connections to identify

intervals in TCP streams where putting the WNIC in sleep mode during those intervals is safe

and profitable. When upper applications are large file TCP downloads, our technique increases the

amount of time that can be spent in sleep mode by shaping the traffic.

Our techniques are compatible with standard TCP and do not rely on any assistance from

the server, a proxy, or IEEE 802.11b power-saving mode. We demonstrate the effectiveness of our

techniques by running comprehensive experiments under both emulated environments and the real

Internet. We compare our results with regular TCP, PSM, and BSD whenever possible.

Results show that our technique combines the performance of regular TCP with nearly all the

energy-saving of PSM during web browsing, and we save more energy than PSM during client think

times. Over an entire web browsing session (downloads and think times), our scheme saves up to



21% energy compared to PSM and incurs less than a 1% increase in transmission time compared

to regular TCP. In the case of large file downloads, results show that compared to baseline TCP,

our scheme saves over 50% energy in the best case with a transmission time increase under 8% and

on average saves 27% energy with a transmission increase of 20%.
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Chapter 1

Introduction

During the past decade, both computing technology and wireless communication technology have

advanced greatly. The rapid development and deployment of wireless technology changes not only

the way people communicate with each other, but also the way businesses work and information is

shared.

As stated in the Business Scenario [39]: “Mobile Computing and Communications are increas-

ingly used in a wide range in government, commercial, manufacturing, service, and other organi-

zations. They help to minimize time and maximize availability and competitive advantage.”

The prosperous growth of wireless technology has enhanced human productivity and brought

convenience and value to all aspects of human lives. For example, the deployment of 2.5G and 3G

networks virtually provides connectivity for everybody on the planet. The proliferation of 802.11

wireless LANs breaks the last mile bottleneck and provides “always online” Internet accesses. The

desire for information at your fingertips has greatly and will continue to power the growth of mobile

and wireless technology.

However, new challenges come with the rapid development of wireless technology. Network

security is a major problem. The inherent insecurity of wireless communications and mobile devices

increases the importance of secure wireless networks. As more and more people rely on battery pow-

ered mobile devices, energy dissipation becomes another critical issue that impedes the development

of mobile computing. Among other issues, QoS guarantees and seamless mobility support are also

important factors that affect the design, implementation and utilization of wireless technology.

1
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For the past years, there has been significant research effort invested into wireless communica-

tion technologies across industry, academia, and standard groups. Although there has been some

significant technology advances, it is clear that wireless technology is still in its infancy, and more

effort is needed to better understand wireless networks in every aspect. We observe that energy

conservation is one of the active areas that attracts researchers, as it is critical to the sustainable

development of wireless technology.

This dissertation puts forth the thesis that Network Support for Energy Efficient Wireless

Communication, the adaptation of network protocols for energy conservation, is an essential part

of a comprehensive energy management solution. Energy management is a broad idea in system

research. At the hardware level, energy management solely means low-power circuit design. At the

higher level of the system, it is viewed as a resource management problem by treating the limited

energy supply as an important resource. Hardware level energy conservation techniques have been

proven effective. However, when considering the system as a whole, higher level involvement in

energy management is essential. The current research trend in power management has demon-

strated that system level power management is more promising than simply attacking the problem

at the hardware level.

This dissertation focuses on adapting high level network protocols for energy efficient wireless

communications. Simply stated, energy efficient wireless communication is a mechanism that

reduces energy consumed by a wireless network interface card(WNIC) by transitioning it to a

lower-power sleep mode when data is not being received or transmitted. We propose a set of client-

centered techniques for saving energy on WNIC for representative applications. We concentrate

our efforts on handling TCP streams initiated by the client to a server via request/response. Our

client-side implementation can be easily deployed at individual end hosts without any modifications.

The rest of the chapter is organized as follows. We begin in Section 1.1 with a discussion of

the rapid growth of mobile computing and applications. We also give a brief statistical analysis

on client network usage characteristics in Section 1.2. In Section 1.3, we discuss the importance
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of power-aware computing in many aspects and identify specific challenges for energy efficient

communications. We then give our research philosophy and design principles in Section 1.4. We

conclude in Section 1.5. with an outline of the rest of this thesis.

1.1 Wireless Technology

The development of wireless technology increases productivity. As a representative wireless tech-

nology, IEEE 802.11-based wireless networks, are widely deployed in a variety of public places

such as libraries, airports, and even in cafes and coffee houses like Starbucks. IEEE 802.11 wireless

technology was originally developed as a replacement of Ethernet by providing up to 2 Mbps

transmission rates. The state-of-the-art 802.11 now supports up to 54 Mbps rates at much lower

cost. Other wireless technologies that share the same fast-growing experience on implementation

and management are GSM, 3G, WiMax, and WWAN technologies [21]. All those technologies are

aim to providing always on-line connectivity for people with mobile devices.

eMarketer reported that the Yankee Group forecasts 72,480 hotspots in the U.S. by 2007,

doubling 2005’s estimate. Allied Business Intelligence (ABI) says in its report on Wi-Fi that global

hotspots will grow from their current level of 28,000 locations to more than 200,000 within five

years [38].

Today, people use mobile devices primarily for voice communication, Web access, and personal

data management. In the foreseeable future, people will enjoy a variety of mobile applications

from their mobile devices. For example, this includes the abilities to publish/subscribe events and

messages and to participate in wireless online games and entertainments. The demand for better

services has driven the progress of wireless technology in every aspect.
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1.2 Wireless Traffic

As wireless network usage patterns evolve with the technology development, it is critical for

researchers to understand mobile client network usage patterns. Here, we present results from

some prior works that conducted large scale and comprehensive studies on mobile client usage

characteristics in wireless networks.

Work in [58] presents results from the trace of network activity in a large production wireless

LAN. Over an eleven week period, they traced the activity of nearly two thousand users drawn

from a general campus population. They reached the following conclusion after a careful analysis

of the trace.

• Traffic: A median host contributes about 350MB traffic over 11 weeks while the busiest host

traffered 117GB. 5% hosts cause more than half of the traffic.

• User mobility: Not many hosts move around much. This may due to the lack of seamless

handoff.

• Card activity: As expected, short sessions dominate with an around 17 minutes median session

length. About 27% of sessions last less than a minute.

• Protocols: 802.11 broadcast MAC frames account for about 2.6% of all the frames. 99.7%

packets are IP packets. Among them, 95% are TCP packets and the other 5% are UDP

packets. In the application layer, HTTP traffic dominates with a 53% weight. Other traffic

like ftp download and peer-to-peer sharing accounts for 19.2%. AOL instant messaging and

email service account for 1.5% and 1.3%, respectively.

From the above analysis, we see that although web protocols still were the single largest com-

ponent of traffic volume, network backup and peer-to-peer file sharing contributed an unexpectedly

large amount to the traffic. Also, instant messaging and other online interactive applications are

beginning to gain more popularities. A continuous tracking is needed to reveal changing trends.
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1.3 Energy Management

Energy supply, which limited by battery lifetime, is a critical factor that influences the functionality

and availability of mobile devices. In the post-PC era, reducing energy consumptions in mobile

devices in order to extend battery lifetime is one of the major challenges for researchers.

It is not surprising that the energy problem can not be solved by simply increasing battery

size and capacity. First, battery technology has improved very slowly over time [71]. Second, it

is not feasible to equip mobile devices with heavy batteries. Finally, hardware will always be

power-hungry, driven by upper layer applications.

Advances in low-power circuit design have led to the development of energy-efficient hardware

components. For example, the Transmeta Crusoe processor [93] and RAMBUS memory chip [64]

are hardwares that designed to be able to reduce energy consumptions in mobile devices. The

principle is that every joule is precious and thus must be used to perform useful work. Ideally,

with energy-efficient components, hardware should expend energy only when they are being used.

When idle, they should enter power-saving states to lower power dissipation.

Unfortunately, it has proven to be insufficient to rely solely on the advances in low-power

circuit design and hardware power management to meet the growing energy demands of mobile

devices. Recently, the community has begun to realize the trend that higher levels of the system

must play a more active role in overall energy management. For an integrated solution, lower-level

hardware accept directions from higher level applications and systems to capture any opportunities

to conserve energy. In principle, system-level approaches seek to minimize the energy usage of

every component from all levels of a mobile system.

From a power management perspective, high level involvement in power management pro-

motes the concept of operating systems directed power management (OSPM). OSPM has many

advantages. First, energy is a manageable resource. In that sense, it is operating system’s duty

to schedule and manage energy wisely. Second, hardware energy conservation strategies can yield
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better energy savings when directed by the operating system. Third, energy management with high

level involvement can support QoS requirements and tradeoffs in a more efficient and flexible way.

1.3.1 ACPI

The Advanced Configuration and Power Interface (ACPI) specification was developed to establish

industry common interfaces enabling robust operating system (OS)-directed motherboard device

configuration and power management of both devices and entire systems. ACPI is the key element

for implementation OSPM on mobile devices.. The latest ACPI version is 2.0 [104].

The basic idea of ACPI is to integrate power management of each component into a well-defined

interface specification. For example, ACPI 2.0 interface includes the existing collection of power

management BIOS code, motherboard configuration interfaces, Advanced Power Management

(APM) application programming interfaces (APIs), and other related specifications.

ACPI evolves the existing interfaces and provides unified interfaces and OSPM concepts that

are suitable to all classes of computers including desktop, mobile devices, workstation, and even

server machines. The advanced OSPM interfaces provided by ACPI support power management in

a more robust and potentially more efficient manner.

Through the ACPI-defined interfaces, hardware and software vendors are strongly encouraged

to build OSPM compatible implementations. With the wide adoption of the ACPI standard, power

management is becoming a standard module similar to memory management, scheduling, etc. in

the design of operating systems.

In short, today’s power management rationale is to move power management into the operating

system and to use an abstract interface (ACPI) between the operating system and the hardware

to achieve the principal goals set forth above.
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1.3.2 Wireless Network Interface Power Management

Because wireless network access is a fundamental function for mobile devices, wireless network

interface card (WNIC) has become a significant source of consumed energy in mobile devices; in

fact, it can in some cases be the single largest power drain in a mobile device. For example, even

when all components of an IBM 560X laptop are active, the WNIC accounts for 15% of overall

system energy [32]. If not optimized for power consumption, the wireless network interface card

can quickly drain a device’s battery [15, 45, 31, 61, 101].

To enable energy savings, WNICs are designed with multiple power modes. Generally, there are

four power modes. The idle, receive, and transmit modes are all high energy modes which consume

significant energy, while sleep is low-power mode and consumes nearly an order of magnitude less

energy.

In low power sleep mode, most of the components in the WNIC are turned off to reduce energy

dissipation. Importantly, energy saving protocols that transition the network interface card into

sleep mode must know when to transition the WNIC between different power modes to avoid

possible packet losses. As an example, we will examine the popular power saving mode (PSM) in

IEEE 802.11 wireless LAN specification later in this thesis. 802.11 PSM transitions the network

interface card between different power modes at a regular interval in order to save energy [84].

It is clear that energy efficiency is very important for mobile computing. At the same time,

network performance is also of paramount significant for mobile users. To this end, how to conserve

energy while still maintaining network throughput becomes an important challenge in WNIC

power management. As power management is a resource management problem at the operating

system level, the problem is fundamentally a tradeoff between performance and energy. Nor-

mally, high network throughput means more energy consumption and vice versa. When necessary,

operating systems must be able to efficiently trade lower performance for prolonged battery lifetime.
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Here, we loosely classify current power management solutions on WNIC into the following two

categories:

• Transmission Power Control (TPC): Basically, TPC aims to adapting the radio transmission

power (TP) along each wireless link based on the wireless characteristics of the link. In this

way, different transmission powers are used to transmit different packets to minimize energy

dissipation.

• Energy Efficient Communication: The basic idea is to reduce energy consumed by a WNIC by

transitioning it to a lower-power sleep mode when data is not being received or transmitted.

Energy efficient communication normally requires packets to be sent in bursts at agreed-upon

intervals in order to allow the wireless client to keep its WNIC in a lower power-consuming

sleep state for energy savings. This can be done in either wireless MAC layer or in network

layer.

This dissertation focuses on network levels techniques as the key mechanism for implementing

energy efficient communication. We seek to minimize the energy consumed by the wireless network

interface card for a mobile device generating request/response traffic (e.g., Web browsing or TCP

download) over a reliable transport protocol such as TCP.

Throughout the thesis, we investigate the tradeoffs between network performance and energy

savings for several link layer power saving mechanisms such as 802.11 PSM and its optimized

version, Bounded Slowdown (BSD). We propose a set of client-centered energy efficient commu-

nication techniques to support popular mobile applications. The fundamental ideas are that the

client actively tracks connections, predicts when packets will arrive, shapes traffic when necessary,

and keeps the WNIC in high-power mode only when necessary. Our technique allows mobile clients

to save energy in a client-centered manner, i.e., without any assistance from servers, proxies or

IEEE 802.11b power saving mode (PSM) in the access point [20].
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Our techniques improve upon other techniques like the bounded slowdown (BSD) protocol

due to Krashinsky and Balakrishnan [59] (which itself improves upon PSM with better energy

savings and better round trip times by using an adaptive beacon period). First, our techniques

save energy for short files such as web accesses without incurring slowdown. Second, our techniques

also save energy for large file downloads. While small files are downloaded more frequently than

large files, much more energy is consumed by large files; we believe both scenarios are important.

Third, our technique requires no changes to existing hardware such as access points. Fourth, our

client-side implementation can be easily deployed at individual end hosts and does not require

any modifications to the network infrastructure or assistance from the remote peer. Finally, our

techniques are fully TCP compliant, which allows for easy and fast deployment. We demonstrate

that understanding the fundamental tradeoffs enables the better design of energy saving protocols

that maintains good performance while conserving energy.

1.4 Design Principles

Before concluding this chapter, we discuss the principles that have influenced the design of the

techniques developed in this thesis:

• Robustness: As power management is fundamentally a tradeoff between performance and

energy, our techniques here should incur minimal overhead and performance degradation.

Also, they should have strategies to support QoS adaptation and allow easy exit whenever it

is not profitable to save energy.

• Extensible: While the techniques we design in this thesis are targeted to addressing WNIC

energy problem for Web browsing and large TCP downloads, our solution should be easily

extensible to handle other wireless communication issues in the area. For instance, our tech-

niques should also be able to be tailored for other applications such as streaming and online

gaming that have similar communication requirements. On another dimension, our client-

centered approach can also be applied to solve mobility and security problems.



10

• Easy deployment: As protocol upgrading in the Internet is hard, our techniques should allow

easy deployment through individual host upgrading without any modifications to the servers

and the underlying network infrastructure. A client-centered strategy here fits the require-

ment perfectly. Further improvement using more aggressive solutions can be evolved from our

techniques through the incremental upgrading of other network components such as routers

and access points in the future.

• End-to-end principle: In any case, our techniques should keep the end-to-end semantics of

a TCP connection and incur minimal additional burden to the routers and access points

in the interior of the network. As demonstrated in [96], the end-to-end principle guarentees

scalability and contributes to the success of the Internet.

During the entire design process, we abide by the principles stated above. Those principles are

also the cornerstone of TCP and the Internet. They represent ways of solving the problem through

system approaches. Our adaptation of those principles paves the way for designing successful

energy efficient wireless communication protocols in this thesis.

1.5 Thesis Outline

The remainder of the dissertation organized as follows. Chapter 2 motivates our work by describing

related work in the fields of wireless communication technologies and power conservation tech-

niques. It also gives an overview of the TCP protocol stack, which is our target network protocol

in this thesis. Specifically, we delineate IEEE 802.11 wireless network specifications and the related

Power Saving Mode to pave the way for future discussion.

In chapter 3, we discuss our experimental methodology and describe the emulated environment

we used in our experiment. We give a brief introduction to the Netfilter framework, which we used to

implement our techniques. We also discuss our modification to Dummynet [95] for our experiments.
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In the following chapter 4, we discuss and evaluate a technique we used to measure round-trip

time. The technique exploits TCP timestamp option to infer round-trip time passively on the

wireless client side.

In chapter 5, we present our energy efficient technique for web browsing. We describe key

algorithms for connection tracking and connection stage transition. We discuss the benefits and

potential pitfalls of reusing the RTT cache. We evaluate our technique and analyze the performance

results compared to both PSM and BSD.

We describe our techniques for large file download in Chapter 6. We discuss techniques to shape

traffic and compare different mechanisms for end of burst detection. We discuss our limitations

and show some situations in which it is not profitable to apply our techniques. We demonstrate

the significant performance benefits of our technique via extensive experiments.

We conclude this dissertation with a summary of our work and contributions in Chapter 7.

Although details are only provided for web browsing and large file downloads in this dissertation,

the idea is general and can be implemented in a similar manner for other mobile applications in

the future. We discuss this in the future work.



Chapter 2

Background and Related Work

In this chapter, we discuss the background information relevant to our work. We also survey

the related work and point out its relationship to our work. First, we give a brief introduction

on wireless networking technologies. This leads to the discussion of 802.11 networks and related

MAC layer techniques, including some proposed MAC layer power optimization techniques. We

then present 802.11 Power Saving Mode and Bounded Slowdown (BSD) protocol. Next, we point

out problems of those techniques that arises due to the mismatch between high level application

requirements and the low level MAC layer specifications. Second, we give an overview of network

protocol stack using TCP/IP as an example. We describe the related components of TCP/IP for

this thesis, including TCP congestion control and flow control. Detailed description of TCP/IP

mechanism can be referred to RFCs.

2.1 IEEE 802.11 WLAN

The focus of this thesis is the study of energy conservation techniques for wireless communications.

The wireless network infrastructure we discuss in this thesis is an IEEE 802.11 based wireless local

area network (WLAN). The IEEE 802.11 specification was originally proposed as an extension

to wired LANs to provide last mile connectivity between the Internet and mobile hosts. From

architectural point of view, it is a replacement of Ethernet in the MAC layer and physical layer

in the network protocol stack with radio-related functionality. With the proliferation of mobile

computing, 802.11 WLANs are widely deployed and have become the industrial standard. Today,

the state-of-the-art 802.11g specification can now support up to 54 Mbps rates at much lower cost.

12
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There are two modes in 802.11 standard for wireless networking, namely infrastructure mode

and ad-hoc mode. In infrastructure mode, the wireless network consists of mobile hosts and network

infrastructure components such as access points. Mobile hosts talk to the fixed access point and

the communications between mobile hosts and the Internet are carried out via packet forwarding

at the access point. This structure is very similar to cellular networks, in which base stations are

needed to relay the packets from/to mobile stations during wireless communications.

As compared to the infrastructure mode where access points are needed, 802.11 wireless

networks can also be organized to form a mobile ad hoc network (MANET) [22] “on the fly”

using the so called “ad hoc” mode. In this mode, mobile hosts talk to each other without the

help from the access point. Each node in the network is required to act as an access point to

forward packets for other nodes so that two nodes can communicate with each other even when the

distance between them is larger than the radio propagation range. In this mode, the sustainable

operation of the mobile ad hoc networks is largely depends on the cooperation of each mobile host

in the network. There are many algorithms and techniques proposed to discover routes dynami-

cally and encourage cooperation in MANETs [121]. The study of power conservation techniques

in MANETs is also an active research topic and will be my future research direction (see Chapter 7).

2.1.1 802.11 MAC

Based on the 7-layer OSI network protocol stack, the IEEE 802.11 standard places specifications

mainly on the physical and the medium access control layers. We refer to these two layers as

PHY and MAC. The PHY layer handles the actual transmission of data through a radio between

nodes. It specifies a variety of RF radio mechanisms for communications such as Direct Sequence

Spread Spectrum (DSSS), Frequency-Hopping Spread Spectrum(FHSS), and the most up-to-date

techniques like bluetooth. It also makes provisions for data transmission rates from 4Mbps in

802.11b upto 54Mbps in 802.11g.
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The functionality of the 802.11 MAC layer is to provide a set of protocols that are responsible

for maintaining order in the use of the shared medium. Inherited from its wired MAC layer coun-

terpart, the 802.11 standard also proposes carrier sense multiple access with collision avoidance

(CSMA/CA) protocol. Due to the shared communication space, it is critical to ensure an unoccu-

pied channel before transmitting data from any mobile host to reduce wireless collisions [83]. To

send a packet, a host first listens to the channel for any activities. If the channel is clear, it obtains

the channel and transmits the packets. Otherwise, it backs off and delays the transmission by a

randomly chosen value. According to the specification, the backoff value determines the amount of

time the node must wait until it is allowed to obtain the channel and transmit its packet again.

Because the probability that two nodes will choose the same backoff value is small given that

each node selects it independently and randomly, collisions among packets from different nodes are

reduced.

The actual implementation of CSMA/CA in 802.11 is based on the RTS-CTS-DATA-ACK

mechanism [114]. Whenever a mobile host want to send a data packet, it first tries to obtain

the channel by sending a Request-To-Send(RTS) packet to the destination host. The RTS packet

contains information of the packet length in order for other hosts to backoff properly. Upon

receiving the RTS, the destination node responds with a short Clear-To-Send(CTS) packet. After

the RTS-CTS exchange, the sender successfully obtained the channel, and it can safely transmit its

data packet. On the receiver side, when the packet is received without any error, as determined by

a cyclic redundancy check (CRC), the receiver responds with an acknowledgment (ACK) packet.

A data packet exchange is regarded as successful only after finishing the RTS-CTS-DATA-ACK

procedures. Compared to the CSMA mechanism in the wired case, this back-and-forth exchange

is necessary to avoid the unique “hidden terminal” problem in wireless communications. In the

“hidden terminal” situation, a node C does not know node A is sending data to node B when it is

out of the wireless signal range of node A. As a result, it might corrupt node A’s packet to node B

when it attempts to send data packet to node B at the same time.
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2.1.2 802.11 Beacons

We know that access points are the heart of the 802.11 wireless infrastructure networks. It is the

hub between mobile hosts and the outside world. To keep the network synchronized, an access

point periodically sends broadcast beacons to mobile hosts in the network. The beacon is the most

important management packet in 802.11 networks. It provides the “heartbeat” of a wireless LAN,

enabling mobile stations to establish and maintain communications in an orderly fashion. Because

the beacon packet is a broadcast packet, every mobile host needs to listen to it periodically. The

new 802.11 specification allows changing of beacon interval through the configuration of access

points. Typically, the beacon interval is set to 100ms, which provides good performance for most

wireless LANs.

In ad hoc networks, the lack of an access point requires one of the mobile hosts to take the

responsiblity of sending beacons. After receiving a beacon packet, each station waits for the beacon

interval and then sends a beacon if no other station does so after a random time delay. This ensures

that at least one station will send a beacon, and the random delay rotates the responsibility for

sending beacons.

As stated above, beacons broadcast heartbeat management packets. This leads to substantial

overheads in generating and sending beacon packets. Despite the overhead, beacons serve a variety

of functions in synchronizing the network. For example, each beacon transmission identifies the

presence of an access point. Each mobile host needs to passively scan all RF channels and listen

for beacons in order to find a suitable access point to associate with.

A typical beacon frame is approximately 50 bytes in length. It consists of a common frame

header and the CRC field. To force all mobile stations on the network to receive and process each

beacon frame, the destination address is always set to all ones, which is the broadcast MAC address.
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In the following, we give a detailed description of beacon frame body. Normally, each beacon

carries the following information in the frame body:

1. Beacon interval. This field specifies the amount of time between consecutive beacon trans-

missions.

2. Timestamp. The access point use this field to synchronize all the mobile stations in the wireless

network. After receiving a beacon frame, a station uses the timestamp value to update its

local clock.

3. Service Set Identifier(SSID). The SSID identifiers a specific wireless network. Mobile hosts

use the SSID in the beacon to automatically configure the NIC with the proper SSID from

the access point.

4. Supported rates. This field lists the transmission rates supported by the access point.

5. Parameter Sets. The beacon includes information about the specific signaling methods. (such

as frequency hopping spread spectrum, direct sequence spread spectrum). For example, it

contains channel number, hopping pattern and dwell time that an AP is using.

6. Capability Information. This signifies requirements of stations such as Wired Equivalent Pri-

vacy (WEP).

7. Traffic Indication Map(TIM) This field notifies a power saving mobile host whether it has

data frames waiting for it in the access point’s buffer.

Upon receiving a beacon, mobile hosts learn information about the particular wireless network.

By extracting related information such as SSID, supported rates, and parameter sets, a mobile

host can decide to join a wireless network by associating it with the most preferable access point.

After joining the network, mobile hosts can still continue to scan for other beacons in case the

signal from the currently associated access point becomes too weak to maintain communications.

Whenever the signal drops to a threshold, mobile hosts can switch to another wireless LAN with

better signal strength if possible. Currently, a multi-home strategy is proposed to enable mobile

hosts to select the best wireless channel for communications. This heavily relies on receiving beacon
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information. In addition, mobile hosts will abide by any changes indicated by the beacon, such as

data rate, that the body of the beacon indicates.

As described above, the beacon is critical to the performance of wireless networks. There is a

fundamental tradeoff in setting beacon intervals. On one hand, increasing beacon intervals reduces

the number of beacons and the associated overhead. However, a large beacon interval will likely

to delay the association and roaming process when mobile hosts are moving because hosts depend

on beacons to scan for available access points. On the other hand, decreasing beacon intervals

will make the association and roaming process very responsive; however, the network will incur

additional overhead and throughput will go down. In addition, this will reduce PSM benefit because

mobile hosts consume more energy in listening to beacons.

2.1.3 802.11 PSM

In this section, we discuss about how 802.11 Power Saving Mode (PSM) helps mobile hosts conserve

energy. The main idea behind the 802.11 power saving mechanism is to utilize the access point to

buffer packets for mobile clients and burst them to mobile clients only when polled. The access

point maintains an updated record of the mobile hosts currently working in Power Saving Mode,

and buffers the packets addressed to these hosts until either the hosts specifically request the

packets by sending a power saving poll request, or until they change their operation mode.

To enter into power save mode, a mobile host notifies the access point of its desire by setting the

power save bit in the header of each 802.11 MAC layer packet to 1. The access point receives this

packet and notices the corresponding host wishes to enter power save mode. The access point then

begin buffering packets for the mobile host while the mobile host transitions its wireless network

interface (WNIC) to sleep mode to conserve energy.

Once every beacon period, the access point broadcasts a beacon containing a traffic indication

map (TIM) to notify mobile hosts whether there are any data buffered at the access point. Since
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Figure 2.1: Operation of PSM. The Client wakes up periodically to receive beacons and polls the
access point if there is data buffered there.

mobile hosts know the beacon interval, they can wake up to listen to beacons at a fixed frequency.

When a mobile host learns from the beacon that there are packets buffered at the access point

waiting for delivery, it stays awake and sends a power saving poll (PS-Poll) message to the access

point to retrieve those packets. Each data packet from the access point indicates in the header of

the packet whether or not there is more data outstanding. The mobile host transitions its WNIC

into sleep mode only when it has retrieved all pending data from the access point. Note that the

retrieval of every packet is preceded by a PS-Poll message. When the mobile device itself has data

to send, it can wake up to send the data without waiting for a beacon.

Taking the advantage of modulized design, nearly all components except the timing circuit on

a wireless network interface card can be shut down during power saving mode. Consequently, the

WNIC consumes much less power in sleep mode. Naturally, there exists time and energy overhead

for transitioning WNIC modes. Once a mobile host is in power saving mode, it transitions the

WNIC to low power mode to conserve energy between beacons and transitions between modes

periodically to receive regular beacon transmissions. This is clearly illustrated in Figure 2.1.
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A mobile host listens to every beacon as a default setting in the 802.11 specification. In a

network with a short beacon interval, this would force the mobile host to wakeup and listen to

beacon more frequently, translating to a larger energy consumption for beacon packets and thus

gaining less benefit from the power saving mode. As an improvement, the 802.11 specification also

allows mobile hosts to skip some beacons for a short period of time.

2.1.4 Bounded-Slowdown (BSD)

The 802.11 PSM mechanism greatly reduces the energy consumptions on WNIC. However, this

comes as a price of degraded performance. It is well known that TCP throughput is directly

proportional to the observed round-trip time in the network [91]. Because packets might experience

extra delays at the access point, the throughput of the wireless network will be reduced and

the user perceived response time will be increased correspondingly. Normally, in the context of

request/response network traffic, this increase in round-trip time might not be acceptable for some

interactive applications such as Web browsings. For example, when a user browses a web page with

a 40ms RTT, he will normally experience a short response time. However, with PSM buffering

at the access point, RTT will be increased to 100ms and slowdown the browsing by more than

twice with a doubled user perceived response time. Generally speaking, 802.11 PSM trades off

performance for energy.

The 802.11 PSM mechanism normally operates on a fixed beacon interval with a typical value

of 100ms. Although it guarantees that the RTTs are not delayed by more than one beacon period

by enforcing mobile hosts to listen to each beacon, it may still be inadequate for web browsing

because of the significantly increased user reponse time. Prior research [59] has concluded that a

static PSM beacon interval can be too coarse-grain to yield acceptable performance during the

active data transmission time. On the other handle, when mobile hosts are idle, the same value

can be too fine-grained to minimize energy during the inactive period.
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Figure 2.2: Bounded Slowdown Protocol.

As the beacon interval represents a fundamental tradeoff between network performance and

energy savings for PSM, research effort has been put into investigating mechanisms for dynamic

beacon intervals to better support performance and energy tradeoffs. The Bounded-Slowdown

algorithm belongs to one of them and can be simply summarized as follows. After a mobile host

sends any data, its network interface initially stays awke for Tawake. Then, it sleeps for Tawake ∗ p

before waking up to check for and receive any buffered data. Here, p is maximum percentage

increase of delays. This mechanism guarantees that no packet will be delayed more than RTT ∗ p

of the original RTT at the access point. It repeats this pattern, each time sleeping for the duration

since the request was sent multiplied by p. The algorithm is not affected by data being received,

but it restarts whenever the mobile device sends any data (e.g., a TCP ack for data received). The

behavior of PSM and Bounded-Slowdown is showed in Figure 2.2.

The BSD protocol saves energy by allowing a mobile device to skip some beacons and listen

to beacons with a dynamic adjustable interval. Although the 802.11 specification already allows
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mobile stations to skip beacons for a certain period of time, BSD enables the dynamic change of

this period with a quantitive approach.

The implementation of the BSD protocol requires large amount of buffering at the access point

since the mobile host listens to fewer beacons. The author points out that the reduced frequency

of listening to beacons typically occurs when there is little network traffic from a mobile host.

This normally happens during web browsing when the user is perusing the content of the web pages.

The author also concluded that fast response times are not delayed with the BSD protocol

with the extra waiting after receiving beacons. The slow response times are increased by up to a

parameterized maximum factor. Compared to PSM, active energy is increased since there are not

many transitions to sleep mode, but the energy spent listening to beacons is decreased due to the

longer sleep intervals.

In general, the BSD protocol operates solely at the MAC layer and does not require any

higher-layer information. It saves energy during the inactive period, while it is ineffective during

the active transmission phase.

2.2 TCP/IP Overview

As this thesis addresses energy efficient communications in the network layer, it is vital to under-

stand how network protocols operate cooperatively to achieve data transmission. Starting from

there, we begin to identify opportunities to design network protocols for energy efficient purposes.

In this section, we give an introduction to TCP, the predominant network protocol in use

today. More importantly, we discuss the principles behind the congestion control, flow control, and

self-clocking mechanism.
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Figure 2.3: TCP Packet Header Format

2.2.1 TCP Header

The Transmission Control Protocol (TCP) [92] is the de facto standard protocol for unicast

data transport in the Internet. TCP is used in a wide variety of applications and application-level

protocols including the World-Wide Web (HTTP), file transfer (FTP) and electronic mail (SMTP).

TCP is a connection-oriented protocol. It provides reliable end-to-end data delivery service to

the upper layer applications between any two machines in the Internet. Although a TCP connection

transfers a continuous stream of bytes, in practice it does so in discrete units called TCP segments.

A TCP segment consists of a TCP protocol header and a sequence of data bytes with each data

byte indicated by a unique sequence number within a connection. Figure 2.3 illustrate the format

of a TCP header.

Figure 2.3 depicts the TCP header format. We explain each field in TCP header in the following.

• Source Port: (16 bits) source port number.
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• Destination Port: (16 bits) destination port number.

• Sequence Number: (32 bits) The sequence number of the first data octet in this segment

(except when SYN is present). If SYN is present the sequence number is the initial sequence

number (ISN) and the first data octet is ISN+1.

• Acknowledgment Number: (32 bits) If the ACK control bit is set this field contains the value of

the next sequence number the sender of the segment is expecting to receive. Once a connection

is established this is always sent.

• Data Offset: (4 bits) The number of 32 bit words in the TCP Header. This indicates where

the data begins. The TCP header (even one including options) is an integral number of 32

bits long.

• Reserved: (6 bits) Reserved for future use. Must be zero.

• Control Bits: 6 bits (from left to right):

URG: Urgent Pointer field significant

ACK: Acknowledgment field significant

PSH: Push Function

RST: Reset the connection

SYN: Synchronize sequence numbers

FIN: No more data from sender

• Window: (16 bits) The number of data octets beginning with the one indicated in the acknowl-

edgment field which the sender of this segment is willing to accept.

• Checksum: (16 bits) The checksum field is the 16 bit one’s complement of the one’s comple-

ment sum of all 16 bit words in the header and text. While computing the checksum, the

checksum field itself is replaced with zeros.

• Urgent Pointer: (16 bits) This field communicates the current value of the urgent pointer as

a positive offset from the sequence number in this segment.
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• Options: variable size TCP Options may occupy space at the end of the TCP header and

are a multiple of 8 bits in length. The most widely used TCP options are Timestamp option,

MSS option, and selective Ack (SACK) option. All options are included in the checksum. An

option may begin on any octet boundary.

• Padding: variable The TCP header padding is used to ensure that the TCP header ends and

data begins on a 32 bit boundary. The padding is composed of zeros.

Most likely, a TCP segment from a sender is a data packet piggbacked with an acknowledge-

ment. A TCP segment from a receiver is a pure acknowledgement. In the rest of this thesis, we

refer to TCP acknowledgement packets as Acks. and the sequence number in the acknowledgement

field as Ackno.

2.2.2 Loss Detection and Recovery

TCP provides reliable byte-stream services through an unreliable network infrastructure. Funda-

mental to loss detection and recovery is the TCP acknowledgement mechanism. A TCP sender is

responsible for retransmitting lost packets, while a TCP passive receiver is only required to send

acknowledgement packets upon receiving data packets. A TCP sender solely depends on the lack of

an Ack to detect loss. This can happen in one of two ways, namely a TCP retransmission timeout,

due to the lack of an Ack, or a TCP fast retransmission due to a duplicated Ack.

A TCP sender can actively detect packet loss using a retransmission timer. Whenever a TCP

sender sends a packet, it starts a timer known as the retransmission timer. If there is outstanding

data still not acknowledged at the time the retransmission timer expires, the TCP sender assumes

that the earliest packet among unacknowledged packets have been lost and retransmits the lost

packet.

Note that Ackno is cumulative, i.e., it always acknowledges the data that has been successfully

received without any disruption in the sequence space. It has the advantages of simple and concise
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because one Ack will acknowledge all packets before the Ackno. On the other hand, it suffers from

the disadvantage that not every packet is explicitly acknowledged. To overcome the drawback of

cumulative acknowledgement, selective acknowledgement (SACK) option has been proposed as a

complement solution. With SACK option, the receiver can notify the sender exactly which data

packets it has received with SACK blocks. Each SACK block represents a contiguous block of data

that has been received successfully. The sender can know the gaps where data is missing via the

SACK and can selectively retransmit the missing packets.

Besides the active retransmission timeout, the TCP fast retransmission algorithm was intro-

duced to improve loss recovery. It is based on the assumption that packets arrive to the receiver

in the same order as they were sent. Upon receiving certain number of duplicated Acks, a TCP

sender believes that there is a packet loss and will retransmit the lost packet to recover from the

loss quickly. Historically, this is largely true. However, with the new peer-to-peer data sharing and

dissemination protocol, this feature appears to cause troubles in CDN networks [124].

Aside from packet receipt notification, TCP Acks are also used to elicit packets from the sender

side, i.e., trigger the transmission of packets on the sender side. This is called TCP self-clocking.

Basically, a TCP sender relies on the receiving of Acks as a signal of successful transmissions.

After knowing packets left the network, the sender can continue to send out more packets into

the network. This self-clocking mechanism smoothes out the transmission of TCP packets into a

steady stream and reduces packet losses causes by bursting. However, this bandwidth conscious

approach wastes energy on the receiver side. The techniques we proposed in this thesis convince

the TCP sender to burst packets so that the receiver can save energy by transitioning to low power

mode between bursts. We will talk about this in detail later in this thesis.

2.2.3 Congestion Control and Flow Control

Network congestion refers to situation when traffic exceeds network capacity. In the worst case,

congestion collapse can occur in that everybody experiences extremely low throughput and the
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Internet infrastructure appears to be down. TCP congestion control and congestion avoidance

algorithms, first developed by Jacobson [48], operate in a distributed manner to maintain Internet

operation.

To avoid flooding the network, TCP uses the “sliding window” protocol to control the number

of packets it can send into the network. The “sliding window” protocol has the following advan-

tages. First, it regulates the traffic an end host can put into the network based on the available

bandwidth. Second, the sliding window protocol achieves better utilization of the available network

bandwidth by allowing the sender to have up to a window of packets in the network at any time.

As a result, TCP can achieve throughput that is directly proportional to the congestion window

size, which in turn is virtually the available bandwidth in the network.

TCP uses a simple additive increase/multiplicative decrease(AIMD) algorithm to adjust its

congestion window size. The dynamic adjusting of the window size helps to maitain the network

in a steady state and rectify it if congestion ocurrs. A well tuned sliding window protocol can keep

the network saturated with packets; Therefore TCP can obtain the throughput that is available

from the network.

Here, we need to clarify the concepts of congestion control and flow control. Congestion refers to

a situation where the network is so heavily loaded that router buffers fill up, causing packet drops.

Flow control refers to the situation that a fast sender overflows the buffer of a slow receiver and so

must stop and wait for the receiver. Basically, congestion control deals more on the capacities of

network infrastructures while flow control is an end to end issue.

TCP uses two specific algorithms at different phases to tune the congestion window size to

avoid flooding the Internet. Slow start is used at the begining of a connection to let TCP ramp up

the congestion window size quickly. When a new connection starts up, the congestion window is

set to one packet and slow start is initiated. Upon receiving an Ack, TCP increases the congestion

window by one packet. Because each packet is acknowledged during slow start, the congestion
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window grows exponentially during slow start, doubling each RTT. Beyond a threshold window

size, called the slow start threshold, TCP enters into congestion avoidance phase where the conges-

tion window is increased in an AIMD manner. Under AIMD, the congestion window is incremented

linearly by one segment every RTT. Once there are packet losses, the network is assumed to be

overloaded, and TCP reduces the congestion window by half and repeats the procedure to probe

bandwidth.

Congestion control and avoidance algorithm prevent TCP from overloading the Internet. How-

ever, there are situations that the network is able to deliver packets but the receiver cannot absorb

the packets due to limited memory buffers or a slow CPU. To avoid over-running the capacity

of slow receivers, TCP uses a flow control mechanism that is integrated into the sliding window

protocol. In particular, the receiver advertises its available buffer size to the sender on each Ack

from the receiver to the sender. This is done using the AdvertisedWindow field in the TCP

header. Knowing the receiver’s buffer size, the sender is then limited to its congestion window

size to no more than the smaller of the network capacity and the receiver’s buffer size. A TCP

sender enters into persistent mode whenever the receiver side advertises a window size of zero. In

this mode, TCP sender persists in sending a segment with one byte of data periodically to probe

the receiver. Eventually, one of these probes will trigger a response that reports a non-zero adver-

tised window after data is consumed on the receiver, and then the TCP sender will continue to send.

Combined, both the congestion control and flow control, a TCP sender computes an effective

window that limits how much data it can send based on the smaller one of network capacity and

receiver capacity. Consequently, a TCP source is then allowed to send no faster than the slowest

component, the network or the destination host, can accommodate. Thus, the receiver throttles

the sender by advertising a window that is no larger than the amount of data that it can buffer.
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2.3 Other Energy Reduction Techniques

One important research topic in reducing energy consumption in wireless networks is the use of

transmission power control to select different power levels for the sending of different types of

packets. Transmission power control (TPC) has a great potential to achieve high throughput and

low energy wireless communications [76].

Compared to our work, TPC is a mechanism that works purely in the MAC layer. There are

many variants of TPC mechanism. Generally, they rely on the IEEE 802.11 distributed control

functions(DCF) to negotiate appropriate transmission power levels for different packets, so as to

maintain the desired signal-to-noise ratio [1]. A family of approaches were proposed in a similar

way that varies the transmission power for different MAC layer control frames and data frames.

We briefly review them below.

A typical TCP solution was presented in [26] by which an optimum RF transmission power

level was selected, which assures a minimum energy expenditure for the actually transmitted bit

of information for a given network configuration, channel characteristics, and packet length. Work

in [27] also presents a workable approach for choosing the most energy-saving RF transmit power

level, which is based on the perceived packet error rate of a single mobile host. A more refined

work in [54] presents a power control MAC protocol that allows mobile devices to vary transmit

power level on a per-packet basis. Work in [77] gives insight into the efficiency of those approaches

and their ability to attain their design objectives. It also discusses the factors that influence the

selection of the transmission power, including the important interaction between the network layer

and the medium access control layers.

Ultimately, most transmission power control mechanisms are similar. However, reducing trans-

mission power can result in energy savings, but can also result in more errors. A higher bit error

rate can lead to increased retransmissions, consuming more energy. Low transmission power also

reduces the transmission range and thus increases collisions due to the “hidden terminal” scenario.
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In addition, the using of transmission power control may result in TCP unfairness because of the

competition in wireless channel.

One body of work that is closely related to ours is PSM and BSD we discussed in Section 2.1.3.

They are mechanisms that operate on the MAC layer to save energy consumption on WNIC

without higher-layer information. Transmission Power control mechanisms are also work at the

MAC layer. Other proposals have advocated power management at the system level [123], the

application-level [32], or a hybrid of the two [106]. Our appoach in this thesis works at the network

layer.

A relative complete evaluation and comparison of energy consumption of various MAC layer

access protocols for wireless infrastructure networks was given by Chen et al. in [16]. They develop

a framework to study the energy consumption of a MAC protocol from the transceiver usage per-

spective. They compare the performance of a set of popular MAC protocols using the framework.

A survey of energy efficient network protocols for wireless networks is provided in [60]. An

appropriate system level or application level decision could be used to better support application

specific QoS requirements when trading performance for energy.

In [101], system level power management strategies are described to turn the network interface

off completely during idle periods to reduce power consumption. However, the policy does not have

any guarantee on performance. Work in [13, 108] investigate an application-specific protocol for

reducing the network interface power consumption for streaming media applications. The proposal

uses a history-based strategy to set the sleep interval. The protocol is only applicable for application

with regular access patterns such as multimedia streaming.

Kravets and Krishnan investigate the energy and delay impact of a power-aware transport

protocol [60]. In their work, applications inform the protocol when the network interface should

be turned off; The research investigates sleep duration and finds that a 500 ms sleep duration

achieves most of the possible energy savings. They report results that reduce up to an 80% savings
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compared to no power management. However, this comes at the cost of the average added delay is

approximately 1 second even when no power management is used. When increasing sleep duration,

the delay increases also. Overall, their approach works in a coarse-grain granularity when path

RTTs are commonly within 100ms.

Examples of hardware power management are voltage-scaling processors, disk spin-down algo-

rithms, and power-aware memory allocation. To reduce CPU energy consumption, dynamic voltage

scaling (DVS) was proposed as a technique that allows processor speed to be decreased in order to

run at a lower energy level (e.g., [89]). OS scheduling can then take advantage of DVS [109, 37].

The basic idea is to use fine-grain control of the clock speed to give the appearance of full compu-

tational power at peak times but less computational power at other times; this saves battery power.

In memory systems, some architectures allow individual memory banks to be powered down

whenever they were not being accessed to reduce power dissipation [24, 64].

Another important area for power management is the hard disks. Like the network interface,

hard disks can be disabled to save energy. To reduce disk energy consumption, many have studied

disk spindown to save energy [43, 25, 112, 6, 65]; Adaptively varying the disk spin-down threshold

shares similarities with adaptively transitioning between different WNIC power modes. In general,

algorithms attempt to determine when there is a large time period in which there are no disk

requests. However, hard disks use mechanical components and require orders of magnitude more

time and energy to transition into sleep modes. Another fundamental difference with the network

interface is that the information for determining when to reactivate the component may not be

local to the mobile device; a packet can arrive from the network (external to the device), and the

device must wake up to receive it.

Besides from the above, recent work has advocated managing energy explicitly as a resource

in the operating system [123, 106, 28]. Another approach is to have the OS exploit application

information cooperate with applications to save energy [32, 5].
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2.4 Summary

In this chapter, we give an overview of backgound information on power savings in wireless net-

works. First, we present IEEE 802.11 wireless network technologies. We describe 802.11 MAC

protocols and conduct a detailed discussion of Power Saving Mode with an emphasis on the 802.11

beacon mechanism. We point out performance problems with the static PSM method and introduce

its optimization, the Bounded Slowdown(BSD) protocol.

Second, we discussed the upper layer network protocol architecture and TCP/IP stack. We

analyze TCP header format, explain how packet losses are detected and recovered, and describe in

detail the congestion control and avoidance, flow control, and self-clocking.

Finally, we briefly reviewed existing energy saving approaches on wireless network interface

cards. In the next chapter, we will discuss our experimental environment and methodology.



Chapter 3

Experimental Methodology

In this chapter, we describe our experimental methodology. Given the diversity of networks and

dynamically-varying traffic patterns in the Internet, it is difficult to conduct networking research

in a limited environment with a high degree of confidence. Therefore, as we will discuss next, we

use both emulated testbed and real Internet as well for the experiments to maximize confidence in

our research results.

We begin with an discussion of our experimental methodology in Section 3.1. In Section 3.2,

we describe Linux Netfilter architecture [80], our general implementation vehicle. We show our

modification of Dummynet [95] to introduce round-trip time variations in Section 3.3. Finally, we

present our emulated experimental environment.

3.1 Experimental Methodology

To give a full measurement, we design two basic kinds of experiments for performance study in this

thesis. We run experiments on both real Internet traffic using actual servers and emulated traffic

using DummyNet [95]. We ran two basic kinds of experiments to examine the performance of our

system The emulated experiments allow us to test different parameters in a relatively controlled

environment. In each of our experiments, a client initiates TCP connections to a server and requests

an object from a server. In real Internet experiments, some representative servers scattered around

the continent were selected.

32
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In all our experiments, the wireless client was emulated by a 1GHz Pentium desktop machine

running Linux 2.4-18 with Netfilter . A Dell PowerEdge server running FreeBSD 5.1-stable is con-

figured with different RTTs using DummyNet to emulate Internet servers with different network

characteristics. The access point is emulated using another 1GHz Dell PowerEdge server running

FreeBSD 5.1-stable; we used DummyNet [95] to experiment with different wireless bandwidths and

loss rates. In our experiments we do not differentiate between wireless and wired loss because they

are the same for wireless mobile clients.

In our framework, clients transition their WNICs into sleep mode for periods that are bounded

by the path round-trip time (RTT). Because our technique operates at a fine-grain level, it requires

the use of high resolution kernel timers that have millisecond granularity. Unfortunately, the kernel

timer interrupt in Linux 2.4 fires every 10 milliseconds. We patched our kernel using the KURT

microsecond resolution timer [55] for our Linux client. The KURT extension to Linux provides on-

demand, microsecond resolution and real-time scheduling capabilities to the standard Linux kernel.

Users submit schedules of timer events, which inform the system when various real-time processes

should start and stop. All communication with the KURT kernel subsystem is accomplished via

a pseudo-device driver. Note that newer Linux versions are moving toward making millisecond

timers standard.

Results are determined in the following way. During the experiments, we fork another process

running tcpdump to capture packets for postmortem analysis. A simulator reads the trace and

models a 2.4Ghz WaveLAN DSSS WNIC, which uses 1319 mJ/s when idle, 1425 mJ/s when

receiving, 1675 mJ/s when transmitting, and 177 mJ/s when in sleep mode [103, 42]. It calculates

how much time a client’s WNIC has spent in high- and low-power mode so that energy can be

computed. This is compared to our baseline, which is a regular TCP stream, where the WNIC

remains in a high-power mode for the duration of the experiment. Note that the baseline experiment

does not use Netfilter ; this avoids any overhead that might be added. Also, we model the energy

cost of transitioning the WNIC from sleep to idle mode as 2 ms in idle time [59]. The simulator

also computes several additional quantities (such as a breakdown of wasted energy) for analysis
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purposes. It is important to note that in this thesis we consider only the energy consumed during

actual TCP transmissions. We do not measure energy consumption during user inactivity.

3.2 Netfilter

In this section, we give a brief introduction on the Linux kernel module programming abstraction

and the netfilter architecture for our packet mangling.

3.2.1 Linux Kernel Module

Linux is a monothilic operating system. To be extensible, Linux provides a loadable module mech-

anism to allow developers to dynamically add functionality to the operating system without the

need to rebuild and reboot the system. With on-demand loadable kernel modules, some kernel

functionalities can be added into the kernel only when they are needed. This helps to reduce the

kernel image size. It also reduces kernel memory requirements and simplifies hardware management.

Today, most modern UNIX like operating systems all support loadable kernel module mechanism.

By definition, a Linux kernel module is software that can be loaded and unloaded into the

kernel dynamically upon demand. When loaded, a module’s init module() function is called in

which it registers itself to the kernel and allocates the necessary resources needed to run. Note that

the module is running in kernel space and the loading of the module does not require rebuilding or

rebooting the system. All the allocated resources are freed upon unloading.

The loadable kernel module mechanism is widely used for the development of device drivers.

This allows hardware vendors to easily develop and test their device drivers, as well as allowing

Linux to catch up with the releasing of new hardware.

The implementation of our techniques take the form of loadable kernel modules. Our module

can be loaded on the fly without interrupting the system whenever a user wants to conserve energy.
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It first registers itself to TCP stack and allocates packet buffers and the related data structure for

connection tracking. Upon unloading, it unregisters the from TCP stack and free packet buffers by

detaching its data structure from the kernel.

3.2.2 Netfilter Architecture

Netfilter is a generalized framework for packet mangling inside the Linux kernel. It is a superset of

a firewall subsystem and is the basis for the implementation of IP tables and IP chains inside the

Linux kernel. The Linux netfilter architecture provides a single, dedicated packet filter/mangler

infrastructure that users and developers can deploy as an add-on built into the Linux kernel.

Netfilter was designed to be modular and extensible.

The Netfilter architecture consists of a set of “hooks”. Those hooks are well-defined points

along the path that packets will be processed by protocol stacks. Kernel functions or procedures

can register these hooks to participate in the processing of packets. When a packet is traversing

the protocol stack, at each of these points the protocol stack will call the registered procedures

to process the packet in order. Within those registered procedures, the packet can be modified,

queued, or even dropped. In short, netfilter is merely a series of hooks in various points in the

network protocol stack. The IPv4 packet traversal diagram is illustrated in figure 3.1.

In the following, we examine how a packet traverses through the Netfilter infrastructure.

Starting from the incoming path on the left side, an incoming packet is first passed to the netfilter

framework’s NF IP PRE ROUTING hook, as indicated by hook 1. At that point, routing is checked

to decide where to pass the packet. If the packet is destined to the local host, it is passed to the

NF IP LOCAL IN hook (hook 2) and finially passed to the upper layer. If the packet is destined

for another host, it will be passed to the NF IP FORWARD hook to continue the traversal. If the

packet is unroutable, it will be dropped.
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Figure 3.1: A Packet Traversing the Netfilter System

For an outgoing packet, it is first passed to NF IP LOCAL OUT hook for examination. After

filling in the related header information, the packet will then be passed to the final netfilter hook,

the NF IP POST ROUTING hook, where a route is found for the packet. The packet is then sent

out.

Based on this framework, various modules have been written to provide for network firewall and

connection tracking functionalities. Two representative examples are an extensible NAT system

and an extensible packet filtering system (iptables) [80].

In our work, our client-centered techniques need to mangle packets. The modifications include

the changing of the TCP sequence number, acknowledgement number, advertisement window size,

TCP header flags and even fabricating of probing packets on the fly. We rely on the Netfilter

architecture to implement them. We hook our procedures into the NF IP LOCAL IN hook and

the NF IP LOCAL OUT hook for the processing.
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Figure 3.2: DummyNet Architecture.

3.3 Dummynet

Dummynet [95] is a flexible tool originally designed for testing networking protocols and since then

has been used for bandwidth management. It simulates/enforces queue and bandwidth limitations,

delays, packet losses, and multipath effects. It can be used on a workstation or on FreeBSD

machines acting as routers or bridges.

Dummynet is closely associated with the firewall mechanism in FreeBSD implementations.

To use dummynet, a user first specifies his interests on certain type of packets through a set of

firewall rules. For example, a user can capture packets from a given protocol such as ICMP or from

given ports with a set of rules. After setting up the rules, packets that match the rules will be

intercepted by dummynet in their way through the protocol stack, and then passed through pre-

configured queues and pipes. Dummynet queues simulate propagation delays, while pipes simulate

the effects of bandwidth limitations and packet losses. With various queues and pipes to enforce

bandwidth, delay, and loss restrictions to network traffic, Dummynet has been used widely to imple-

ment firewalls as well as simulate network conditions for research. Figure 3.2 illustrates Dummynet.
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One of the advantages of Dummynet is its low overhead. The implementation of Dummynet is

part of the TCP/IP stack and runs on the kernel without context switching costs. More importantly,

there is no extra data copying between userland and the kernel. This ensures that Dummynet can

process packets at a very high speed with little processing overhead and thus can emulate real

networks faithfully. According to [95], dummynet is able to handle thousands of pipes with O(log

N) cost, where N is the number of active pipes.

Dummynet provides the flexibility to configure each pipe and queue separately to meet different

requirements. Pipes and queues can even be created dynamically. As a result, users are empowered

to be able to apply different network configurations to different traffic types based on protocols,

addresses, ports, and interfaces. In our experiments, we use Dummynet to emulate both wired and

wireless links with different characteristics, including bandwidth, propagation delay, and loss rate.

However, there is also one defect for standard Dummynet. It can not emulate real Internet

round-trip time variations with an in-order packet delivery. Dummynet only allows a fixed delay

associated with pipes and queues. However, one can create multiple links with different delays

between the sender and the receiver. This will cause out-of-order packet delivery at the client

because packets transmitted later with lower delay can overtake packets transmitted earlier with

higher delay. The out-of-order packets will trigger TCP fast retransmissions, which is an undesired

effect in this situation because packets are not lost. As a result, TCP will suffer from out-of-order

packets if standard Dummynet is used to emulate round-trip time variations.

To avoid out-of-order delivery while still varying round-trip delays, we modified Dummynet

in a way such that packets cannot reach the destination until the packet transmitted earlier has

arrived. This enhancement enables us to emulate real Internet dynamics that was not provided by

dummynet. We use this enhanced feature in all our emulations.

In the following, we describe our implementation of this enhancement. Our modification works

as follows: instead of assigning each pipe a fixed delay, we associate a pipe delay array with each
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Figure 3.3: Our experimental setup with dummynet and tunneling.

pipe. This is an extension to the original configuration with one delay per pipe. The number of

elements in each array is adjustable based on the user’s specification. The more the bins, the

more accurrate the emulation will be. For every N packets, we dynamically choose a delay d from

the pipe delay array and the following N packets transmitted through the pipe afterwards will

experience d delay before reaching the next hop.

Many previous studies in Internet dynamics have pointed out that round-trip time variations

conform to a shifted gamma distribution with heavy tails [70]. We model round trip time variation

using an uncorrelated gamma distribution. We obtained this distribution by performing ping tests,

gathering several thousand samples from the ftp.cs.washington.edu sever, (which has a 61 ms

base RTT), and then using these samples to determine the parameters to the gamma distribution.

Note that while a realistic distribution is likely correlated, (1) DummyNet itself cannot handle

such a distribution, and (2) an uncorrelated distribution is more difficult for our system to handle

effectively, due to the increased unpredictability of round-trip times. To simulate peak traffic on

round-trip times other than 60 ms, we scaled this gamma distribution proportionally to the new

round-trip time.
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3.4 Tunneling and Experimental Environments

Figure 3.3 shows our emulated experimental environment. We use IP tunneling to bridge IP traffic

between the emulated access point and the emulated wireless client.

Tunneling is a method of using an internetwork infrastructure to transfer a payload, such as

packets. The packet is encrypted and encapsulated with an extra header generated by the tun-

neling protocol. This extra header provides routing information between the two ends of a tunnel.

The encapsulated packet is routed between the endpoints over the transit internetwork. At the

destination, the packet is de-encapsulated and forwarded to its final destination.

The most popular tunneling protocols used to create VPNs are Point-to-Point Tunneling Pro-

tocol (PPTP), Layer 2 Tunneling Protocol (L2TP), IPsec, and IP-in-IP (IP-IP). Packet structure

after tunneling consists of the outer IP header, the tunnel header, the inner IP header, and the

original IP payload itself.

In our experiment, we use IP-IP tunneling to set up a tunnel between the client running Linux

2.4.18 to a FreeBSD box running Dummynet as access point, and then routing to the outside world.

With dedicated tunnels between the emulated access point and the wireless client, we were able

to isolate the “wireless” traffic from other interference in the network, making our results more

accurate. More importantly, tunneling allows us to experiment with various wireless bandwidth

and loss rate between the emulated access point and the wireless client.

3.5 Summary

In this chapter, we described our experimental methodology. We give a brief review on Linux kernel

module mechanism and an extensive discussion on Linux Netfilter framework.
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We also gave a detailed discussion on Dummynet, which helps to build the entire experimental

environments for this dissertation. We discussed our enhancement to Dummynet that allows the

emulation of real Internet RTT variations with an in-order packet delivery. We explained how to

configure Dummynet with different settings to simulate various network traffic characteristics in

order to quantify the effects of our techniques. Finally, we illustrate how we use IP tunneling to

establish a virtual tunnel between the wireless client and the access point for our experiment setup.

In the next chapter, we will discuss a technique we use to estimate round-trip time on the

wireless client side.



Chapter 4

Inferring Round-Trip Time

In this chapter, we describe and evaluate a technique that exploits the TCP timestamp option

to passively estimate round-trip time at an arbitrary measurement point along a path. This is

one of the enabling techniques to our client-centered energy efficient communications. We use this

technique at the client side to estimate the round-trip time to direct our transition between WNIC

modes.

We first give an introduction to the technique, then we discuss some similar techniques for

round-trip time measurement. We describe our implementation in detail and present our perfor-

mance results.

4.1 Introduction

Path RTT plays a central role in the behavior of a TCP connection. For example, previous research

has shown that TCP throughput is inversely proportional to path RTT. For network administra-

tors, RTT reveals the network topology [40]. Path RTT can also provide an insight on network

congestion along the path [125]. Additionally, the recent development of overlay networks and

peer-to-peer applications relies heavily on path RTT for the correct operation of their services [94].

There are many techniques to measure path RTT. One is to actively send periodic probe

packets for the measurement [107]. One passive estimation method is to use the SYN/SYN-ACK

interval and slow start traffic as the sole RTT measurements [53]. Another passive method infers

the path RTT based on the simulated congestion window size [51]. Unfortunately, these methods

are insufficient to realistically capture RTT variation along a path because of the inadequate

42
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number of samples. RTT variation reflects network congestions and other end-to-end dynamics

along the path. Capturing RTT variation provides insight to network administrators on network

configuration issues such as queue management and buffer provisioning.

Although one can associate data segments with their ACKs by matching the sequence number

with the acknowledgement number at the measurement point (assuming no packet loss), the

reverse association of data segments to the ACKs that triggered them is particularly hard because

of TCP’s sliding window mechanism [67]. In addition, packet loss and out-of-order packets at

the measurement point complicate the problem because the disadvantage of TCP’s cumulative

acknowledgement scheme.

In this section, we present a novel passive measurement method that exploits the TCP Times-

tamp option to measure path RTT at an arbitrary measurement point. The TCP timestamp option

is a performance enhancement extension for the precise estimation of RTT in a TCP transmission.

When each TCP segment contains TCP timestamp values, a passive measurement method can

take advantage of those timestamps to obtain accurate path RTT measurements. According to the

TCP timestamp definition, a sender places a timestamp in each data segment, and the receiver

reflects these timestamps back in ACK segments. By locating and pairing those timestamps at the

measurement point, we estimate path RTT in a similar way as TCP itself.

Our technique makes three important contributions. First, our method reports an accurate RTT

measurements for a TCP connection. Our method can produce accurate measurements because

the TCP timestamp option itself is designed to help accurately estimate RTT. We are able to

obtain samples throughout a connection’s lifetime. Second, our measurements provide insight on

Internet end-to-end delay dynamics [70]. With the accurate measurements of path RTT, other

important connection characteristics such as congestion window size, retransmission timeout value,

and available bandwidth, can be inferred more accurately [49]. Those characteristics can then

be used to obtain a comprehensive knowledge of network congestion characteristics. Finally, our

work shows that TCP timestamp option can be a benefit for network administrators for passive
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measurement. This is an argument for a wide deployment of the TCP Timestamp option in the

Internet. We believe that a better design of TCP Timestamp option can be more beneficial in the

future.

In the following sections, we give the basic idea of TCP timestamp options and describe our

algorithm and provide implementation details. We verify our method in a controlled emulated

environment with extensive experiments.

4.2 Related Work

There are two broad ways to measure path RTT, namely active method and passive method.

Active methods periodically send probe packets to infer path RTT [107]. The problem with active

methods is that they inject extra traffic on the connection and they can only report RTT for a

given path for a specific probe.

On the other hand, passive methods work by capturing packets on a given connection at a

measurement point and infer the path RTT based on these packets. One passive method depends

on special packets in connection setup and slow start phase to infer path RTT [53]. Another passive

method in [51] attempts to infer the congestion window size on the sender and uses the window

size to compute path RTT. The drawback with these techniques is that while they do not inject

any traffic, they suffer from either relatively few available samples or inaccuracy due to uncertainty

in the association of packet pairs. In contrast, our passive technique obtains a much larger number

of accurate samples over most connections.

Although one can associate data segments with their ACKs by matching the sequence number

with the acknowledgement number at the measurement point (assuming no packet loss), the

reverse association of data segments to the ACKs that triggered them is particularly hard because

of TCP’s sliding window mechanism [67]. In addition, packet loss and out-of-order packets at

the measurement point complicate the problem because the disadvantage of TCP’s cumulative
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acknowledgement scheme. As a result, it is challenging for passive RTT measurement methods to

be accurate.

4.3 Overview

Most passive path RTT measurement methods infer RTT based on pairing of packets that cross

the measurement point. Although one can associate data segments with their ACKs by matching

the sequence number with the acknowledgement number at the measurement point (assuming

no packet loss), the reverse association of data segments to the ACKs that triggered them is

particularly hard because of TCP’s sliding window mechanism [67]. This makes it hard to collect

more than a handful of samples, typically restricted to connection setup and slow start.

The basic idea behind our passive technique is to use timestamps instead of only sequence

numbers in order to associate packet pairs. The timestamps allow us to, as opposed to previous

techniques, obtain accurate samples throughout the lifetime of the connection. We assume here

that the measurement point can observe traffic in both directions on the connection.

The TCP timestamp option was defined in [46, 47] as an extension intended to estimate RTT

on TCP senders more accurately. When both hosts, H1 and H2, on a TCP connection agree to

use timestamps, each packet sent from H1 to H2 contains two items: the current time on H1

when the packet was sent and the timestamp of the most recently received packet from H2. The

other direction is similar. A detailed description of the TCP timestamp option can be found in

[47, 46, 113].

As discussed above, our technique relies both end hosts using the TCP timestamp option.

Accordingly, we conducted a measurement study that consisted of probing 500 web servers previ-

ously used by Floyd to determine their type of TCP implementation. We found that 92% of those
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servers support the TCP timestamp option. In addition, most current operating systems also sup-

port the timestamp option. As the use of timestamp has increased in recent years, we believe the

percentage of servers that support the TCP Timestamp option will likely increase in the future.

4.4 Our Technique

This section describes our implementation of a new passive RTT measurement using TCP times-

tamps. First, we give the basic idea, and then we discuss potential sources of error.

4.4.1 Basic Measurement Method

Our basic technique is to use TCP timestamp information to construct tuples consisting of a data

packet, an acknowledgement, and the next data packet triggered by the acknowledgement. Once

we have such a tuple, we can compute the round trip time based on the time the first and last

packets in the tuple crossed the measurement point. Associating these packets without timestamp
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information is a difficult problem, because associating a data packet with the acknowledgement that

triggered it may require knowledge of the congestion control window at the sender side (information

that is typically not available to the measurement point). Note that RFC 1323[46] only requires

that the Timestamp Echo Reply carry the Timestamp Value of the most recently received segment,

rather than the Timestamp Value of any pure acknowledgements received. In practice, however,

most TCP implementations do echo back the Timestamp Value of pure acknowledgements, which

enables our technique.

Figure 4.1 illustrates our measurement method. We record both the arrival time and times-

tamp value pair < Timestamp Value,Timestamp Echo Reply > for every packet that crosses the

measurement point.

First, Pkt1 carries timestamp values < s1, c1 > from the server, and crosses the measure-

ment point at time t1. Second, Ack1 is the response for Pkt1 and carries the timestamp pair

< c2, s1 > in which the Timestamp Value from Pkt1 is Ack1’s Timestamp Echo Reply . This

allows the measurement point to associate Pkt1 with Ack1. Third, Pkt2, which is triggered by

Ack1, carries the timestamp pair < s2, c2 >, and crosses passes the measurement point at time

t3. Note that c2 is the client side timestamp of the Ack1, echoed by the sender. This allows the

measurement point to associate the data packet (Pkt2) with the acknowledgement that triggered

it. We now have an association between Pkt1 and Ack1, and another association between Ack1

and Pkt2, with Ack1 as a common element. These two associations are combined to form the triple

< Pkt1, Ack2, Pkt2 >, comprising a single round trip sampled as t3− t1. The association of a data

packet and its acknowledgement can be made by examining the sequence numbers provided in the

TCP headers. However, the reverse association is impossible to make at the measurement point

by sequence number alone, because an acknowledgement triggers a new data packet based on the

sender’s congestion window rather than the next sequence number.

We obtain another RTT sample (t4 − t2) when Ack2 arrives at the measurement point. This

sample is based on the associations between Ack1 and Pkt2, and Pkt2 and Ack2, sharing Pkt2



48

as a common element. Note that we are able to make these associations because a packet that is

triggered by an acknowledgement will carry the Timestamp Value of the acknowledgement as its

Timestamp Echo Reply . Similarly, an acknowledgement for a received packet carries the Timestamp

Value of the packet as its Timestamp Echo Reply (as shown in Figure 4.1).

Our calculation is similar to TCP’s RTT estimate algorithm when receiving ACKs. We produce

the same value as estimated by TCP when there is no delay in terms of timestamp value between

the arrival of ACKs and the sending of packets. This is generally true in bulk data transfer

applications where the TCP sender is continuously emitting data. Note that we did not compare

timestamp values across machines and thus we need not worry about timestamp synchronization

problems during our estimation.

4.4.2 Potential Error

Inflated Estimation One possible source of error with our technique is that our measurement

could report a value that includes gaps on the sender. Retransmission delay, context switching,

and application level delay can all cause such gaps. In the example shown in Figure 4.1, our RTT

estimate (s2 − s1) includes delay at the sender. As our goal is to accurately measure the RTT, we

would like to eliminate samples that include sender gaps. We have designed a simple, yet effective,

filter to exclude such samples.

Data packets should be acknowledged by the receiver quickly, and thus the packet-acknowledgement

measurement should not include sender gaps. Note that the cost of delayed acknowledgement is

included in most RTT measurements, so we also include this in our measurements. Pure acknowl-

edgements, on the other hand, may not require any action when the acknowledgement is received.

Therefore, we keep track of the maximum time between a data packet and its associated acknowl-

edgement crossing the measurement point, for both sides of the connection. Value d1 indicates the

maximum RTT between the measurement point and client, and d2 indicates the maximum RTT
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between the measurement point and server. The intuition here is that d1 + d2 represents our idea

of the upper bound on the RTT. Our filtering rule is that any estimation that is bigger than the

sum of the maximum values d1 and d2 over the entire stream is considered an inflated estimate

and thus is discarded. Note that while we applied this filter postmortem, it could also be applied

on the fly.

Assuming the right-hand side of Figure 4.1 showed the entire transmission, then distance d1

and d2 are t2 − t1 and t4 − t3, respectively. In this (short) transmission these would also be

the maximum values, and their sum would represent our idea of the upper bound on RTT. Any

measurement (most likely t3− t1) larger than that sum is discarded. Note that the calculation of d1

and d2 must be based on the time differences between data segments and their acknowledgements,

as these measurements are the least likely to include gaps. We again use the Timestamp Value and

Timestamp Echo Reply in determining when to include a distance calculation, as this pairing will

essentially ignore measurements based on loss. The alternative is to use sequence/acknowledgement

number to pair [53], which is cumbersome.

TCP Timestamp Granularity Typical TCP timestamp granularity is 10ms for most Internet

hosts. As a result, some packets will carry the same Timestamp Value if they are sent close

together (e.g. within 10 ms). This introduces potential errors into the packet association. To

counter this, we take RTT measurements only on the first segment with a new Timestamp Value.

Despite this, we are able to produce samples throughout the lifetime of the connection, and our

technique is sufficient to capture RTT variation. Note that extremely small RTTs (e.g. less than

the granularity of both end-point clocks) are a potential difficulty. We are currently investigating

techniques of dealing with this situation.

Loss and out of order packets In TCP, when out of order packets arrive, the timestamp value

echoed by the reciever is that of the most recently accepted packet, rather than the timestamp

value in the new packet. For this reason, our technique will discard the sample based on the fact
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Figure 4.2: Experiment Environment for RTT Measurements

that it is a timestamp value we have previously used. This also prevents collecting a sample when

loss occurs.

4.5 Evaluation

In this section, we evaluate the accuracy of our passive measurement tool. We choose three rep-

resentative applications to run on the upper layer, bulk data TCP download, web browsing, and

interactive telnet. We believe those three types of application cover the majority of TCP based

Internet applications. We present a detailed, quantitative analysis of our method.

4.5.1 Evaluation Methodology

Figure 4.2 shows our controlled, emulated experimental environment. We use Dummynet to emu-

late different network conditions between the server, the measurement point, and the client.

We vary RTT on the server with a heavy tail shifted Gamma distribution [2]. The server’s

timestamp resolution is 1ms and the client’s timestamp resolution is 10ms in all our experiments.

We introduce losses on all four paths on both sides of the measurement point. We extend the

server’s TCP stack to log TCP RTT estimates whenever it was generated on receiving a segment.

We compare the TCP RTT estimations with our measurements point by point. Because it is
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Figure 4.3: Error CDF of ftp download with different network conditions (fixed/variable RTTs and
no loss/loss). In the second graph, the y-axis starts at 90%.

Loss RTTs samples Max d1 + d2 Max % error Avg % error Filtered

0% 120ms Fixed 247 220ms 32% 1.1% 1

0% 120ms Variable 334 206ms 5.8% 0.8% 0

1% 120ms Fixed 933 231ms 6.7% 0.8% 6

1% 120ms Variable 1018 221ms 5.8% 0.7% 2

Figure 4.4: Summary of results from ftp download.

possible for several segments to have the same Timestamp Value when timestamp granularity is

large, we only take RTT measurement on the first segment with a new Timestamp Value during

our measurement to eliminate errors due to the association uncertainty for those packets. We still

produce a large number of samples because we take one measurement approximately 10ms and it

is sufficient for catching the RTT variation.
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4.5.2 FTP and HTTP Downloads

Figure 4.3 shows our measurements on a ftp download of a 3MB file from server to client with

different network configurations. Our passive RTT measurements match the TCP estimates with

a high degree of fidelity under all network conditions. Figure 4.4 shows a detailed analysis of

the data. Because the client timestamp has a 10ms granularity, for ftp we obtain approximately

one measurement every 10ms. More than 96% of our samples are within 1%. Most of the rest

are within 8%, with only one outlier (32%). Further investigation revealed that this outlier was

caused by a small FTP request processing delay. The average error is approximately 1%, which

indicates that our measurements are accurate for bulk data transfer applications. This includes

the cases when there is variation in RTTs. Note that previous passive measurement methods,

which depend on connection setup and slow start phase to infer RTT, would generate less than 10

samples for these downloads. Unlike our method, this would certainly fail to capture RTT variation.

In addition, our measurements are accurate when packet loss occurs. In fact, with a lossy

network, we obtain more measurements because the congestion window size is smaller—meaning

that fewer samples are discarded due to clock granularity. This is despite the fact that some samples

are themselves discarded due to loss.

There are two things we note about our filtering scheme. First, it successfully helps us remove

inflated samples. This includes measurements that were inflated by a one second retransmission

delay due to server time out. However, we cannot detect delays smaller than our maximum d1

+ d2 , which is what occurred with the case of 32% error—our measurement technique cannot

account for arbitrary delay in sending an acknowledgment packet. Second, we see that our filtering

rule in most cases avoids filtering out valid large RTTs. In particular, only one valid large RTT

measurement was mistakenly removed as an inflated sample in our experiments.

Figure 4.5 shows results on an HTTP download over the different network conditions. For this

experiment, we have a relatively small number of measurements because web pages are typically

small. The average error overall experiments is 1.1%, and the worst-case error is 9%.
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Figure 4.5: Error CDF of http download with different network conditions (fixed/variable RTTs
and no loss/loss). Note that the y-axis starts at 80%.

4.6 Summary

In this chapter, we presented a passive measurement technique for round-trip time estimation

using the TCP timestamp option. We evaluate the method in a controlled, emulated experiment

environment with different network configurations and upper layer applications.

The method uses TCP timestamp options to associate packets and compute RTT as the dif-

ferences between timestamp values. Our method uses a similar method as TCP to compute RTT

and report accurate RTT measurements compared to TCP’s estimates. The evaluations show that

the average errors are below 1ms for FTP downloads and web browsing. The method can also

faithfully observe RTT variations along the path. Our evaluations show that our timestamp based

technique is accurate in measuring path RTT for a variety of applications. Our measurements can

observe path RTT variation and report accurate RTT measurements even for connections with

high loss rate and variation. Our technique is most accurate for bulk data transfers, which is what
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we use it for in the following chapters. We used simple, but effective, filtering rules to detect server

gaps and discard the resulting incorrect samples. Overall, we believe that as timestamps become

almost universally used, our technique will be a significant advance in passive RTT measurement.

We apply this technique at the client side to estimate round-trip times to direct the transition

of WNIC between different power modes. In the next chapter, we will discuss our implementation

and experiments with energy efficient web browsing.



Chapter 5

Energy Efficient Web Browsing

The goal of our research is to investigate network-layer, energy-efficient wireless communication

techniques for well-known mobile applications. In principle, energy efficient wireless communi-

cations depend on energy-saving methods that trade-off download time for energy. With the

awareness of upper layer application characteristics, network-layer, energy-saving methods can

better support fine-grained QoS when trading performance for energy.

In this chapter, we investigate our techniques for one popular wireless application, namely web

browsing. We begin with a discussion on web traffic characteristics. We then present implementa-

tion details including our connection table as well as how we track connections. We finish with an

analysis of performance results.

5.1 Web Browsing and HTTP

The Web is simply a wide-area client-server system. Web servers are repositories of information,

and clients access this information from servers through the Internet. In Web, a client can either

directly communicate with a server or do so indirectly via intermediate agents called proxies.

Normally, the client and the server use Hypertext Transfer Protocol (HTTP) in the application

layer to exchange information.

HTTP is the application level protocol underlying the Web. It defines the request-response

interaction between clients and servers. HTTP is the predominant protocol for the Web today. The

current version of HTTP is 1.1, also known as Persistent-HTTP (P-HTTP), which supports many

enhanced features including persistent connections, pipelining, and chunked transfers. In general,

55
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HTTP can be layered on top of any transport protocol that provides reliable data delivery service.

However, in practice, it is most commonly layered on top of TCP, as TCP is the predominant

transport protocol in the Internet.

The key ideas behind P-HTTP are to use a persistent TCP connection for the transfer of

multiple Web page components and to pipeline the transfer of these components. With persistent

HTTP support, multiple HTTP sessions can share the same underlying TCP connection and thus

reduce the overhead of establishing separate TCP connections for each HTTP session.

HTTP is designed to be stateless, which means that there is no state information carried from

one HTTP request-response interaction to the next. The stateless property of HTTP simplifies the

protocol. HTTP Cookies are introduced to keep minimal state information.

HTTP messages are passed in a format similar to MIME, A request message from a client to a

server typically contains the following information:

• Method: indicates the action to be performed. HTTP GET and POST are the two most

commonly used methods in the Web. GET is used to retrieve web objects while POST is

used to append data to a resource.

• Universal Resource Identifier (URI): specifies where the web object is located. Depending on

the web object type, a URL could point to a static HTML page or a dynamic object that is

generated at the server side based on the client’s inputs.

Upon receiving HTTP requests from the client, a Web server arranges the transfer of the

requested objects into HTTP response messages to the client. A HTTP response typically contains

the following:

• Status: indicates whether the request is successful or not.

• Entity header: specifies meta information pertaining to a web object, including the content

encoding, content length, content type, last modification time and expiration time.
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• Entity body: the content of the requested object encoded as specified in the entity header.

A Web page is usually composed of multiple components such as text, images, video, audio, etc.

Those components are called embedded objects of a web page. A user’s Web browsing is often in

the form of browsing sessions. During a browsing session, the user typically uses a web browser to

download the entire Web page from servers, including all the embedded objects. The web browser

then renders the contents into a user readable web page.

A typical web browsing works as follows: After reading the URL typed by the user, a web browser

first sends out HTTP GET method to retrieve the HTML file corresponding to the Web page. It

then parses the HTML page to determine which components, if any, are embedded in the page.

Finally, it retrieves each of the embedded components using concurrent HTTP sessions. Although

not necessary, the components of a Web page usually reside on the same server as the HTML file.

This provides the opportunity to use P-HTTP to retrieve the objects. The browser renders the

components in a manner that is convenient for the user to read. For instance, image components

are displayed on a screen while audio components are played on an audio device. The browser may

invoke a separate helper application to render components of data types that it is unable to process.

At the TCP layer, the timeline for a typical Web page download as follows: First, the client

sets up a TCP connection to the server with a three way TCP handshake. Following that, HTTP

messages are exchanged through the TCP connection to download web objects. In case more

web objects need to be transferred (e.g., embedded images), a separate HTTP request-response

exchange is used for each such transfer. Whether this HTTP message exchange takes over on the

existing persistent TCP connection or on a new separate TCP connection depends on the HTTP

protocol and where the embedded web objects are. If both the web browser and the web server

support P-HTTP, the TCP connection is not torn down after a HTTP session is finished. Other-

wise, either the web server or the web browser will send out FIN packets to shutdown the connection.

Previous studies have already showed that web traffic tends to be bursty. This is because

individual Web objects tend to be small in size with an average page size of 26-32 KB [69]. Each
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Web object download constitutes a burst. As HTTP sessions are short in time, the bursts tend to

be short in length.

Due to its bursty natural, Web traffic has many “silent intervals” where no packets are expected

for a period of time. Work in [59] already showed that the wait-for-server and inactive periods

during Web browsing present opportunities for the network interface to enter a sleep mode. Our

energy efficient technique exploits those intervals to conserve WNIC energy.

The basic idea behind our technique here is to predict when packets will arrive, keeping the

WNIC in low-power mode in those intervals. This is achieved by maintaining and tracking the state

of each client-initiated connection during web browsing. When all connections are idle, i.e., not

actively receiving or sending data, the client transitions the WNIC to a lower-power sleep mode.

The client then transitions the WNIC to back to high-power mode before the next packet (on any

connection) arrives. Our technique uses round-trip time estimates to determine when to transition

the WNIC between idle and sleep mode. Our technique is implemented with no change to TCP

and the web server. Our solution saves energy without increasing transmission time because it does

not change the web traffic.

5.2 Energy Efficient Techniques

In this section, we describe the design and implementation of our client-centered techniques for

Web browsing. We assume that when the client wishes to save energy for web downloads, it informs

the client OS of its intentions. The client OS then must restrict the kinds of network traffic that

can be sent and received. This is further discussed in Section 5.2.9; We assume that the client OS

will transition the WNIC into high-power mode when data is sent from the client, and we inform

the client OS to transition the WNIC between high- and low-power modes based on our algorithm.

for the rest of this chapter, we consider only HTTP traffic.
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Ideally, the client would only be in high-power mode while packets are actually arriving and

in sleep mode at all other times. In practice, the client makes predictions about when packets

will arrive, transitioning the WNIC to high-power mode if it expects packets and sleep mode if

not. The prediction of the arrival time of incoming packets is nontrivial even when the client has

only one outstanding connection. This is particularly true when packets are delayed or lost in the

network. Furthermore, the existing Internet introduces many factors that do not exist in simulated

networks. These factors contribute to delay and loss in unpredictable ways.

In a client where multiple concurrent connections exist, it is even more challenging to predict

the arrival time of the next packet because of accumulated error over many connections. We do two

things to solve this problem. First, we track every concurrent connection in the client, collecting

detailed information and making predictions. Second, we cache round-trip time information about

each site visited by the client to allow us to save energy during connection setup. We discusses

each of these techniques in more detail in the following sections.

5.2.1 Connection Tracking

The client tracks each of its initiated open connections. This provides all the necessary information

to predict (1) when to transition the WNIC from high to low power mode and (2) how long to keep

the WNIC in low power mode. The client divides an individual connection into stages, between

which transitioning the WNIC to sleep mode is possible; each stage is the client’s estimate of the

server’s TCP window. Stages are easier to distinguish during TCP slow start. Fortunately, web

objects are generally small, so many HTTP connections spend a significant percentage of time in

slow start. The client builds a connection table to hold detailed information about each connection,

which allows accurate prediction of the next packet arrival time. We first discuss tracking a single

connection and then discuss combining information from many connections to determine when to

transition the WNIC.
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Id Status Site Stage Num Next Stage Current SRTT Var.
Packets Start End Expiration

1 idle www.cnn.com 7 — 140 160 — 50 5

2 active www.espn.com 3 6 232 TBD 102 143 12

3 idle www.cnn.com 12 — 147 174 — 50 5

4 finished www.cnn-ads.com — — — — — 20 5

Figure 5.1: Sample connection table with 4 concurrent connections (two idle, one finished , and one
active). TBD means that the value has not yet been determined.

5.2.2 Connection Table

The key data structure used in our system is the connection table (shown in Figure 5.1). The

connection status field reflects four possible connection states: active, idle, finished and saturated

(discussed below). The site field is used to index into the site table maintained on the client to

locate the detailed information about the remote server site. (The actual table uses IP and port

number. For presentation purposes, we present the logical name.) We partition each connection

into stages and keep the stage number in the stage field. We also record the number of packets

received in each stage. The next stage start time and end time are the predicted starting and

ending times of the next transmission stage. We use the current estimate of the round trip time (in

the SRTT field) and variance (var) to compute the start and end times of the next transmission

stage. If the connection is active, we also keep track of when the current stage is expected to

end (current expiration). We use a timer to detect when there are no packets received within a

threshold amount of time (described below); this is a possible indicator of the end of a stage.

In the example connection table shown in Figure 5.1, there are 4 concurrent connections. This

is a sample of a connection table taken at time 100. The second connection (marked active) is

receiving data, the first and thirdconnections are between stages (marked idle), and the fourth

connection is finished .
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5.2.3 Next Stage Prediction

Whenever stage i ends, the client predicts the stage i+1 start and end time as Tfirst+SRTT−VAR

and Tlast + SRTT + VAR. Variables Tfirst and Tlast are the times the first and last acknowledge-

ments are sent during stage i. SRTT is our smoothed round-trip time estimate, and VAR is the

estimated variance

We use the RTT estimation technique we discussed in chapter 4 to infer path RTT passively at

the wireless client side. Currently we assume that the timestamp option is enabled. In fact, in all

the servers in our experiments, the timestamp option was enabled. If it were not, we believe that by

using techniques such as those presented in [67] to associate packets with their acknowledgements,

we could obtain accurate RTT estimates. We leave this for future work.

The new variance measurement is then the difference between the measured RTT and the

SRTT . To calculate the SRTT and its variance from each measurement, we employ the same

algorithm which is used by many implementations of TCP: the new SRTT is calculated using the

formula 7/8 × SRTT + 1/8 × RTT , where RTT is the observed value. (The new variance estimate

is computed similarly.)

5.2.4 Transitioning Between States

Figure 5.2 shows the state transition diagram. A connection is in active state when it is receiving

data within a stage. A connection is in idle state if it is finished receiving packets from the

previous stage and is waiting for the start of the next stage. In general, this is determined by

two conditions: (1) the predicted ending time of the current stage has passed, and (2) no packet

has arrived for Tthresh ms (set dynamically based on the maximum observed interval between

successive acknowledgements) since the last outgoing acknowledgement was sent. The reason for

the second condition is that the window could be delayed in the network, and the timer prevents

us from transitioning the WNIC to sleep mode prematurely. Conditions (1) and (2) combine to

serve as safeguards against network delays, which would otherwise lead to prematurely marking
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Figure 5.2: State machine demonstrating our algorithm.
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a connection as idle. When the end of the stage is reached, we store in the connection table the

predicted starting and ending times of the next stage.

As HTTP/1.1 uses a persistent connection for successive HTTP requests, connections are not

terminated after transmission of a requested object. We mark the connection as finished when

the requested page has been fully downloaded (and so the client will not receive data on this

connection). This is detected using the web page size, which was available over 95% of the time for

the web sites in our experiments. If it is not, a connection is never marked finished .

Three less common transitions are from active to saturated , saturated to finished , and idle to

finished . Transitioning from active to saturated occurs when sender’s window size is larger than the

bandwidth-delay product of a connection, and so there is no possibility for energy savings between

stages. In this case, we mark a connection as saturated .

5.2.5 Extending To Multiple Connections

The technique described above identifies periods when no data is expected on a single connection.

Web browsers like Internet Explorer and Netscape generally issue multiple concurrent connections

to a site to retrieve embedded objects. The extension to handling multiple concurrent connections

on the client is straightforward. In particular, we track each active connection in the client and

change its state individually. Each time a connection state changes to either idle or finished , we

check all open connections. The client transitions WNIC to sleep mode only when all connections

are idle or finished , and the client keeps the WNIC in sleep mode until the nearest predicted next

stage starting time of all connections.

5.2.6 Round-Trip Time Cache

While the algorithm above is effective in saving energy in many cases, it can be improved. Without

prior knowledge, the client cannot predict the SYN/SYN-ACK and GET/GET-ACK round trips (the
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Site Syn-RTT Get-RTT SRTT

nytimes.com 28 49 33

popupads.com 45 60 49

akamai.com 32 45 38

Figure 5.3: Example Round-Trip Time Cache for a web page request to nytimes.com.

GET/GET-ACK is often longer than the SYN/SYN-ACK). In addition, the round-trip time for the actual

data can differ from both. Unfortunately, with multiple connections, the chance that at least one

connection is in either the SYN/SYN-ACK, GET/GET-ACK, or first slow start stage can be large. This

makes the solution of keeping the WNIC in high-power mode during these phases non-scalable: for

highly concurrent connections, little, if any, energy can be saved.

The presence of embedded objects residing on the same server contributes to the high degrees

of reference locality user web accesses exhibit high degrees of locality [4]. Therefore, we cache

detailed round-trip time information for sites the client has visited within a web page request

(see below), including SYN/SYN-ACK time, GET/GET-ACK time, and the last known SRTT (see

Figure 5.3). For a given connection C, we start by performing a cache lookup. This information is

used to transition the WNIC into low-power mode during the SYN/SYN-ACK and GET/GET-ACK stages

as well as the first slow start stage. If there is no entry for C, we revert to the conservative algorithm.

The key issue is how long entries in the cache should remain valid. Clearly, a cached value

stored during off-peak hours is invalid during peak hours and will lead to the client to transition to

sleep mode for too long, meaning that the SYN-ACK packet could be missed. To investigate variance

in SYN/SYN-ACK and GET/GET-ACK times, we downloaded web pages from several sites every half

hour, over several days. Investigation of the results show in fact that there is little correlation

between SYN/SYN-ACK (and GET/GET-ACK) times, even when comparing just peak or just off-peak

measurements. Hence, our approach to RTT cache consistency is as follows. Between two web page
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requests in our trace file, we flush the RTT cache. Within one web page request, we fill the RTT

cache with entries for each unique web site accessed. This simple solution has worked well in our

experiments (see Section 5.3).

5.2.7 Example

Consider the connection table shown in Figure 5.1, which is a snapshot of the connection table

taken at time t=100. When t=102, the connection time for connection 2 expires, ending stage 5

(and marking connection 2 idle). At this time, the next stage end time can be computed, based on

the time the last acknowledgement was sent. If it was sent at time t=95, we predict the end time to

be 250 (95 + 143 + 12). We next scan the connection table to see if any connections are active. No

connections are active, so we examine the table for the next predicted packet arrival time (based

on the minimum start time in the table). In this case, the next prediction is for a packet at time

t=140, so we transition the WNIC to sleep mode until then.

If we next open a new connection to www.espn.com at time t=120, we transition the WNIC to

transmit mode to send the SYN, and create a new entry in the connection table (representing a 5th

concurrent connection). On this connection, we predict the arrival of the SYN-ACK at t=283 using

the Syn-RTT estimate from the example RTT cache in Figure 5.3, which is 163. We transition the

WNIC back to sleep mode, until time t=140. Figure 5.4 shows the connection table at time t=130.

5.2.8 Kernel Implementation

We implemented our techniques in a Linux kernel module. It is based on Netfilter [80], as we

discussed in 3.2. Our implementation filters each incoming and outgoing packet on the client,

applying the techniques discussed above. It also maintains the current state of the WNIC. For each

incoming packet, we either pass the packet on to the client (if the state of the WNIC is high-power

mode) or drop the packet (if the state of the WNIC is sleep mode). We patched our kernel using

the KURT microsecond resolution timer [55] for our Linux client as discussed in 3.1. Because we



66

Id Status Site Stage Num Next Stage Current SRTT Var.
Packets Start End Expiration

1 idle www.cnn.com 7 — 140 16 — 50 5

2 idle www.espn.com 5 2 232 250 32 143 12

3 idle www.cnn.com 12 — 147 174 — 50 5

4 finished www.cnn-ads.com — 12 — — — 20 5

5 idle www.espn.com 0 — 283 295 — 143 12

Figure 5.4: Updated connection table with a 5th concurrent connection.

use a kernel module, we can run actual Internet experiments as opposed to just simulations. Using

this implementation we are able to gain insight into the effectiveness of our solution using real

servers.

5.2.9 Limitations

This section discusses two of the limitations of our system. First, in this paper we support HTTP

traffic. This type of traffic is two way (request/reply) and predictable. Two-way predictable traffic

can be handled as we have in this paper, by transitioning the WNIC between sleep and high-power

mode when necessary. DNS requests would fall into this category, though because of the likely

small round-trip time, the WNIC should probably remain in high-power mode exclusively until

the reply. For two-way, unpredictable traffic, the WNIC can be left in high-power mode until the

reply is received. Our approach cannot be used for one-way traffic. So, for example, a client cannot

use our energy-saving techniques for web downloads while using an application such as voice-over-IP.

Second, our technique successfully saves energy for web sites with a moderate number of

concurrent connections. If the number of concurrent connections is large enough, there are not

sufficient gaps to save energy, so our algorithm will keep the WNIC in high-power mode for the

entire download. However, in such a case, no scheme, including PSM or BSD, is capable of saving
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energy, because the connection is saturated. Third, there exist web sites that are not compatible

with our technique. One example is any site using server push (such as scoreboard pages at

sportsline.com) to send data at unpredictable times. Note that this case is not a common one.

5.3 Performance

This section describes our experiments and presents our results on web browsing. We first describe

how we choose the representative web sites for our experiments. Then, we give our results on real

Internet experiments. This includes a comparison with 802.11b power-saving mode (PSM) [20] and

BSD [59], as well as a detailed analysis of some of the aspects of our system. It is important to

note that we run actual experiments to real Internet servers.

5.3.1 PSM Implementation

We implemented a software version of 802.11b power-saving mode (PSM) [20] so that we could

compare it with our client-centered technique (CC). Our implementation of PSM uses a transparent

proxy that intercepts packets before they reach the access point and emulates access point PSM

behavior. It buffers packets and, every 100 ms (the beacon period used by an Orinoco access point),

it sends a beacon packet that indicates if any data is buffered. The client responds with an ICMP

packet (which emulates the “poll” frame), and then the proxy sends all buffered data to the client.

The last packet in a burst is marked so the client can immediately transition the WNIC to sleep

mode. For BSD, the proxy keeps track of the slowdown parameter (which was either 10%, 20%,

50%, or 100%—this means the slowdown is bounded by no more than that percentage) so that it

knows when the client is expecting data.

It is important to note that this implementation of PSM is essentially optimal. We compute the

energy postmortem via a client trace and assume no early wakeup whatsoever. Hence, the client is

awake waiting for packets only for the time it takes (1) the ICMP packet to travel from the client

to the proxy and (2) the first data packet to travel from the proxy to the client. This time is less
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than 1 ms. In practice, PSM does not work this efficiently; in particular, Chandra and Vahdat

found via direct measurement of access points that clients were often kept waiting (in high-power

mode) for data after sending the poll frame [13]. This means that PSM is unlikely to perform in

practice as well as it performs in our emulation.

5.3.2 Experimental Setup

We use the emulated experimental environment as described in 3.4. We carried out our experiments

by running a script that retrieves 100 web pages over a total browsing time of 5,400 seconds. These

retrievals generated 558 requests for subobjects, and a total of 2.79 MB was downloaded.

The web pages were chosen as follows. First, we selected the 20 most popular web sites (denoted

top-level sites) as determined by the Alexa Top Sites web pages [3]. Note that the reach is provided

by alexa, which is the percentage of Internet users that visit that site per day. For each top-level

domain, the alexa list also provides the probability of visiting each of its subdomains, provided

the user stays within that top-level domain. Note that alexa does not provide the probability

that the user stays within the top-level domain. For each site, we include all sub-sites that have a

probability larger than 2%.

Our next step is to generate a sequence of web page requests, which is done by using the Alexa

probabilities and reach—first we compute the probability of visiting a site given the reach; then, we

use the conditional probability of each site in the domain if the next request is in that domain. For

think times in between requests, we use the same method for determining think times as used in

the BSD work [59] (a Pareto distribution with α = 1.5 and k = 1). We compare our client-centered

technique (CC) with PSM and BSD [59]. For our simulated experiments, we ported an available

implementation of these algorithms to ns-2.26 (which has support for HTTP 1.1). Our emulation

of PSM and BSD for the actual Internet tests uses a transparent proxy as described in 5.3.1.
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In each experiment, a client executes Mozilla, version 1.2 with HTTP 1.1 support (with

pipelining disabled), and requests a specific web page. We ran tests both with and without CC.

Note that the tests without CC use regular TCP, where the WNIC is maintained in high-power

mode and thus does not save energy. In all experiments, we performed each test three times and

report the results from the test with the median transfer time. It serves as a baseline to compare

against in case our algorithm causes packet loss. The ns-2 simulations use the NSWEB extension

[82], which provides support for persistent HTTP connections as specified in HTTP/1.1. The RTT

and file size are provided for each server using the values from the real Internet tests (see below).

As described above, we ran our script in both ns-2 and on the Internet. In the former, we use

standard ns-2. In the latter, we divide our tests into peak tests (run between 12pm and 5pm EDT,

which have significant RTT variations) and off-peak tests (run between 10pm and 6am EDT). In

both, we calculate during execution the amount of time the WNIC is in each of its modes (idle,

sleep, transmit , receive). Then, we compute energy based on a model of a 2.4Ghz WaveLAN DSSS

WNIC, which uses 1319 mJ/s when idle, 1425 mJ/s when receiving, 1675 mJ/s when transmitting,

and 177 mJ/s when in sleep mode [42]. Also, we model the energy cost of transitioning the WNIC

from sleep to idle mode as 2 ms in idle time [59].

5.3.3 Results

Figure 5.5 shows that CC is superior to PSM in both energy consumption and transmission time.

It is also superior to BSD in energy consumption. For round trip times less than 100ms, all BSD

variants are equivalent in transmission time (and energy) to baseline TCP.

The figure also shows several CC variants, each with different behavior during think times.

BSD is restricted to waking up more often than the CC variants (at least once every 0.9 seconds,

to ensure its transmission bound). This means that CC can improve upon the best BSD variant in

terms of think time behavior (BSD-100). Figure 5.5 also shows the benefit of using the RTT cache,

which is discussed further below.
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Figure 5.5: Energy consumption and transmission time for both peak and off-peak real Internet
tests, normalized to baseline TCP. CC, PSM, and several BSD variants are shown. Smaller bars
are better.

We consider successively the median, best, and worst energy savings for each site. In addition,

we do the same for transmission time. We calculate the median energy savings by first choosing

the test achieving the median energy savings for each site. We then compute the sums over all

sites of (1) energy consumed and (2) transmission times. The best and worst energy savings are

computed similarly. This allows us to examine the expected performance of our technique but also

the extremes—the worst case is especially important.

As figure 5.6 shows, our technique results in significant energy savings in the median and best

cases. Even in the worst case, there is still some energy savings. The energy savings are more

substantial during the off-peak times because there are generally fewer missed packets. The reason

for the large increase during off-peak times for the worst case is that for a few sites, the client
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Figure 5.6: Normalized energy and slowdown for both peak and off-peak tests (smaller bars are
better). Results shown are the sum over all web sites, taking either the median, best, or worst case
for each site.

misses the SYN-ACK due to a stale cache entry, causing a large time and energy increase. With

a more sophisticated caching algorithm, that both accounts for time of day and time between

accesses to the same web site, this problem could be alleviated. We are currently investigating such

caching algorithms.

Our technique saves energy for most sites. Figure 5.7 shows the sites for which the least and

most (five each) normalized energy is consumed at both peak and off-peak times, as well as the

normalized transmission time. In the best case, our technique saves more than 60% of the energy

consumed by the WNIC. However, as can be seen, ebay.com consumed 83% more energy using our

technique. In this case, a SYN-ACK packet is dropped (by just 1 ms) due a slightly faster round-trip

time than that stored in the RTT cache. This resulted in a client timeout, all of which is spent in
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Figure 5.7: Normalized energy consumed and transmission time for best and worst five sites during
both peak and off-peak tests (smaller bars are better).
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request. The average transmission slowdown for PSM is 40%, whereas with our technique it is 4%.



73

high-power mode. Such misses can occur, for example, because of DNS redirection—this means the

site cached is not the same as the one we are accessing.

Figure 5.8 shows (off-peak) results of energy savings using our client-centered technique, PSM,

and BSD-10 and BSD-100. BSD-10 means that the slowdown parameter is 10%, and BSD-100

means that it is 100%. We used four different “think times” between each web site request: 0, 1,

10, and 60 seconds. This experiment shows that our technique consumes less energy than BSD-10

and BSD-100. Comparing our technique to PSM shows that PSM consumes less energy for smaller

think times, as is expected. However, the expense of beacon packets causes PSM to consume more

energy than our technique for the 10 and 60 second cases. Finally, the BSD algorithms are better

than PSM only during think times, so for 60 seconds (and larger), BSD saves more energy than PSM.

We also computed the average transmission slowdown for all active user periods, although only

for our technique and PSM. Clearly, PSM has a much larger slowdown than our technique, 40% to

our 4%, because with PSM all RTTs are rounded up to the nearest 100 ms. The BSD tests have

the same transmission time as regular TCP. This is because under the BSD algorithm, the WNIC

remains in high-power mode for all periods of user activity. Specifically, the BSD-10 and BSD-100

algorithms must leave the WNIC in high-power mode for 1 second and 100 ms, respectively, after

each outgoing packet, including acknowledgements. In all but one of our tests (inria.fr), RTTs

were less than 100 ms.

5.3.4 Detailed Analysis

This section gives an in-depth analysis of several aspects of our system. We first break down the

different components of energy. Second, we show the improvement gained from using the RTT

cache. Finally, we investigate the effect of different RTTs on energy consumption.

Figure 5.9 quantifies the sources of energy consumed in our experiments. Energy can be divided

into five categories: early wakeup, late sleep, inter arrival, receive, and sleep. Early wakeup energy

accounts for energy consumed between the transition to idle mode and the receipt of the next
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Figure 5.9: Breakdown of energy consumed for CC, in joules, for both peak and off-peak browsing
sessions.

packet. Late sleep energy accounts for the time spent between the transmission of the last acknowl-

edgement and the transition to sleep mode. Inter-arrival energy accounts for the time spent in

idle mode while actively receiving packets. Receive energy is the energy consumed when actually

receiving data. Sleep energy is the energy consumed when the WNIC is in sleep mode. Note that

any energy-saving technique will contain some of each of these categories (other than optimal,

which has no early wakeup or late sleep).

Figure 5.10 shows that the RTT cache is effective in saving energy during downloads. In par-

ticular, the overall benefit (far right) is about 10% (compared to the regular TCP test). The rest

of the figure breaks down the benefit of the RTT cache for each number of concurrent connections.

In particular, the largest benefit of the RTT cache is at 3 and 4 concurrent connections, providing

an improvement of 13% and 32%, respectively. With 1 and 2 concurrent connections, the benefit

is limited because the RTT cache pays off only during connection setup. With 5 and 6, there is a

high likelihood that connection setup overlaps with an active stage for a different connection.
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Figure 5.10: Benefit of RTT cache. All results are normalized to regular TCP, during downloads
only.

Figure 5.11 shows energy savings for the five smallest and five largest round-trip times. The-

oretically, lower round trip times have less potential to benefit from CC, because there is less

time to sleep between stages. Also, connections with low round-trip times are more likely to

be placed in saturated state, during which the WNIC does not transition to sleep mode. As an

example, inria.fr has an RTT of 133 ms, and we save over 50% when downloading from that

site. On the other hand, cnn.com has a 7 ms RTT, and it saves only 28%. Still, the energy

saved when accessing cnn.com is surprisingly large. The reason we are able to save energy with

such a short RTT is because the client is able to declare all connections stagnant—this allows

the WNIC to be transitioned to sleep mode, whereas the naive client simply waits for further

data. Finally, espn.com achieves the least energy savings despite its large round-trip time. This

is because it has between 9 and 11 concurrent connections, so potential for energy savings is limited.

Figure 5.12 compares CC to the optimal energy consumed for the best and worst five sites

during off-peak hours. Optimal energy is what one could do if an oracle predicted perfectly when to

transition the WNIC into high- and low-power modes; i.e., the WNIC is in sleep mode at all times
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Figure 5.12: Comparison of CC to optimal, during off-peak hours, for the best and worst five sites.



77

except to receive packets. For our five best tests, CC saves between 45 and 60% energy, compared

to 75 and 90% using the optimal algorithm. We believe this is quite good. The five worst tests are

not as good—CC saves on average about 12% energy, where optimal saves over 70%.

5.4 Summary

In this chapter, we have discussed our client-centered technique for energy efficient communication

during web browsings. We examined the characteristics of web traffic, identified opportunities for

energy efficient web browsing, and proposed a set of client-centered technique to exploit them.

Our algorithm does not require changes to TCP or web servers; furthermore, it requires no proxies

or use of 802.11b power-saving mode. Our algorithm maintains the state of each client initiated

connection and transitions the WNIC to a lower-power sleep mode when all connections are idle.

It then transitions the WNIC to high-power mode before the next packet arrives. The key imple-

mentation mechanisms are (1) a connection table that tracks the state of each connection and (2)

an RTT cache that allows the WNIC to be transitioned to sleep mode during connection setup.

Results show across all experimented web sites, the median energy savings is over 20% and the

median increase in transmission time is less than 5%. In addition, our client-centered technique is

better than PSM in terms of transmission time and better than BSD in terms of energy savings.

We feel that our energy-saving techniques will help prolong battery life on mobile devices without

significantly affecting the user web browsing experience.

In the next chapter, we will describe another set of techniques, this time for large TCP down-

loads.



Chapter 6

Energy Efficient Large TCP Downloads

In the previous chapter, we discussed and evaluated a set of client-centered technique for energy

efficient communications for web browsing. As discussed in Chapter 1, the Internet and wireless

networks are experiencing dynamic and exciting changes with new services and devices. Work in

[97] points out that the Internet has experienced an astronomical increase in the use of content

delivery networks and peer-to-peer file sharing systems. As a result, TCP downloads are rapidly

becoming another important source of Internet traffic. In this chapter, we examine the trade-offs

between energy and performance for large TCP downloads.

First, we describe the energy problems associated with large TCP downloads in a wireless

environment. Then we present implementation details and explain concerns related to our tech-

niques. We evaluate our technique with extensive experiments and give a thorough discussion of

the performance results.

6.1 Large TCP Downloads

Content delivery is becoming pervasive and more important in recent years, especially with the

surging popularity of peer-to-peer file sharing systems. Generally, file sharing depends on TCP

downloads because TCP provides reliable data delivery service between the communication peers.

From the “old-fashioned” FTP downloads to today’s Kazaa [56] or Gnutella file peering [36], a

long time TCP session is normally required for exchanging large amounts of data.

When large files are downloaded through TCP connections, the client saves the most energy

when data is transmitted in bursts, enabling it to transition its WNIC to sleep state between each

78



79

Server ClientServer Client
Standard TCP Creating Bursts

Data PacketData Packet
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Figure 6.1: Example of creating bursts. On the left is standard TCP, where the packet stream
is smoothed, and on the right is our client-centered technique. To create bursts, the first three
acknowledgements advertises a receiver window size of 0, and the fourth advertises a full buffer.
This creates more potential time the WNIC can remain in sleep mode, though the transmission
will increase.

burst. However, TCP does nothing to combine packets into bursts—instead, it attempts to smooth

the packet stream—which makes saving energy during long transfers difficult due to significant

consumption when the WNIC is in idle mode. When bursts do appear naturally in a TCP stream

(e.g., during slow start or due to ack compression), they are unpredictable and so not amenable to

energy savings.

We have designed and implemented a technique for TCP downloads in mobile clients that is

able to save energy during the data transmissions. The basic idea to shape the TCP traffic into

bursts at agreed-upon intervals and transition WNIC to a lower-power sleep mode during those

intervals to save energy. In principle, this technique trades reduced WNIC energy for increased

transmission time.
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6.2 Energy Efficient Techniques

In this section, we describe the design and implementation of our client-centered techniques for the

large file downloads. As discussed in Chapter 2, TCP uses congestion control and flow control to

limit its data sending rate without overloading the network and the receiver. This rate limitation

is achieved by a sliding window scheme that controls the number of in flight packets (sent but not

yet acknowledged) over each round-trip time. The congestion window size in TCP is dynamically

adjusted according to network conditions. For example, the window size shrinks when congestion

occurs, while it is usually increased if all packets in a window are acknowledged. In addition to the

window-based congestion control, TCP uses a self-clocking mechanism to pace outgoing packets

within a window. Instead of sending all the packets in a window at once, TCP only allows sending

a new packet when another packet is acknowledged. This results in a smoothed data stream when

the acknowledgments are evenly paced.

Our implementation exploits TCP for energy savings. By controlling the acks fed back from

the wireless client to the sender, the receiver implicitly forces the sender to send each window

of packets in a burst so that potential sleep time between bursts is maximized. In the following,

we first discusses the basic idea behind our client-centered technique (CC) and give low-level

implementation details. This implementation works with client-side modifications to TCP, and so

it can be more easily deployed.

6.2.1 Client-Centered Traffic Shaping

Our goal is to shape a smoothed TCP data stream into bursts to increase potential sleep intervals

between packet receptions. To do this, we exploit TCP’s flow control mechanism at the receiver

(client) to manipulate the sender (server). In TCP, each acknowledgement from client to server

contains the client’s advertised receiver window size, which is the number of new packets it is able

to hold in its buffer. In our modified TCP implementation, the client first announces zero buffer

space to the sender to delay outgoing data packets at the server, and later announces appropriate

buffer space to allow the server to release packets in a burst. Specifically, in each but the last
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acknowledgement in a window, the client advertises its receiver window size as zero (denoted as

a closed ack). When the server receives a closed ack , it cannot send any further packets, as it

believes that the receiver has no available buffer space to store them. When the receiver believes

the window has completed, it triggers the next window of packets by sending an acknowledgement

with the window size advertised by TCP (usually 64KB). We denote this kind of acknowledgement

as an open ack . Because the open ack (implicitly) acknowledges the (entire) previous window, the

server will immediately send the (entire) next window. Figure 6.1 shows the difference between

standard TCP and our modified TCP.

Our client-centered technique converts a smooth TCP stream to a bursty TCP stream. This

creates large gaps during which is possible to transition the WNIC to sleep mode. In order to

decide when to transition into and out of sleep mode, the client must infer two things: when a

burst of packets ends, and when the first packet of the next burst arrives.

6.2.2 End of Burst Detection

The detection of the end of a burst is nontrivial because of the variance in round-trip times inherent

to the Internet. The basic idea is for the client to infer the end of a burst. when no packets arrive

for a threshold amount of time.

Clearly, there is a tradeoff between inferring the end of a burst aggressively (i.e., using a

smaller threshold) and conservatively (using a larger threshold). The former increases the risk of

missing packets, because the packets could merely be delayed (due to round-trip time variation)

and arrive shortly after the client transitions the WNIC to sleep mode. Such a situation directly

leads to missed packets and can potentially cause an increase in energy consumption (as well as

unacceptably long transmission times). The latter always increases both energy and transmission

time overhead, as there is extra time spent attempting to correctly infer the end of the window,

and it is spent in idle mode.
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Three broad approaches to end-of-burst detection are possible. We briefly discuss the first two,

which passively predict the end of a burst through a (1) a fixed threshold and (2) a dynamic

threshold. Then we discuss in detail a novel technique we call active burst detection, which can in

most cases precisely determine the end of a burst.

Note that both the dynamic threshold and active assume that the client can maintain an

accurate estimate of window size (W ) in each round. Our current algorithm to estimate W sets

the new window prediction as one more than the number of packets seen in the last window, to

mimic what TCP does in its steady state.

Passive Burst Detection Our approach to this problem is to implement both fixed and dynamic

thresholds and compare their performance. One general idea for determining the end of a burst

is what we call passive burst detection, where the client infers the end of the burst passively. The

basic idea is for the client to infer the end of a burst when no packets arrive for a threshold

amount of time. The first possibility for this is to use a fixed threshold, which is straightfor-

ward: if no packet is received for Tf ms, we conclude that the current burst has ended, and the

client sends an open ack to the server. The advantage of such an approach is that it is simple

to implement and has minimal overhead. The disadvantage is that it cannot adapt to different

network conditions. In particular, when network transfers have low variance (e.g., late at night),

it may be excessively conservative. When conditions are poor (e.g., 3pm on a weekday), a fixed

threshold may be too aggressive, transitioning the WNIC to sleep mode before a burst is complete.

Similarly, it could mistakenly transition to sleep mode because of the time gap caused by packet loss.

We also studied a dynamic approach. Because each window is sent in a burst, we can use the

interarrival times between packets and their variance to infer the end of a burst. We use each

interarrival time as a sample and then use a scheme that is analogous to what TCP does when

computing the timeout value. That is, given new samples for arrival (SA) and deviation (SD), we
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keep a running average of interarrival times (IA) as well as interarrival deviation (ID):

IA =
7IA

8
+

SA

8

ID =
3ID

4
+

SD

4

Given these estimates, we use the following intuition for detecting the end of a burst. The

more packets that are received, the more likely the burst is over. Assuming that the client knows

the sender’s congestion window size W (this inference is discussed below) and that the client has

received P < W packets, then any of the rest of the (expected) W − P packets in the burst could

arrive in T = (W − P )IA time. To allow for variance, we increase T by 4ID, as used in the TCP

RTO estimation. Specifically, the dynamic threshold (Td), which is a function of P , for determining

the end of the burst is:

Td(P ) = (W − P )IA + 4ID

This means that the threshold value decreases as more packets come in during a burst.

The above algorithm assumes that we have an accurate estimate of window size (W ) in each

round. Our current algorithm to estimate W sets the new window prediction as one more than the

number of packets seen in the last window, to mimic what TCP does in its steady state1.

One problem with our samples of IA and ID is that if not all packets arrive (due to packet

loss), the estimate of IA and ID may not be correct. Our current approach in this case is to double

ID and increase IA by that amount. Furthermore, in practice the upper bound of Td is set to the

one-way trip time, and the lower bound is set to 3 ms, which in our experience is the minimum

reliable resolution for our timer.

Active Burst Detection While a dynamic threshold is typically a better idea than a fixed one,

both will at times suffer from being either too conservative or too aggressive. As discussed above,

this will lead to wasted energy, missed packets, or both. This is especially true when variation in

1Slow start and packet losses are handled separately in a different state; the states and their transitions
are described in Section 6.2.6.
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Figure 6.2: Example of active. The left-hand side shows correct operation. The right-hand side
shows a case where the window probe packet arrives in the middle of a burst, preventing part of
the window from being sent by the server.

round-trip times is significant, which can occur due to network variation or multiple clients sharing

an access point.

We have developed a novel technique for precise end-of-window prediction that we call active

burst detection. The basic idea is for the client to convince the server to inform it when a burst

is over, i.e., the client actively determines the end of the burst. If this can be done, the client can

transition the WNIC to sleep mode immediately upon this determination. Active burst detection

allows in practice for the client to make near-optimal end-of-burst predictions.

The basic idea is as follows (see the left-hand side of Figure 6.2). When an open ack is sent

to the server, the client delays for time D (see below). Then, the client sends a carefully crafted

window probe packet to the server. In practice, this packet is essentially a zero-length, out-of-order

packet. A TCP server responds to such a packet by sending an acknowledgement, which we call
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the probe response. As long as D is sufficiently large so that the probe response arrives after the

last packet in the burst, the client can safely declare the burst over and transition the WNIC to

sleep mode.

Three main issues arise with the use of a window probe packet. First, the server will respond

immediately to the window probe packet, even if the entire burst has not been released due to

server delay. This would cause the window probe packet to arrive before the end of the burst,

leading to an incorrect transition of the WNIC to sleep mode. To prevent this problem, we send

a closed ack immediately after the window probe packet. This way, if there is a server delay, the

remaining part of the burst will not be sent until the next open ack is received. A related problem

is that the window probe packet can be “piggy-backed” on the last data packet if the time between

the open ack and window probe packet is not large enough.

Second, the choice of D is a tradeoff between (1) decreased energy savings and increased time

overhead and (2) a larger window size and accurate end-of-burst detection. In other words, the

larger D is, the longer the client waits in high-power mode before sending the open ack and the

window probe packet. However, the smaller D is, the more likely it is that either (1) the window

probe packet sent by the client arrives at the server too early (shown in the right-hand side of

Figure 6.2), which prevents the sender from sending all of the packets in a window, or (2) the

probe response sent from server to client is piggybacked or reordered with at least one data packet

somewhere on the network, leading to an incorrect end-of-burst detection.

Our current algorithm for determining D is to initialize D = W/B. In this formula, W is the

client’s estimate of the sender’s congestion window size and B is the estimate of server bandwidth.

The idea is that W/B approximates how long it takes the server to release an entire burst. Ideally,

if we know the server bandwidth and that there are no variations in round-trip times, we can

simply use this D for the lifetime of the download.
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However, in practice neither of these is the case, so we allow D to adapt. To calculate the initial

D, we currently set B to 100 Mb/s (because of the popularity of Fast Ethernet). Variable D is

increased by 1 ms (the smallest amount the timer can support) in two cases: (1) whenever there is

reordering of the probe response that causes it to arrive in the middle of a burst, or (2) whenever

the probe response is piggy-backed on the last data packet of a burst. We can detect the former

situation because the WNIC is not transitioned to sleep mode until the window probe packet is

sent, which occurs D ms after receiving the probe response. We can detect the latter case through

the TCP timestamp or a sub-MSS sized packet.

We decrease D when we have seen P bursts in a row without either of the two cases above

occurring (currently P is set to 10). The decrease in D is half the average gap between the last

packet in a burst and the window probe packet. We also provide a floor and ceiling for D; currently

this is 3 ms and the one-way trip time (1/2 RTT). If it would be necessary to increase D above

the ceiling, we instead switch to the dynamic threshold algorithm, as this indicates that the server

is heavily loaded and cannot promptly send packets.

Third, the window probe packet could be lost. When this occurs, the client keeps WNIC

in high-power mode for at most a one-way trip time. If a loss occurs at the largest value of

D that we consider, we switch to passive detection with a dynamic threshold. In practice, this

is rare because the small size of the window probe packet and low reverse data path loss (see below).

6.2.3 Next Window Prediction

Once the end of the window is detected, an open ack can be sent and the WNIC transitioned to

sleep mode. To avoid missing packets, the WNIC needs to be transitioned back to idle mode before

the first packet of the next burst. That packet will arrive approximately RTT ms after the open

ack is sent. This means that we must keep an accurate estimate of the RTT on the client. We use

the technique in chapter 4 to estimate the round-trip time of a connection.
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We added measurements at the TCP receiver to produce RTT samples for every packet. Given

accurate RTT estimates, we use the the minimum RTT over all samples. This is a conservative

approach, resulting in some wasted energy but also almost always avoiding missed packets on the

client. In practice, this scheme performed quite well (see Section 6.3).

6.2.4 Challenges

In this section, we discuss two challenges that arise when implementing CC: saturated connections

and lost open acks.

Saturated Connection Energy saving is only possible when the bandwidth of the wireless network

is not fully used. This is because there must be time that the WNIC can be transitioned to sleep

mode. During downloads from some Internet sites, the wireless network is saturated. If the client

executes the energy-saving algorithm described above, the result will be longer transmission time

and increased energy usage. Note that when the wireless network is saturated, no technique can

save energy.

To handle this, the client uses its estimate of window size, wireless bandwidth, and the round-

trip time to determine when executing the energy-saving algorithm is not profitable. If the window

size is within a threshold (currently 90%) of the bandwidth-delay product (wireless bandwidth

multiplied by the round trip time) for three consecutive bursts, we revert to standard TCP. We

do not attempt to resume saving energy if the bandwidth-delay product decreases, because our

experience to date is that a saturated connection almost always remains saturated.

Lost open acks One problem with CC is that TCP is now vulnerable to the loss of open ack

packets. Whenever an open ack is lost, if the client takes no action, the server will time out and

probe the client. This is because in the absence of reception of an open ack , the server believes the

client has no buffer space to store packets—it has previously received a series of only closed acks

during the current burst. A timeout causes a large overhead in both energy and time, because (1)
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the client spends significant time waiting for packets in idle mode, and (2) the sender cuts the

congestion window size to one packet.

Our current approach to this problem is to have the client wait twice the estimated RTT after

the original open ack . If no data has arrived, it then retransmits the open ack . An open ack is

retransmitted each RTT ms if the next burst does not arrive. In practice, this technique was

sufficient in our experiments, because even under network conditions during peak times, loss of

an open ack was rare. In particular, our experiments showed that no Internet site we used in our

test suite incurred more than one lost open ack . This is not surprising, given prior research that

indicates that more than 90% of loss is on the data path [17].

6.2.5 Excessive Acknowledgement Delay

To increase the chance of piggybacking acknowledgments, most TCP implementations by default

use delayed acknowledgment. This means that other than during slow start, TCP receivers usually

send acknowledgements every other packet. This is problematic if an odd-sized window occurs. For

example, assume that an odd-numbered packet in a given window is received but no even-numbered

packet arrives. The TCP receiver delays for some amount of time (40 ms in Linux 2.4, for example)

before assuming that the even-numbered packet will not arrive. At that point the receiver sends

an acknowledgement.

This TCP behavior is not energy efficient, because the time spent waiting for an even-numbered

packet is spent in idle mode, which wastes energy. Hence, we use what we call eager acknowledge-

ment , which means that the open ack is sent based on when the client detects the end of a burst

(see above) rather than when TCP itself would send the acknowledgement.
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Figure 6.3: States in our algorithm.

6.2.6 Overall Algorithm

Our overall algorithm is shown pictorially in Figure 6.3. The WNIC is kept in high-power mode

in all but the energy-saving state, in which our client-centered technique is being applied. From

our initial state, we transition to our energy-saving algorithm when slow start is over, which the

client detects when the number of packets received does not double. We move to recovery mode if

a burst is received out of order, and move back to saving energy as soon as a window is received in

order. In two cases, we revert to standard TCP: (1) the connection is saturated, or (2) an in-order

window is not seen for three consecutive windows.

Effect of Bursts

Our client-centered technique has the potential to affect the queuing behavior of routers, since it

purposely introduces burstiness into the packet stream. However, we do not expect the effect to be

a significant problem. This is for two reasons. First, individual packet streams already experience

some amount of burstiness due to slow start, missing acknowledgements, and blocking at the appli-

cation layer [41]. In fact, any wireless device utilizing IEEE 802.11b power-saving mode (PSM)
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[20] will introduce burstiness into the network if the connection is not saturated—independent

of our algorithm—because PSM results in ack compression at the client. Our approach, while

incurring slightly more burstiness than PSM, differs primarily in that it attempts to exploit the

burstiness, and hence controls it rather than allows it to happen in an arbitrary way. In any case,

as effective wireless bandwidths are generally much less than 50 Mb/s, the burstiness caused by a

single wireless client should not be too severe.

Second, because CC increases transmission time, the amount of data per unit time that passes

through routers decreases, thereby having a net positive effect on queue length. We studied the

interaction of our energy-saving TCP flows and standard TCP flows using an ns2 [81] simulation.

Somewhat counterintuitively, we found that replacing standard TCP flows with energy-saving TCP

flows reduces packet loss at the routers and increases the throughput of standard TCP flows. The

results of our simulation are shown in detail in [120].

6.2.7 Limitations

This section discusses our limitations. First, in this paper our techniques only support client

initiated request/response type of TCP streams. This type of traffic is two way and predictable.

Although there are potentially many other kinds of traffic that can arrive at a wireless client

without client soliciting, we believe this type of traffic is the largest wireless traffic.

Two-way predictable traffic can be handled as we have in this paper, by transitioning the

WNIC between sleep and high-power mode when necessary. DNS requests would fall into this

category, though because of the likely small round-trip time, the WNIC should probably remain

in high-power mode exclusively until the reply. For two-way, unpredictable traffic, the WNIC can

be left in high-power mode until the reply is received. Our approach cannot be used for one-way

traffic. For example, ARP traffic as well as voice-over-IP are one way and unpredictable. For many

of these kinds of traffic, if a packet is missed because the WNIC is in sleep mode, it is not critical.

For example, a client can temporarily ignore ARP packets (e.g., from peers on the wireless network).
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Clearly, though, a client cannot use our energy-saving techniques for downloads while using an

application such as voice-over-IP. However, we believe our approach handles the most common cases.

Second, our implementation uses KURT millisecond timers and extra computation to maintain

state. This will increase the energy consumed compared to using baseline TCP. While a complete

analysis would include all of this energy, the effect is likely small and is certainly difficult to

quantify. Hence, we have not included these effects in our performance measurements. (Note that

newer Linux versions are moving toward making millisecond timers standard.) Third, we assume

that the server is not mobile and so its energy savings are irrelevant.

Finally, we do not consider the effect of the mobile client moving between access points. Clearly,

if such a scenario were considered, the WNIC would need to remain in high-power mode during

periods of roaming.

6.3 Performance

This section describes our experiments and presents our results. Section 5.3.2 describes our exper-

imental methodology. Section 6.3.2 presents our overall experimental results on 7 Internet servers,

including a comparison to traditional 802.11b power saving mode (PSM). Finally, Section 6.3.3

provides a detailed analysis of situations where round-trip times vary as well as the effect of

different access point bandwidths.

6.3.1 Experimental Methodology

In our experiments we examined the performance of our system on both real Internet traffic

using actual servers and emulated traffic using DummyNet . We use the emulated experimental

environment as described in 3.4. we used DummyNet [95] to experiment with different wireless

bandwidths, RTTs, and loss rates. In our experiments we do not differentiate between wireless

and wired loss. We show experiments up to 1% loss. Most of our tests used a 20Mb/s bandwidth
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Site Base RTT (ms) Window (KB)
cs.uiuc.edu 21 61

hp.com 58 31
cs.washington.edu 60 32
cs.stanford.edu 65 61

jriver.net 63 11
research.msft.com 84 17

inria.fr 114 61

Figure 6.4: Sites used in Internet tests with base RTT (without variations) and average window
size.

between access point and client, while a few use other bandwidths. The 20 Mb/s value was selected

by experimenting with a 54 Mb/s access point and measuring the peak bandwidth attained on

a wireless client. In practice, most wireless TCP connections cannot achieve 20Mb/s, because of

the way that default socket buffer size is chosen in most systems (e.g., for a 64KB TCP socket

buffer at a 40 ms RTT, the maximum speed is below 20 Mb/s). Hence, the wireless link is not the

bottleneck, which allows energy saving.

Experiments In each experiment the client performs an ftp download from the server, requesting

a file between 4MB and 5 MB. For each experiment, we ran both our algorithm and a baseline

test. The baseline test (denoted “baseline TCP”) used the standard TCP implementation in the

Linux kernel. The baseline TCP version keeps the WNIC in high-power mode for the duration

of the download. We compute normalized energy savings and transfer times by comparing to the

baseline. In all experiments, we performed each test at least 10 times and report the results from

the test with the median transfer time.

Internet Experiments The Internet experiments were carried out by running a script that down-

loaded a file at a time, in succession, from seven Internet servers shown in Figure 6.4. The client
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machine accessed the Internet via the emulated access point. Experiments were performed during

peak traffic times (2-5PM EST) as well as off-peak traffic times (10PM-1AM EST).

DummyNet Experiments In order to study our system in an environment where experiments

are mostly repeatable, we used DummyNet to construct a emulated environment in which we

could control loss rates and round trip times. We model both peak and off-peak traffic patterns

of the Internet. We observed that DummyNet is able to emulate well the lack of significant round

trip variation that occurs during off-peak traffic times. Hence, our off-peak simulations used the

standard DummyNet , with a variety of round trip times (30 ms, 60 ms, 90 ms, and 120 ms)

and loss rates (several between 0% and 1%). However, peak traffic times show a much higher

degree of variation in round trip times. Unfortunately, DummyNet does not handle round trip

time variation; it uses only fixed delay values for a particular path. To address this, we modified

DummyNet to add RTT variation without causing out-of-order packet arrivals, as was done in

[72]. We model round trip time variation using an uncorrelated gamma distribution [78]. We

obtained this distribution by performing a ping test during peak time, gathering several thousand

samples from the ftp.cs.washington.edu server (which has a 61 ms base RTT), and then using

these samples to determine the parameters to the gamma distribution. Note that while a realistic

distribution is likely correlated, (1) DummyNet itself cannot handle a correlated distribution, and

(2) an uncorrelated distribution is more difficult for CC to handle effectively than a correlated one,

due to the increased unpredictability of round-trip times. To simulate peak traffic on round-trip

times other than 60 ms, we scaled this gamma distribution proportionally to the new round-trip

time.

6.3.2 Overall Results

In this section we discuss the performance of CC in two environments. CC uses active unless

otherwise noted. All results are normalized to baseline TCP.
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Figure 6.5: Overall normalized energy savings and transfer time results for Internet tests using a
20 Mb/s access point and active end of burst detection during peak (2-5PM EST) and off-peak
(10PM-1AM EST) times. Results are shown for both CC and PSM.

First, Figure 6.5 shows energy consumed and transmission times for both peak and off-peak

times when downloading files from several Internet servers. Second, Figure 6.6 shows the same

metrics using emulated traffic with DummyNet . In both environments, our system is effective

at saving energy while maintaining reasonable download speeds. During peak times on the real

Internet, our system on average uses 27% less energy with a increased normalized in transfer time

of 20%. During off-peak times, our energy savings is 32% with a increased normalized transfer

time of 20%. In our simulated peak environment our average energy savings (over all round-trip

times and loss rates) is 51%, with an increased normalized transfer time of 12%. In the simulated

off-peak experiments, energy savings is 47% and the normalized transfer time increases by 6%.
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Figure 6.6: Overall normalized energy savings and transfer time results for DummyNet tests using
a 20 Mb/s access point and active end of burst detection during emulated peak and off-peak times.
Here, only CC results are shown.

Internet experiments The primary time overhead of CC is stream delay caused by closed acks.

(The overhead D is typically much less than that of closed acks.) Therefore, the performance of

CC is dependent on two factors: the round-trip time and the average window size. This is because

the closed ack overhead decreases as (1) round-trip times increase and (2) average window size

decreases. This can be seen from Figure 6.5, in which sites are shown ordered by increasing RTT.

The time overhead does not strictly decrease as RTT increases, because the average window size is

not the same for all sites (see Figure 6.4). A typical value for the window size is about 32 KB. The

energy savings for all sites other than cs.uiuc.edu is at least 10%, and is often around or more

than 50%.
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There are a few sites for which the average window size varies significantly from 32 KB, which

impacts performance considerably. One is with our best case, jriver.net, where the energy

savings is more than 50% with less than 8% increase in transmission time. This is because this

particular site has a small average window size (11 KB). On the other hand, both cs.uiuc.edu

and cs.stanford.edu have a window size of nearly the maximum (64KB). Combined with the low

RTT for cs.uiuc.edu, this causes CC to revert to baseline TCP. The reason for the large overhead

is (1) startup overhead, when our client is trying to synchronize into energy-saving mode, and (2)

energy-saving overhead, which occurs in the three round trips before reverting. The entire 5MB file

takes only 2 seconds to download, so these overheads are not well amortized. For cs.stanford.edu,

CC was 44% slower than baseline TCP, 6.7 seconds to 4.6 seconds. Analyzing the trace produced

shows that the 64KB can be read by the client (which has a 20Mb/s bandwidth) in about 26

ms. With an RTT of about 65 ms, we predict the stream delay as about 26/65, which is 40%.

It should be noted that as wireless network bandwidth increases (soon to potentially 108 Mb/s

peak speed), the overhead from closed acks will drop considerably. To verify this, we ran a test to

cs.stanford.edu with 40 Mb/s, and the slowdown was 16%, compared to a predicted slowdown

of 20%.

The time overhead of PSM, unlike CC, is solely dependent on the round-trip time. Essentially,

PSM rounds the RTT to the nearest multiple of 100 ms (see Chapter 2). Therefore, PSM is

slower than baseline TCP by an average of 100%, which ranges from 511% for the lowest RTT

(cs.uiuc.edu) to 29% for the largest RTT less than 100 ms (research.microsoft.com, at 84

ms); see Figure 6.5. For inria.fr, which has a 120 ms RTT, the effective RTT becomes 200 ms,

which adds 61% overhead.

Figure 6.5 also shows that CC has lower time overhead than PSM whenever the RTT is less

than 75 ms or greater than 100 ms. For a 20 Mb/s access point, the crossover point between CC

and PSM is at approximately 75 ms if the average window size is 64KB (the maximum). This

is because the stream delay due to closed acks will be about 25 ms, and PSM also increases the

RTT 25 ms. (Under ideal conditions, CC would take slightly longer due to the delay, D, before the
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window probe packet.) Note that as the average window size decreases, the crossover point will be

a larger RTT.

Emulated Experiments We also experimented in an emulated environment so that we could

precisely control round-trip time and loss rate. On the whole, the results are fairly similar to the

Internet experiments. However, as shown in Figure 6.6, the energy consumption much more clearly

trends downwards as both the RTT and loss rate increase. As described above, a large RTT means

that the closed ack overhead is relatively small. Furthermore, the average window size decreases

as loss increases, which also improves the closed ack overhead. Note also that here, as we are using

a single server, the advertised window size is similar for a given loss rate.

Figure 6.7 compares CC to PSM and the Bounded Slowdown Protocol [59]. Comparing CC

to PSM, we see that at low RTTs, CC is clearly superior to PSM in transmission time, because

PSM rounds effective RTTs up to 100 ms. A similar effect is seen at 120 ms—PSM also performs

poorly because the RTT is effectively 200 ms. As the RTT increases (but is less than 100 ms),

PSM improves in a relative sense in both time and energy, because the effective RTT increase is

smaller.

At an RTT of 90 ms, PSM theoretically should perform better than CC (because the effective

RTT increase is small). However, PSM introduces ack compression, which sometimes eventually

results in TCP decreasing its congestion window—a reaction that is due to its belief that there

is a problem on the network or at the receiver. This results in the sender returning to slow start.

PSM increases the time without any ack appearing at the server (after a window of packets is sent

by the sender) to at least 100 ms. Note that BSD is identical to baseline TCP. This is because we

use BSD-50, which accepts a maximum slowdown of 50%. We chose BSD-50 because CC adds less

than 50% overhead in transmission time. BSD-50 operates exactly as baseline TCP at any RTT

less than 200 ms, which was the case in all of our experiments.
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Figure 6.7: Normalized energy savings and transfer time results for CC with active, PSM, and
BSD-50 at varying RTTs. We simulated peak hours, with a 0.1% loss rate, and a 20 Mb/s access
point.

Figure 6.8 gives a breakdown of the energy consumed for an optimal algorithm, baseline TCP,

PSM, and CC using the three different of end-of-burst detection algorithms. An optimal energy-

conserving scheme would transition the WNIC into receive or transmit mode only to receive or

transmit packets and keep the WNIC in sleep mode at all other times. In practice, of course, this

cannot be achieved.

We observe that PSM is close to an optimal algorithm for energy consumption—all energy is

in receiving packets, sending acknowledgements, and sleeping—though it slows the stream by 30%.
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Figure 6.8: Analysis of energy consumption using CC, baseline TCP, and PSM. We simulated a
60ms round trip time during peak hours, with a 0.1% loss rate, and a 20 Mb/s access point.

Among the different choices for end of burst detection with CC, active and the dynamic threshold

are competitive. Both suffer overhead due to early wakeup and waiting to transition the WNIC to

sleep mode. The fixed algorithm, on the other hand, suffers from (much more) missed packets due

to RTT variation. This causes the client to spend a significant amount of time waiting for a packet

when none is in flight (counted as early wakeup).

6.3.3 Detailed Results

This section discusses two aspects of our system in detail using DummyNet . First, we investigate

the effects of RTT variation, both on the network as well as due to access point contention. Second,

we investigate the effects of access point bandwidth.

RTT Variation We first discuss the effects of variations in round-trip times. This can be variation

due to the network or variation due to other clients sharing the access point. The key to handling
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Figure 6.9: Normalized energy savings and transfer time results ranging from no RTT variation to
a maximum of 50% increase over the base RTT (called 2var) . We used a 20 Mb/s access point, a
60 ms RTT, and 0.1% loss.

RTT variation lies in the end-of-burst detection algorithm, as the prediction of the next window is

based on the minimum RTT and so is conservative (see Section 6.2).

Figure 6.9 shows the effects of network-induced variation in RTTs. Specifically, we ran experi-

ments with no variation, the uncorrelated gamma distribution where RTTs vary from 60 to 75 ms,

and a distribution that was the same as the gamma distribution except the difference from the 60

ms base RTT is doubled (i.e., 60 to 90 ms). The last experiment is intended to see how our active

performs under significant RTT variation.

While both active and the dynamic threshold algorithms handle RTT variation due to the

network, active is superior in the case when there is RTT variation. This is because the window

probe packet allows the client to transition the WNIC as soon as a burst has ended. When there
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Figure 6.10: Normalized energy savings and transfer time results for a single energy-aware client
along with between 0 and 5 competing regular TCP clients. The results, which are shown for active,
dynamic threshold, and PSM, are normalized to a single TCP client. We used a 20 Mb/s access
point and a 60 ms RTT.

is no variation, small overheads associated with active (e.g., energy incurred between the open ack

and window probe packet), the dynamic threshold is slightly better.

We also experimented with multiple clients sharing an access point using CC with both active

and a dynamic threshold. We also include a comparison to PSM. To do this, we first extended

PSM to work with multiple clients. The PSM specification does not state anything about priority

of packets between PSM clients and non-PSM clients. Clearly, it is not reasonable to give either

type of client priority because that could lead to starvation of the other type. Therefore, we chose
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Figure 6.11: Normalized energy savings and transfer time results for comparing different bandwidth
access points (4 Mb/s, 10 Mb/s, 20 Mb/s and 40Mb/s) during peak and off peak traffic. We
simulated a 60ms round trip time with a 0.1% loss rate.

to use a weighted-fair-queueing algorithm at the access point when packets are being sent to both

types of clients.

Figure 6.10 shows the results of a single PSM or CC client along with a variable number

of competing, regular TCP clients. This experiment has all clients download the same file at

the same time. Note that saturation of the access point occurs at 3 competing clients. CC with

active consumes less energy than PSM. This is because PSM must remain in high-power mode

longer due to the competing flows, whereas with CC the sleep time is constant (one RTT per burst).

Comparing CC with active to CC with a dynamic threshold indicates that active plays an

important role in cases where multiple clients compete for access point bandwidth. The advantage
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of active is that it takes much less time than the dynamic threshold. Again, this is because active

can precisely determine the end of each burst—even with competing flows. Keep in mind that

multiple flows can be viewed as single flows, each with RTT variation caused by the others. On the

other hand, with the dynamic threshold, several packets are missed due to incorrect predictions.

This also results in turn in less energy consumed with active. Finally, as expected, baseline TCP

is faster in transmission time but consumes more energy.

Bandwidth Effects We measured the effects of different bandwidth access points: 4Mb/s, 10Mb/s,

20Mb/s, and 40 Mb/s. Figure 6.11 shows the results of our experiments with these two bandwidths

during peak and off peak hours. We observe that higher bandwidth access points will result in

larger energy savings and smaller time overhead. The former is because we typically have a lower

link utilization and hence more time to transition the WNIC to sleep mode. In particular, with a

4Mb/s bandwidth, it is much more likely that the connection is saturated, which means that (1)

no energy can be saved, and so (2) the client reverts to standard TCP. The latter is because the

closed ack overhead is reduced as the bandwidth increases.

6.3.4 Effect of Bursts

We also experimentally studied the effect of bursts on routers. Specifically, we studied the impact

of our energy-saving TCP flows on the bottleneck queue and standard TCP flows using an ns2 [81]

simulation. Counterintuitively, we found that replacing standard TCP flows with energy-saving

TCP flows reduces packet loss at the routers and increases the throughput of standard TCP flows.

The ns2 simulation is performed on a dumb-bell topology with a total of 100 competing TCP

flows. Each flow is either a standard TCP flow or an energy-saving TCP flow. To study the impact

on standard TCP flows, we measure the number of packet losses that occurred at the bottleneck,

as well as the throughput of standard TCP flows. We increase the number of energy-saving TCP

flows to see their impact. We also adjust the queue size of the bottleneck link to be to be 0.5, 1, and
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2 times the bandwidth-delay product to simulate different buffering conditions. The measurement

result is counterintuitive—the loss rate of the bottleneck does not increase as the number of energy

saving TCP flows increase, although these flows shape traffic into bursts. In most of the cases

the loss rate actually decreases, and the average throughput of standard TCP flows increases.

The loss rate result is presented in Figure 6.12, and the average throughput of standard TCP

flows is presented in Figure 6.13. We also performed experiments with additional UDP traffic that

introduces random transient congestion. Standard TCP flows still perform better as the number of

energy-saving flows increases. By inspecting packet-level traces, we discovered that the burst size

of the energy-saving TCP flows is not arbitrarily large but rather is limited by congestion control.

In addition, the energy-saving TCP flows actually compete for bandwidth less aggressively than

standard TCP flows (as mentioned in Section 6.2.6). As a result, as the number of energy-saving

TCP flows increases, the performance of standard TCP flows improves.
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6.4 Summary

In this chapter, we have explored the use of traffic shaping to create bursty transmission during

large TCP downloads for energy savings. We have shown how to exploit TCP congestion control

and flow control on the wireless client side to manipulate the sender to transmit data in bursts at

agreed upon intervals. We also proposed and compared three end-of-window detection methods. We

have conducted extensive experiments on a local emulated test environment as well as on the real

Internet. With different DummyNet configurations, we tested our technique under a large variety

of network conditions that have different RTTs, available bandwidths, and loss rates. We pointed

out the potential concerns of our technique and finished with an in-depth analysis of performance.

With this chapter, we have concluded the main body of this thesis. In the next and final chapter,

we summarize the work presented in this thesis, discuss our contributions, and give ideas to ways

this work may be extended in the future.



Chapter 7

Conclusion and Future Work

Energy management is a critical problem in mobile computing. There is continuing evidence

that it will remain a challenge as the field evolves. While there is a large research investment in

low-power circuit design and hardware power management for more energy-efficient systems, there

is a growing realization that more is needed– the higher levels of the system, the operating system

and applications, must also contribute to energy conservation.

Although there are many power saving protocols and transmission power control techniques

proposed for energy conservation on WNIC, no protocol is designed for energy efficiency in the

network layer. As TCP is the most widely used transport protocol in the Internet, adapting TCP

to be power aware for wireless communications is important and necessary. However, upgrading

transport protocols in the global Internet is hard. This dissertation presents a detailed exploration

of high-level energy management. It achieves energy efficient wireless communication techniques at

the network layer. This work is an essential part of a high level comprehensive energy management

strategy.

The basic idea to for our energy efficient communication technique is to reduce energy consumed

by a WNIC by transitioning it to a lower-power sleep mode when data is not being received or

transmitted. It normally requires packets to be sent in bursts at agreed-upon intervals in order

to allow the WNIC to be put into a lower power-consuming sleep state during those intervals.

The IEEE PSM mechanism achieves this goal at MAC layer with the help of the access point. In

contrast, our techniques work at the higher-level network layer. It involves the tracking of each

connection at the wireless client side, the shaping of traffic if necessary, and the predicting of the

end of burst and the next packet arrival time. We validate our techniques in the thesis with two
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dominant wireless applications, web browsing and large TCP downloads. We prove that our tech-

niques can significantly reduce the energy usage of the WNIC without sacrifice much performance.

In the next section, we review the specific contributions of this dissertation in more detail.

Then, in Section 7.2, we discuss some of the possible directions for future research generated by

this work. Section 7.3 concludes by reviewing the major lessons that should be taken from this

research.

7.1 Contributions

This dissertation makes contributions in three major aspects. We have made the first effort that

attempts to achieve energy conservation with fine-grained switching between different WNIC

power modes within the TCP protocol layer. This is a significant advance over. Previous MAC

layer power saving techniques have a significant disadvantage in that they must operate com-

pletely at the link layer with no higher-layer knowledge. As a result, they cannot exploit upper

layer connection or application information. Their solutions generally exhibit poor flexibility and

adaptability; they are either too fine-grained for some applications or too coarse-grained for others.

For example, IEEE 802.11 PSM with a 100ms beacon period is too coarse-grained to save energy

during web browsing, yet too fine-grained that wastes energy for receving beacons during user think

time. Although the BSD protocol can adapt during user think time, it leaves the coarse-grained

problem unsolve and cannot save energy during active web browsing. More important, it is hard to

deploy any upgrade in MAC layer because it involves the re-engineering of the entire network traffic.

On the other hand, energy-aware adaptations at the application level (that do not exploit

operating system level information) face the problem that they are too coarse grained in directing

the transition of low level WNIC power modes. Also, the lack of awareness between applications

also make their attempts hard to be effective when multiple applications exist.
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Our technique operates at network layer and manages all the connections in the wireless client.

By actively tracking each connection, our technique can successfully exploit the characteristics of

the TCP connection for energy savings. It can be adapted for different upper layer applications by

detecting application port number.

The second contribution is that our technique is client-centered. Our technique allows mobile

clients to save energy in a client-centered manner, i.e., without any assistance from servers, proxies

or IEEE 802.11b power saving mode (PSM) in the access point. It is hard to upgrade network

protocols in the global Internet because it is necessary for both communication end points to

be upgraded. The lag caused by standardization, implementation by vendors, and widespreaded

deployment is usually measured in years. A more complicating factor is that new protocols typically

must be implemented by operating system vendors, not third parties, because network protocols

reside in the kernel.

Our implementation works with client-side modifications to TCP, and so it can be easily and

incrementally deployed through individual end host upgrades. Our technique solely depends on the

local network at the client side, it does not need any extra assistance from the underlying network

infrastructure such as intermediate routers, proxies, or access points.

The final contribution is the experimental methodology and results that validate the ideas

presented in the dissertation. Our implementation uses loadable kernel modules. They become

effective once loaded and does not need the rebuilding of operating system kernel at the client side.

Combined with our client-centered feature, we can run the designated experiments immediately in

the real Internet without requiring upgrades on the remote servers. In this manner, we run actual

experiments to real Internet servers to validate our technique, as opposed to just simulations.

Although simulation is a common way to conduct networking research, it is hard to investigate

the effect of real Internet dynamics. As a result, some protocols that validated through simulations

do not achieve the same effect when applied in the Internet. For this reason, some large scale real

Internet testbeds such as PlanetLab [90] and Emulab [111] are provided for network researchers
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to conduct experiments on the real Internet. We prove the effectiveness of our technique under

real Internet traffic and obtain insights on the Internet dynamics. We believe our work is a step in

pushing network experiments to include real Internet validation, if possible. This helps the network

protocols improve their abilities to deal with real Internet dynamics.

7.2 Future Work

Mobile computing is rapidly evolving and has imposed new requirements to network protocols for

supporting performance concerns such as energy, security, and mobility. The design, analysis, and

deployment of those protocols for mobile computing has become an active research area. In the

rest of this section, I discuss some of the interesting directions for future research based on this

disseration.

7.2.1 Energy Efficient Systems

Energy management remains a relatively new topic in systems research. Consequently, there are

opportunities for energy efficient optimizations in every component in network infrastructure. To

date, most of the work in energy-efficient network research has focused on improving energy effi-

ciency at the wireless MAC layer. This leaves the exploit of packet scheduling at the intermediate

router largely untouched. Actually, it could be of great benefit to wireless clients if the infras-

tructure network is power aware. In other words, the future solution should be that all network

components cooperate together to support the more aggressive power saving strategies.

At another dimension, with energy conservation protocols proposed at every layer in a system

from low-level MAC layer to high-level network and application layer, it is desirable to exploit the

increased cross-layer information awareness to support better energy conservation. One current

on-going project, client-directed adaptive PSM, investigates how a wireless client can use network

layer information to actively direct the operation of MAC layer PSM for power savings to conserve
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energy with negligible overhead. This solution is effective for Web sites with a large number of con-

current connections or with short RTTs. It also avoids droping packets because it takes advantage

of PSM buffering at the access point.

Tailoring client-centered power saving techniques for diverse upper layer applications such

as online streaming, chatting, and gaming is another research area I am likely to explore. As

mobile applications and services proliferate, they pose different QoS requirements when underlying

power conservation techniques attempt to trade off performance for energy. Tailoring and adapting

underlying power saving techniques for upper layer applications can yield the most benefit when

meeting application specific requirements.

Some possible research topics listed here are:

• Energy Efficient Wireless Communication Protocols

• Power-Aware Packet Scheduling

• Building Better AP for Power Savings

• Power-Aware Congestion Control in Mobile Ad hoc Networks(MANETs)

• The ”Greening” of the Internet

7.2.2 Network Protocols for Mobile Computing

TCP/IP is the most widely used network protocol. Current TCP implementations are optimized

mainly for fair bandwidth sharing and high throughput, which is achieved by the cooperation of

all TCP peers in the Internet. The concerns of the degraded effectiveness of TCP due to diverse

requirements in mobile computing environments has stimulated research for better and compatible

network protocols.

This dissertation has focused on the design of power-aware transport protocols. It can be

naturally extended to address some other active research issues listed here.



111

• Client-Centered Techniques for Diverse Applications The client-centered technique is

an attractive way for designing, testing and upgrading network protocols. I am motivated to

extend the client-centered technique to design protocols to meet the diverse QoS requirements

from applications such as online gaming, chatting, and streaming.

• Network Support for Security and Mobility I am planning to expand my research to

address the practicality and the effectiveness of wireless attacks. Particularly, I will inves-

tigate how network level techniques with cross-layer information can mitigate wireless vul-

nerabilities. I am also interested in techniques that integrates TCP layer methods such as

TCP-Handoff or TCP-Migration with IP layer information to support mobility in the future.

• Network Protocols for Mobile Ad Hoc Networks(MANET) The two unique charac-

teristics of MANETs, the lack of dedicated network infrastructure and the dynamic changing

environment make it challenging to design efficient network protocols for route selection, con-

gestion control and packet scheduling in MANETs. I have put some initial effort into this

area and hope I can continue this line of work in the future [121].

• Experimental Study of Network Protocols Experimental study is my research strength

and I am willing to expand it into the analysis and validation of new network protocols.

7.3 Closing Remarks

It is likely that battery energy will continue to be a significant constraint in the design of mobile

systems for the foreseeable future. Since battery capacity is limited by the size and weight consid-

eration in mobile systems, reducing system energy usage will continue to be a primary concern.

This is especially true in the Mobile Ad Hoc Network (MANET) environment, where it is hard to

recharge batteries in mobile nodes.

As energy becomes an important system resource, the management of it inevitably involves the

tradeoffs between energy conservation and performance. Mobile systems should provide maximum

flexibility by embracing these tradeoffs. In particular, mobile systems must have a set of QoS

policies for energy conservation to direct the saving of energy dynamically to support energy
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performance tradeoffs. For example, when energy is deficient or performance is unimportant, e.g.,

background download or full speed is unnecessary, systems should optimize for energy conservation.

The important point is that mobile systems should have a set of mechanisms to guarantee the QoS

required by the upper layer applications or users.

In the future, energy efficient should be an important goal in the design of every component

in the system. Currently, low-power circuit design and hardware power managment provide only a

partial solution. Aside from MAC layer power conservation protocols, network protocols can play a

more active role in energy saving. One reason is that power aware network protocols are in a sense

hardware independent. This is means that there are no restraints in applying the techniques. Also,

power aware network protocols work at a fine granularity compared to MAC layer or hardware layer

approach. More importantly, network layer protocols are coupled with upper layer applications,

which means they can exploit high-level information for better energy conservation.

In this dissertation, we developed a novel method for energy efficient wireless communications at

network layer in a client-centered manner. Our energy efficient communication techniques provide

the ability to realize the goal of network layer support for energy conservation. It is essentially

a significant part of the work for the comprehensive energy conservation in mobile systems. We

believe that energy efficient communication techniques will be a vital component of a complete

energy management solution in future mobile systems.
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