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ABSTRACT 

Glycosaminoglycans (GAGs) are linear, highly negatively charged polysaccharides expressed by 

all animal cells. Through interactions with many proteins, GAGs act as regulatory molecules in 

many physiological and pathological processes. Travelling Wave Ion Mobility Spectrometry 

(TWIMS), a gas phase biophysical technique that separates ions based on their size, shape and 

charge is a valuable tool in the structural characterization of biomolecules based on measurement 

of rotationally average collision cross sections (CCSs). In this dissertation, we explore the 

application of native mass spectrometry (native MS) coupled with TWIMS to investigate 

different protein-GAG binding systems. ATIII and Arixtra, a well-studied protein-GAG system 

with a high binding specificity, was examined to establish the capabilities of this approach. More 

complicated and less well characterized systems were studied, including FGF1 and Robo1 with 

heparin-like GAGs. Our results demonstrate the potential for applying native MS-TWIMS to 

achieve a molecular level understanding of the nature of these protein-GAG interactions. 
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CHAPTER 1 

INTRODUCTION AND LITERATURE REVIEW 

Overview of glycosaminoglycans  

Glycosaminoglycan (GAG) family of polysaccharides 

Glycosaminoglycans (GAGs) are biopolymers that are widely found on cell surface, in 

the extracellular matrix and in basement membranes of many organisms. GAGs occur as free 

polysaccharides or as constituent glycans of proteoglycans (PGs). Four subgroups of GAGs are 

known, distinguished from each other by their saccharide composition and glycosidic linkage, 

including: hyaluronic acid (HA), keratan sulfate (KS), chondroitin/dermatan sulfate (CS/DS) as 

well as heparin (Hp) and heparan sulfate (HS). GAGs are composed of an unbranched 

polysaccharide chain with alternating disaccharide units encompassing hexuronic acid (D-

glucoronic acidc(GlcA) or L-iduronic acid (IdoA)) and amino sugar (D-glucosamine (GlcN) or 

D-galactosamine(GalN)), except for KS which contains D-galactose (Gal) instead of hexuronic 

acid [1, 2].  

As a unique member of the GAG family, HA is not sulfated, nor covalently linked to core 

proteins and is synthesized at the cell membrane instead of in the Golgi apparatus in contrast to 

other classes of GAG. The backbone of HA is composed of repeating disaccharide units of (-4-

GlcA-β1-3-GlcNAc-β1-)n [3, 4]. Being one of the most hydrophilic molecules, HA is abundantly 

distributed in connective tissues such as skin, synovial and vitreous fluids as well as main organs 

and muscle tissues, playing important roles in balancing fluid levels in interstitium, lubrication, 

water transport and microcirculatory exchanges. Recently, HA has been widely used in 
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anticancer drug delivery and tissue scaffolding, due to its biocompatibility, biodegradability, 

non-toxicity, and non-immunogenicity [5, 6]. 

The backbone of CS is composed of alternating disaccharide units of (-4-GlcA-β1-3-

GalNAc-β1-)n, which can be sulfated on the C4, C6 position of the GalNAc residues and C2, C3 

position of GlcA. They are covalently linked to the serine /threonine residues on the core 

proteins of PGs via a GlcA-β1-3-Gal-β-1-3-Gal-β-1-4-xylose (Xyl) tetrasaccharide linkage. CS is 

categorized into three main types: CS-A, CS-B (also known as DS) and CS-C, depending on the 

sulfation pattern of the disaccharide units and uronic acid stereochemistry. There are also many 

less common CS that have more complicated sulfation patterns. Both CS and DS interact with a 

  

 

Figure 1.1 Structure of subgroups of GAGs. Glycosidic linkages are shown in red and sites of 

sulfation are indicated by yellow triangles, modified from [11] 
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large number of protein ligands, playing major roles in neurite outgrowth during CNS 

development, tissue morphogenesis, wound repair and growth factors signaling [7-9].   

KS is one of the simplest type of GAG, whose backbone is composed of repeating 

disaccharide units of (-3-Gal-β1-4-GlcNAc-β1-)n. Both Gal and GlcNAc can be sulfated on the 

C6 position. KS is categorized into two main types based on the way it is attached to core 

proteins: KSI is conjugated to asparagine residues on core protein through a complex form of N-

glycan, whereas KSII is conjugated to serine /threonine residues. The most important function of 

KSI is to modulate the dynamic level of hydration in cornea, whereas KSII is the functional 

component of PGs from bone, cartilage, and skin [1, 10]. 

 

Heparin (Hp) and heparan sulfate (HS) 

Hp/HS are the best known therapeutically active type of GAG, and the most heavily 

sulfated GAG with the highest structural heterogeneity. The backbone of Hp and HS share the 

same repeating disaccharide units of (-4-GlcA/IdoA-β1-4-GlcNAc-α1-)n, on which the N- 

sulfation or O-sulfation can occur at the C2, C3 and C6 positions of GlcN as well as the C2 

position of GlcA/IdoA, but their primary structure is quite different. Hp has a higher density of 

sulfation, and thus a lower structural diversity than HS: the average frequency of sulfation per 

disaccharide is 1.8–2.6 for Hp and 0.6–1.8 for HS; Hp has a lower average molecular weight 

compared with HS: the size range of Hp is 7-20 KDa, whereas the size range is 20-100 KDa for 

HS [12]. 

Heparin occurs as a glycoconjugate of many important proteins. It is expressed 

exclusively as part of Serglycin, which is the major constituent of the cytoplasmic secretory 

granules of connective tissue-type mast cells and bipotential glial progenitor cells. HS is 
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expressed by virtually all animal cells as the glycan component of three types of heparan sulfate 

proteoglycans (HSPGs): transmembrane type, glycerophosphatidylinositide (GPI)-anchored type 

and secreted extracellular matrix (ECM) type [2]. An example of a transmembrane bound HSPG 

is Syndecan, which is a transmembrane protein composed of a highly conserved intracellular 

cytoplasmic domain, a transmembrane domain and a structurally distinct extracellular domain 

that carries up to five HS or CS chains, with CS attached closer to the membrane than HS. An 

example of a GPI-anchored HSPG is Glypican, which features a globular N-terminus composed  

 

 

of fourteen conserved cysteine residues on which three or four HS chains are attached [13]. The 

transmembrane HSPG and GPI-anchored HSPG can be cleaved by matrix metalloproteases or 

heparanases to release the attached HS chains into the ECM. HS can also be directly secreted 

into the ECM as part of the multidomain basement membrane HSPGs including Perlecan, 

Collagen XVIII, and Agrin [13-15]. 

  

 

Figure 1.2 Schematic representation of HSPGs distribution at the cell surface and in the 

basement membranes [17] 
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Like other types of post-translational modifications (PTMs), the number, size and 

structure of the Hp/HS chains attached on PGs are highly dependent on different cell types, 

tissue types and development stages of an organism [16, 17], and these GAG chains dictate the 

chemical proprieties and biological functions of PGs [15]. 

 

Biosynthesis of heparin (Hp) and heparan sulfate (HS) 

Heparin (Hp) and Heparan Sulfate (HS) are synthesized via a series of strictly catalyzed, 

sequential enzymatic interactions in the Golgi apparatus. These interactions do not go to 

completion, resulting in highly heterogeneous and polydisperse structure of mature Hp/HS 

chains which differ by their chain size, modification pattern, epimerization pattern and 

distribution of differently modified domains [18-20]. The first step of the biosynthesis of Hp/HS 

is the growth of a tetrasaccharide linkage region (GlcA-β1-3-Gal-β-1-3-Gal-β-1-4-Xyl) initiates 

with conjugating the Xyl from UDP-Xyl to the serine residues on the core protein, followed by a 

stepwise addition of two Gals and one GlcA to form the tetrasaccharide. This process is 

catalyzed by a series of specific enzymes including xylosyltransferase 1/2 (XylT1/2), 

galactosyltransferase 1 (GalT1), galactosyltransferase 2 (GalT2) and glucuronyltransferase 1 

(GlcAT1), and occurs in the endoplasmic reticulum as a post-translational modification of serine 

residues in a protein. 

The second step of the biosynthesis of Hp/HS is the chain polymerization, initiated with 

addition of a GlcNAc residue onto the tetrasaccharide linker, catalyzed by N-acetylglucosaminyl 

transferases Exostosin 2 and Exostosin 3 (EXTL2 and EXTL3). Then a continuous 

polymerization of Hp/HS backbone through alternating transferring GlcA and GlcNAc units 
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from their corresponding UDP-sugars takes place, catalyzed by copolymerase exostosin 1 and 

exostosin 2 (EXT1 and EXT2).  

In the last step of the biosynthesis of Hp/HS, post-synthetical modification reactions 

occur concomitantly and randomly along the Hp/HS backbone [21], including: (a) removal of the 

N-acetyl group of GlcNAc and substitution of sulfation of the free amine, catalyzed by GlcNAc 

N-deacetylase/Nsulfotransferases (Ndst1-4); (b) epimerization of GlcA to IdoA, catalyzed by 

GlcA C5 epimerase (HSepi); (c) addition of 2-O-sulfation on IdoA and less frequently on GlcA, 

catalyzed by 2-O-sulfotransferase (Hs2st); (e) addition of 6-O-sulfation on N-sulfated or less 

frequently on N-acetyl GlcN, catalyzed by 6-O-sulfotransferases (Hs6st1-3) and (f) addition of 

3-O sulfation to N-sulfated or N-unsubstituted GlcN, catalyzed by 3-O-sulfotransferases 

(Hs3st1-6). These post-synthetical modifications of HS are typically found in clusters, resulting 

in domain structure of mature HS chains, consisting of N-sulfated regions (NS domains) which 

are highly sulfated, interspersed by N-acetylated regions (NA domains) and transition regions N-

acetylated and N-sulfated domains (NA/NS domains) [18]. After transfer to the cell surface, 

remodeling of the sulfation pattern can occur, for example, catalyzed by two endosulfatases 

(Sulf1 and Sulf2) [2, 22]. 

 

Heparin (Hp)/heparan sulfate (HS)-protein interactions 

Hp/HS binding proteins (HBPs) 

Having the highest density of negative charge of any known biomacromolecules due to 

the presence of high level of spatially defined carboxylate groups and sulfo groups, Hp/HS 

participate in many biological and physiological processes through interacting and regulating a 

diverse pool of protein ligands, referred as Hp/HS binding proteins (HBPs). So far more than 400  
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Figure 1.3 Schematic illustration of the Hp/HS biosynthesis [13] 
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HBPs are known, including growth factors and their receptors, morphogens, chemokines, 

cytokines, enzymes, extracellular matrix proteins, lipoproteins and various proteins associated 

with diseases [23]. 

 

Nature of Hp/HS-protein interactions 

Electrostatic interactions play a predominant role in Hp/HS-protein binding. Hp/HS 

binding sites are either located on protein external surface or in a shallow groove where the 

glycan chain can fit in [21]. They are composed of a cluster of positively charged basic amino 

acid residues, including lysine, arginine and protonated histidine residues at low pH. These 

amino acids are either intrinsically contiguous in the primary sequence, or more commonly are 

not adjacent in sequence but are arranged closely in the folded protein [24].  

Non-ionic interactions including hydrogen bonds, hydrophobic interactions and van der 

Waals (VDW) interactions also contribute to Hp/HS-protein binding. Amino acids that form 

hydrogen bonds including asparagine, glutamine and tyrosine are also commonly found at 

Hp/HS binding sites. The contribution of non-ionic interaction ranges from 20-70%, depending 

on each specific binding interaction [18].  

The binding mode of Hp/HS-protein interaction is dictated by the primary sequence of 

Hp/HS as well as the degree and distribution of sulfo and carboxylate groups. The protein 

binding site on Hp/HS ranges in size from 6 to 18 saccharide units [25]. Larger protein binding 

sequences on HS are typically composed of multiple NS domains interspersed by NA/NS 

domains [26], and are either required for presenting multiple identical binding sites for the 

assembly of homo-oligomer, exemplified by the vascular endothelial growth factor (VEGF)165 

[27], interleukin-8 [28] and flatelet factor 4 [29], or are required for bridging several different 
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HBPs to form complexes or hetero-oligomers, exemplified by antithrombin III (ATIII) and its 

target proteases.  

The binding mode of Hp/HS-protein interaction is also affected by the three-dimensional 

structure of Hp/HS, which determines the spatial arrangement and orientation of sulfo and 

carboxylate groups for interacting with proteins. Hp/HS adopts a helical structure with limited 

flexibility, governed by the partially restricted rotation around the glycosidic linkages [30, 31] 

and a high conformational flexibility of the pyranose ring of IdoA, which can exist in three 

equienergetic conformations (1C4, 
4C1 and 2S0). The conformation adopted by IdoA is affected by 

modifications on IdoA and its adjacent residue. For instance, unsubstituted IdoA adopts 

predominantly chair conformation, while 2-O-sulfated IdoA exists in equilibrium between 1C4 

and 2S0 forms [32-34]. Though switching in between multiple conformations in unbound state, 

IdoA stays locked in one predominant conformation upon binding to its protein ligand [32].  

 

Binding specificity 

The specificity of Hp/HS-protein interactions can be highly sensitive to the sulfation 

patterns of the GAG. As defined by the review from Linhardt, specificity defines whether the 

Hp/HS-protein interaction is driven by the net charge of Hp/HS polysaccharides, or requires the 

presence of a specific structural motif, that is, the defined display of sulfo and carboxylate 

groups on a minimum number of saccharide residues [32, 35].  

For the interactions with highest binding specificity, a distinct structural motif containing 

a rare structural component is often observed, exemplified by a 3-O-sulfated GlcN present in a 

specific pentasaccharide binding sequence for ATIII [36] and the binding sequence for Herpes 

simplex virus (HSV) glycoprotein gD [37]. This rare 3-O-sulfated GlcN is found on about 1/20 
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Hp disaccharides and less than 1/100 HS disaccharides [21]. Whereas for the majority of HBPs, 

their Hp/HS binding sites consist of relatively common structure units. Lacking a specific 

structural motif containing a rare structural component does not imply that this interaction has no 

selectivity. In some cases, particular types of sulfation are more relevant than the other types, 

which cannot be explained if the interaction is charge dependent or nonspecific. HBPs that have 

selectivity for specific types of sulfation include: some CC chemokines [38], some fibroblast 

growth factors(FGFs) [39, 40], human papillomavirus type 16 L1 capsid protein [41] and VEGF-

A165 [35].  

Previously, HSs were only available in small quantities, so abundant Hp and Hp-derived 

oligosaccharides from natural sources were used predominantly. These Hps are often 

heterogeneous and polydisperse mixtures with less composition diversity. Though the specific 

pentasacchride sequence recognized by ATIII is the only specific structural motif that has been 

widely acknowledged and used for therapeutics, thanks to recent improvements in chemical and 

enzymatic synthesis of HS, bulk production of HS of more structural variance and controllable 

sulfation patterns should become available, which will dramatically facilitate the recognition of 

Hp/HS-protein interactions with high binding specificity and physiological significance [42, 43].  

 

Biological functions of Hp/HS  

The non-covalent interactions with Hp/HS have major effects on HBPs, including their 

spatial distribution and concentration, conformation or topology, functional activity, stability 

against proteolysis and degradation, oligomerization state, transportation through basement 

membranes as well as their interaction with other proteins or receptors. Therefore, Hp/HS play 

essential roles in many developmental and homeostasis processes, including: blood coagulation 
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[44], cell growth and differentiation [45], cell adhesion and migration [46], lipid transport and 

metabolism [47], morphogenesis and organogenesis [45] as well as cell-cell and cell-matrix 

signaling [48]. Moreover, Hp/HS are also functionally involved in many pathophysiological 

  

 

Figure 1.4 Hp/HS–protein interactions in various functional settings [53] 
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processes, including: tumor development and metastasis [49], host defense and viral infection 

[50], immune cell migration and inflammation [51] and neurodegenerative disorders [52], 

making them promising therapeutics. Some important Hp/HS-protein interactions are discussed 

below.  

 

Allosteric effects on enzyme activity  

The best-studied example of the Hp/HS-protein interaction is the high-affinity binding 

(an affinity of ~50nM at physiological pH) between ATIII and the pentasaccharide binding 

domain of Hp. This interaction is the basis for the clinical use of Hp as an anticoagulant drug 

[54]. ATIII is a protease inhibitor which regulates blood coagulation proteases (thrombin, factor 

Xa and factor IXa) in control of the blood clotting cascade. In the absence of Hp, the 

anticoagulant activity of ATIII is repressed since the protease binding reactive center loop (RCL) 

is initially buried in a partially open sheet A of ATIII and shows less affinity towards proteases. 

Binding of a unique pentasaccharide sequence containing a 3-O-sulfated GlcN on Hp causes a 

large scale conformational change within ATIII, leading to expulsion of the RCL. Therefore, Hp 

serves as a catalyst in ATIII-mediated inhibiting reactions and facilitate the formation of an 

ATIII-proteinase complex [55, 56].  

 

Coreceptor for complex assembly  

The study of interactions between growth factors and their corresponding receptors has 

mostly focused on the FGF family of proteins, which play important roles in tissue patterning, 

organogenesis as well as proliferation, differentiation, adhesion and apoptosis of cells [57]. HS 

serves as a coreceptor for the assembly and stabilization of a ternary signaling complex through 
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binding to both the FGF and its tyrosine kinase receptor. The binding of HS induces dimerization 

of FGF and enhance its binding affinity towards the extracellular domains of FGFR, which 

further enables the transphosphorylation of FGFR and subsequent signal transduction [58]. 

Previous studies suggest that different members of FGF interact with HS and FGFR differently, 

resulting in distinctively different ternary complexes. For instance, two crystal structures of 

different binding stoichiometry and intermolecular interactions have been resolved for FGF1 and 

FGF2, including a 2:2:1 FGF1-FGFR2-HS dodecasaccharide model and a 2:2:2 FGF2-FGFR1-

HS dodecasaccharide model [59, 60]. HS also serves as a coreceptor for hepatocyte growth 

factors and VEGFs and facilitates their interaction with their specific tyrosine kinase receptor in 

a similar mechanism [27, 61]. 

 

Deposition and presentation of HBPs 

Another important function of Hp/HS is recruiting HBPs to the correct site of activation 

at the correct time, exemplified by the interactions between HS and CXC chemokines. These 

interactions are essential for appropriate recruitment and activation of leukocytes during 

inflammation, angiogenesis and cancer metastasis [62].  

Specifically secreted by perivascular cells in response to inflammation, chemokines are 

then transported to endothelial cell surfaces, where they interact with HSs and become 

immobilized on cell surface to form a gradient. Formation of this chemokine gradient facilitates 

the presentation of chemokines to the chemokine receptors on leukocytes in blood, which is 

essential for leukocyte arrest via integrin activation [63] and correct migration of leukocytes 

from circulation to sites of inflammation and injury [64-66].  
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Template for oligomerization  

In addition to increasing the local concentration of chemokines near sites of 

inflammation, HS also induces oligomerization of chemokines, which is directly associated with 

the presentation and their activity. Chemokine oligomers tend to have larger binding surfaces 

hence higher binding affinities towards HS compared with monomers. Different members of 

chemokines adopt different forms of oligomers with dramatically different dynamic stabilities in 

the presence of HS: some members are most stable in oligomeric forms, some members do not 

oligomerize at all, and other members convert between monomeric and oligomeric forms [64]. 

Thus, change of the oligomerization state of chemokines may contribute to the binding 

specificity of chemokine-HS interactions [67].  

 

Roles of Hp/HS in pathophysiological conditions 

Hp/HS have been implicated in multiple amyloidosis diseases, including type-2 diabetes 

and Alzheimer’s, Parkinson's and prion diseases [52, 68]. Hp/HS are functionally involved in the 

folding disorder of more than 40 disease-specific proteins, accelerating aggregation and 

fibrillization of these proteins to form insoluble and rigid deposits in amyloidosis. The 

interaction between Hp/HS and an amyloid protein is critically dependent on the size of Hp/HS, 

and longer oligosaccharides (in a size range of dp4 to dp12) have a higher accelerating effect 

[69]. In addition, Hp/HS also mediate the internalization, cytotoxicity and stability of amyloids 

by accelerating the lateral aggregation of highly cytotoxic intermediate fibrils into nontoxic and 

insoluble mature fibrils, inhibiting the amyloid deposits from being proteolytically degraded 

[70]. 
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Moreover, HSs function as cell surface receptors in many infectious diseases to facilitate 

pathogen invasion. Bacteria, viruses and protozoa all express HBPs [31]. These HSBs interact  

 

with cell surface HS chains, facilitating localization and invasion of host cells [71, 72]. For 

instance, initial contact and attachment of HSV-1 is mediated by the interaction between HSV-1 

glycoproteins gB and gC with HS, and entry of HSV-1 into a cell is mediated by the interaction 

between glycoprotein gD and a specific HS sequence containing a 3-O-sulfated GlcN. Together, 

these HSV glycoprotein-HS interactions are responsible for the enhancement of HSV infectivity 

[73]. 

 

  

 

Figure 1.5 HS/Hp–protein interactions in selected diseases [53] 
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In addition, HS-protein interactions are also responsible for the development, 

angiogenesis and metastasis of tumor cells [49]. Many tumor-released growth factors are HBPs. 

Cell surface HSs act as co-receptors to bind and activate soluble tumor growth factors such as 

VEGFs and FGFs, therefore overexpression of HSPGs in tumor cells promotes tumor 

angiogenesis and growth [74]. HS also plays important role in tumor invasion. Overexpression of 

secreted heparanases leads to degradation of the ECM and basement membranes, which 

facilitates the penetration of tumor cells through vascular walls into circulation. The degradation 

of ECM also leads to increased mobility of cytokines and growth factors, which also promotes 

events including receptor activation such as adhesion and angiogenesis of tumor cells [75, 76].  

 

Non-MS approaches for investigating GAG-protein interaction 

Many biophysical approaches have been used to derive important structural information 

about GAG-protein interactions, including gel mobility shift assay [77], affinity chromatography 

[78], electrophoretic techniques [79], surface plasmon resonance (SPR) [80], isothermal titration 

calorimetry (ITC) [81, 82], circular dichroism (CD) [83], X-ray crystallography [60], NMR 

spectroscopy [84, 85] and molecular docking [86, 87], providing important structural information 

at the molecular or atomic level including: structures of protein-GAG complexes, GAG-binding 

sequences, interaction stoichiometry, thermodynamic information, kinetics information and 

binding strength of GAG-protein interactions [16]. 

 

High resolution techniques: NMR spectroscopy and X-ray crystallography 

NMR spectroscopy and X-ray crystallography are the golden standard for high-resolution 

protein or protein complex structure characterization [88, 89]. X-ray crystallography has been 
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used to provide atomic-level three-dimensional structural information of many native like 

proteins and GAG-protein complexes. Electrons of the atoms of the crystallized protein scatter 

X-rays, and the resulting scattered waves are recorded as a three-dimensional diffraction pattern, 

which can be processed to provide information about crystal packing symmetry, the repeat unit 

of the crystal and electron density [90]. Despite its popularity, there is still debate about whether 

the structures captured in a solid crystalline environment where the protein is trapped in a static 

state accurately represent the structures in a more physiologically relevant environment. The 

possible sources of artefacts include incomplete solvation and crystal packing. Also, not all 

proteins can be crystallized to form ordered or well-resolved structures, especially for those 

proteins with highly disordered structures and membranes proteins [91].  

NMR spectroscopy, on the other hand, can be used to analyze protein structures and 

dynamics in a solvated environment at native pH values. NMR spectroscopy measures different 

resonant frequencies of NMR active nuclei upon different electromagnetic radiation, and the 

measured resonant frequency is sensitive to their local electronic environment. However, 

application of NMR spectroscopy is limited by protein size (the molecular weight limit is about 

50kDa) [92]. The sensitivity of NMR measurements decreases with molecular weight, while the 

complexity of NMR spectra increases. Broadened lines are typically observed due to overlapped 

and rapidly decaying NMR signals. Both these two traditional high-resolution methods require 

relatively large quantities of highly purified sample from overexpression of recombinant proteins 

[93] and cannot be used on protein samples directly obtained from biological mixtures [94].  
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Circular dichroism (CD) 

Circular dichroism (CD) measures the difference in the absorbance of left-handed and 

right-handed circularly polarized light by a solution of a chiral biomolecule [95]. Combining 

information from far-UV CD spectra, which corresponds to the absorption of peptide bond and 

near‐UV CD spectra which corresponds to the absorption of aromatic side chains, quantitative 

analysis of secondary structures and qualitative characterization of tertiary or even quaternary 

structures of proteins and GAG-protein complexes can be achieved. Therefore, CD can be used 

for the detection of subtle conformational changes or folding/unfolding events involved in GAG-

protein interactions. However, CD provides only a global measurement of structure and cannot 

detect the specific locations of secondary structure [95, 96].  

 

Surface plasmon resonance (SPR) 

Surface plasmon resonance (SPR) is a commonly used method for examining protein-

ligand complexes. It measures the change in refractive index near a biosensor surface as the 

surface-immobilized binding partner (protein or GAG) forms a complex with the other binding 

partner introduced as a flowing solution. SPR provides a real-time measurement of the 

equilibrium bindings over a broad affinity range (pM to mM) as well as the kinetics of 

association and dissociation of GAG-protein interactions. However, this method is susceptible to 

errors from nonspecific binding. There are also concerns about whether an immobilized protein 

or GAG maintains its binding activity [97, 98]. 
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Isothermal calorimetry (ITC) 

In isothermal calorimetry (ITC), one binding partner (protein or GAG) is titrated in a 

thermostatic cell containing the solution of another binding partner, and the heat change required 

to maintain the temperature of the cell is tracked [99]. Therefore, ITC offers a direct 

thermodynamic characterization (enthalpy, entropy, free energy and stoichiometry) of GAG-

protein interactions through a single experiment. However, ITC requires milligram quantities of 

sample and can only be used to measure a limited range of association constants [32].  

 

MS approaches for investigating GAG-protein interaction  

There is a growing need for new techniques which complement classic structural 

approaches but are more compatible with heterogeneous protein samples at physiologically 

relevant concentrations. Using mass spectrometry (MS) based approaches to study GAG-protein 

interactions has gained much recognition in recent years and become a powerful tool in structural 

biology, both by itself and in combination with other analytical techniques. Compared with those 

classic structural approaches, MS-based approaches have many advantages [93, 100]:  

1) MS can analyze very small quantities of mixtures or heterogeneous samples due to its 

high sensitivity and high tolerance of impurities;  

2) MS is not limited by protein size, which enables the analysis of large protein 

complexes up to several megadaltons;  

3) MS can be used for simultaneous analysis of multiple ionic species in a mixture; 

4) MS is free of the perturbating effect from solvents, counter-ions and other chemicals in 

solution.  
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More importantly, MS can be coupled with many other analytical techniques to expand 

its applications for the elucidation of protein structure, conformational dynamics and interactions 

with other biomolecules at different levels of structural resolutions. These combined MS 

approaches can be categorized into “non-native” and “native”. For “non-native” MS approaches, 

proteins and protein complexes are typically modified followed by fragmentation with or without 

proteolytic digestion (bottom-up or top-down), and the mass increases are monitored on the 

peptide level to locate the site of modification. Measuring the differences of modification sites 

  

 

Figure 1.6 Overview of non-native mass spectrometry approaches [101] 
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and level before and after binding can be used to track the structural alteration induced by ligand 

binding. Some of the important “non-native” approaches are discussed in detail.  

 

Hydrogen/deuterium exchange (HDX) 

Hydrogen/deuterium exchange (HDX) monitors the isotope exchange rate of amide 

protons on protein backbone when exposed to a deuterated solvent. Amide protons that are 

located on protein surface or not involved in hydrogen bonds exchange rapidly, in contrast to 

slowly-exchanged amide protons that are either located in the interior of protein or involved in 

hydrogen bonds [102, 103]. The level of H/D exchange rate directly reflects the protein structure 

and dynamics, which is proportional to the flexibility and inversely proportional to protein 

stability, thus HDX is a useful technique for tracking dynamic protein structural fluctuations and 

stability-effect induced by GAG-protein interactions [104]. 

There are two ways to perform HDX experiment, continuous flow labeling or pulse-

labeling. For continuous flow labeling, a protein undergoes a slow conformational transition 

while being continuously exposed to a deuterated solvent, and the resulting level of HDX 

increases as a function of incubation time and can be used to determine the conformational 

dynamics of the protein and integrated populations participating in the folding/ unfolding 

process. For pulse HDX, a protein is exposed only briefly to a pulse of a deuterated solvent after 

a conformational change or even a denaturing event. Since only the unfolded proteins can be 

labeled, the measured level of HDX determines the instantaneous population of short-lived 

folded and unfolded intermediates [105-107].  

HDX is the mildest way to label proteins, so it is not likely to induce major changes in 

protein three-dimensional structure or stability. However, HDX is known to suffer from serious 



 

22 

limitations. A primary issue is back-exchanging of deuteria with protons during analysis. Also, 

randomization of deuterium distribution can occur during analysis, referred as proton 

scrambling. To minimize or suppress back-exchange, a rapid digestion and liquid 

chromatography separation at low pH and 0 °C is required immediately after deuterium 

exchange. To minimize proton scrambling, electron based fragmentation methods (electron 

transfer dissociation (ETD) or electron capture dissociation (ECD) instead of vibrational 

excitation method (collision-induced dissociation (CID)) are preferred for determining sites of 

exchange [108].  

 

Covalent labeling 

Covalent labeling is used to non-reversibly modify exposed or unprotected protein 

surface. The most commonly used covalent labeling method is hydroxyl radical footprinting 

(HRF), which oxidizes side chains of exposed amino acid by OH radicals [109]. OH radical is 

one of the least selective covalent labels and can react with a wide variety of amino acids, but 

with different intrinsic reactivities. The level of covalent labeling using HRF is a function of both 

solvent accessibility and the chemical property of target sites [110, 111].  

Side chain oxidation via HRF features a sub-millisecond time-scale, which allows the 

detection of short-lived transient structures. This time scale is much faster than most 

conformational changes [112], therefore the effects that covalent labels have on protein structure 

are not significant. Moreover, modification via HRF is highly stable, so it is free of proton 

migration issue as in HDX and single amino acid resolution can be achieved [101].  

The biggest weakness of HRF is its susceptibility to “secondary effects”. For instance, 

factors other than changes in protein conformation or binding of ligands such as altered level of 
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available hydroxyl radicals can also alter the oxidative levels detected by HRF [110]. The 

influence of secondary effect can be normalized by using unstructured peptides as internal 

standards [113].  

 

Crosslinking 

Crosslinking measures the distance between specific amino acids, and is therefore 

sensitive to the three-dimensional structure of a protein. Crosslinking uses an agent with two 

reactive ends separated by a spacer of a defined length. The reactive ends form covalent bonds to 

specific functional groups at the sidechains of amino acid, for example, the ε-amino group of 

lysine. 

There are many considerations for selecting a proper crosslinker: chemical properties of 

the functional group determine the selectivity and reactivity of the crosslinker, whereas the 

distance between reactive amino acids determines the spacer length [114]. Other properties of the 

crosslinker including cleavability, ability to be enriched, isotope labeling, homo-functionality or 

hetero-functionality. Solubility and fragmentability are also important [102]. The most 

commonly used crosslinkers are N-hydroxysuccinimidyl or sulfosuccinimidyl esters whose 

target site is the primary amine of lysine [115]. The common target amino acids for crosslinking 

are highly reactive cysteine, lysine and aromatic amino acids including phenylalanine, 

tryptophan and tyrosine 

Only amino acids that are located within the spacer distance can be cross-linked. Natively 

folded structures of proteins are not affected by the integration of crosslinkers. Crosslinking 

experiments can generate different types of products, including: dead-end products in which one 

reactive site is deactivated and does not form interaction with any amino acid; intra-peptide 
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products in which two amino acid residues within the same peptide are bridged; inter-peptide 

products in which two amino acid residues from two different peptides are bridged. Dead-end 

products can help map the solvent accessible residues. Only inter-peptide products are 

structurally-informative and can be used for monitoring the folded structure. Data analysis to 

distinguish different products followed by information extraction from the less abundant inter-

peptide products can be very challenging [116]. 

These analytical techniques discussed above are complementary to each other. For 

instance, HDX modifies backbone amides and provides data on solvent accessibility of residues 

within proteins, while crosslinking modifies side chains and provides data on the distance 

between different parts of a protein and protein complexes. Therefore, integration of different 

methods allows a more detailed overview of the structure and dynamics of proteins and GAG-

protein complexes. The structural information obtained from these approaches can provide 

distance constraints or surface accessibility data to facilitate molecular modelling and docking 

studies, which can be critical when high-resolution (X-ray crystallography or NMR) protein or 

GAG-protein structures are not available. 

 

Native mass spectrometry (native MS) 

Native mass spectrometry (Native MS) allows a gentle transfer of an intact protein or 

protein complex from its solution environment into the solvent-free environment of a mass 

spectrometer without changing its natively folded conformation or disrupting the non-covalent 

interactions that maintain the structure of a protein complexes [93]. The protein or protein 

complexes are sprayed from buffer solutions, which is often an aqueous solution of ammonium 

acetate with a neutral pH to mimic physiological conditions. The capability of native MS to 
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maintain the folded structures of proteins and keep their interactions with ligands intact, and 

provide the foundation for gas-phase structural biology studies. 

 

Electrospray ionization (ESI) 

In native MS experiments, protein ions are generated using electrospray ionization (ESI), 

one of the softest desorption/ionization techniques, which avoids unwanted fragmentation and 

conformational changes during ionization. ESI is much more widely used for native MS than the 

ionization method of matrix-assisted laser desorption/ionization (MALDI). Also, ESI is capable 

of generating multiple charged ions, which are required for analyzing protein and protein 

complexes of higher molecular weight. 

In ESI, a solution containing the dissolved analyte is directly infused through an 

electroconductive spraying capillary, on which kilovolts of electric potential is applied under 

atmospheric pressure. A conventional ESI solution is a mixture of water and organic solvent with 

a low concentration of acid to aid the protonation process. However, the solution conditions 

denature the protein. For native ESI, the protein is introduced in an aqueous solution at neutral 

pH. The potential difference between the capillary tip and entrance aperture of the mass 

spectrometer results in formation and elongation of a Taylor cone, and subsequent generation of 

fine nanodroplets with excess charges. These nanodroplets undergo stepwise evaporation aided 

by nebulizing gas or heating, resulting in the shrinking of their sizes as their charge density and 

corresponding charge repulsion increase. Once the increased repulsion force overcomes droplet 

surface tension, successive charge-induced decomposition of droplets occurs.  Eventually 

desolvated gaseous analyte ion are generated and ready to enter the vacuum region of mass 

spectrometer source [117, 118].  
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So far two mechanisms have been proposed for analyte ion generation: 

1. Charged residue model (CRM), which proposes that gaseous analyte ion emerges from 

an exhaustive evaporation of the droplet to dryness. The size of droplet keeps decreasing until 

only one analyte molecule can accommodate, so the charge carried by the analyte ion is directly 

inherited from droplet surface. This mechanism is accepted to be accurate for the ion generation 

process for larger protein or protein complexes [119].  

2. Ion evaporation model (IEM): which proposes that as the size of the droplet decreases, 

the repulsion force between charges increases and leads to the ejection of a charged analyte ion 

  

 

 

Figure 1.7 (a) Comparison of conventional ESI and nanoESI (modified from [122]); (b) 

Schematics of the formation of positive ions with conventional ESI [123]. 
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before complete desolvation occurs. This mechanism is accepted to be accurate for the ion 

generation process for small molecules [120, 121]. 

ESI produces multiply charged ions. The charge state distribution generated can be 

directly related to the conformation that protein adopts in gas phase: folded or compact 

conformations have a smaller surface area with less exposed ionizable sites, thus a narrow 

distribution of low protonation states is observed. In contrast, for more elongated or unfolded 

conformations, a wide distribution of higher protonation states is observed. It is believed that the 

ion with the lowest charge state is most closely related to the native solution phase conformation 

[105].  

  

 

 

  

 

Figure 1.8 Schematic of ESI mechanisms: (a) IEM and (b) CRM [118] 

. 
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Nanoelectrospray (NanoESI)  

Nanoelectrospray (NanoESI), by its name, is a miniaturized version of normal ESI and 

was invented by Wilm and Mann [124, 125]. In normal ESI, a 50% aqueous, 50% volatile 

organic solvent at low pH is used with high spray voltages and high source temperatures to aid 

desolvation and ionization. Thus, ions generated from normal ESI have higher internal energy 

and are more likely to undergo unfolding or dissociation [126]. Compared with normal ESI, 

nanoESI uses a spray tip with a smaller diameter (1-10um) that is placed much closer to the 

entrance aperture of the mass spectrometer. It is softer, more efficient and sensitive (2000 times) 

than normal ESI in terms of producing finer nanodroplets and subsequent ionization of analyte 

ions [127]. These advantages of nanoESI are particularly important for native MS, for which 

aqueous buffer at physiological pH or water is used to preserve the native conformation and non-

covalent interactions of protein and protein complexes. Also, due to the smaller dimeter of spray 

tip, the flow rate during direct infusion of the sample solution using nanoESI can be decreased 

from microliter per minute to nanoliter per minute, thus dramatically decreasing sample 

consumption [128].  

 

Gas phase structures of proteins and protein complexes 

Biomolecules and their interactions are a function of their aqueous environment, where 

hydration plays important roles in mediating the natively-folded conformation, stability and 

activity of proteins. Their structures result from hydrogen bonds with polar residues and the 

orienting of hydrophobic residues away from solution [129].  

The transition of native structure of proteins from solution to gas phase is accompanied 

with loss of hydration around the protein, resulting in disruption of structure and changes in the 
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relative strength of each interaction (hydrophobic, hydrogen bonding and electrostatic 

interactions). However, utilizing buffers of neutral pH and gentle experimental conditions, there 

have been many examples from previous studies suggesting that structures of proteins and their 

complexes in gas phase are very close to their biologically relevant solution structures [130-132]. 

A study by Breuker and McLafferty [133] suggest that in the gas phase, charged side chains on 

protein surface collapse within picosecond after desolvation, and form stronger electrostatic 

interactions within themselves or heteroatoms on the protein backbone. Another simulation study 

also showed that in a few nanoseconds after desolvation, the level of hydrogen bonds formed 

within the proteins increases from 43% to 56% [134]. Therefore, alterations of the equilibrium 

among these interactions promote a temporary stabilization of the native structure [135]. 

Moreover, residual solvents or buffer adducts can temporarily protect protein ions from 

structural rearrangements to form new gaseous structures [136, 137]. Overall, desolvated protein 

ions can get trapped in a local free energy minima and temporarily preserve most of its natively 

folded conformation for miliseconds. More importantly, previous studies also suggest that not 

  

 

Figure 1.9 Stepwise evolution of protein structure after desolvation [133] 

 



 

30 

only is the non-covalent binding between protein and ligand maintained in the gas phase, but also 

ligand binding can provide additional gas phase stability of protein ions and further stabilization 

of their native structures [138, 139]. 

The development of nanoESI greatly facilitated the progress of native MS. Though 

nanoESI is an extremely soft ionization technique, tuning experimental settings is crucial in 

minimizing extensive activation and avoiding any undesired alteration of protein structures. 

Generally, native MS spectra exhibit lower intensities than non-native MS spectra and display 

undissolved clusters of broadened peaks, due to the incomplete dissolvation of salt or solvent 

adducted peaks that are overlaid with each other [140, 141] 

 

Ion mobility spectrometry (IMS) coupled with native MS to study GAG-protein 

interactions 

Recent years have witnessed enormous growth of using native MS coupled with ion 

mobility separation (IMS) to elucidate the structures of biomolecules and their relationship to 

their function. This appraoch is particularly useful for investigating large, dynamic and 

heterogeneous biomolecule systems that cannot be easily analyzed by classical methods. 

Native MS allows protein ions to preserve their natively folded structure and allow 

protein complex ions to preserve its their noncovalent interactions, therefore information about 

the composition and binding stoichiometry of a biomolecule system can be achieved. IM 

provides a highly sensitive and rapid measurement of the size, shape and topology of proteins 

species as well as their conformational dynamics. Combing the advantages of both native MS 

and IMS, IMMS has been applied in the investigations of topology and architecture of protein 

complexes [142], conformational change of protein due to ligand binding [139], conformational 
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dynamics and equilibrium [143, 144], transiently stable structures [145] and gas phase stability 

of protein and protein complexes [138]. 

 

Overview of ion mobility and ion mobility spectrometry (IMS) 

The use of ion mobility spectrometry (IMS) as a new separating method was first 

reported at the beginnings of the 20th century [137]. Shortly after the hybridization of IMS with 

MS to support a study on gas phase ion-molecule reactions in the 1960s [146] and the launch of 

the first commercialized IMMS instruments by Waters in 2006 [147], IMS has witnessed 

tremendous growth and has been widely applied to the field of structural biology.  

IMS separates and analyzes ions of interests in the gas phase based on their distinctive 

mobilities, which is size, shape and charge dependent. Compared with other chromatography 

based separation techniques, IMS does not have as a high peak capacity and resolving power but 

  

 

Figure 1.10 Schematics of ion mobility separation [101] 
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can separate ions in a 4 to 6 orders of magnitude less time [148]. Coupled with MS, IMMS can 

provide a low-resolution, two-dimensional characterization of both the mass and conformation of 

all biomolecular species in a heterogeneous assemblies [149].  

There are three types of IMS: time-dispersive IMS, space-dispersive IMS and ion 

trapping and selective release IMS [150]. Temporally dispersive IMS separates ions based on 

their mobility-dependent arrival times as they flow through a drift tube. Spatially dispersive IMS 

detects ions based on their mobility-dependent path of motion. In ion confinement and release 

IMS, the conjugation of an electric field gradient and a gas flow is applied to control the spatial 

distribution of ions, which is dependent on their mobilities. Examples of each type of IMS will 

be discussed in the following sections. 

  

 

Figure 1.11 Different types of IMS [150] 
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Drift time ion mobility spectrometry (DTIMS) 

Drift time ion mobility spectrometry (DTIMS) is the simplest platform for time-

dispersive IMS. Drift time IMS separates gas-phased ions based on their mobilities when they 

drift through a chamber filled with inert neutral gas under the influence of a static, uniform and 

weak electric field (a range of 5 to 100 V/cm).  

In the drift region of DTIMS, which varies in length from centimeters to meters, ions 

experience both the electrostatic force from electric field which pulls them through and the 

countered force from collisions with the neutral gas. As a result, ions quickly reach a thermal 

equilibration with a constant drift velocity Vd, which is proportional to the strength of the applied 

electric field:  

 

  𝐾𝑑 =
D

t
= KE 

 

Where E is strength of electric field, D is drift distance and t is drift time. 

The proportionality constant K is defined as the mobility of ion, which, according to 

Mason−Schamp equation, depends upon the masses of the ion and neutral gas molecule, the 

charge carried by the ion and collisonal cross sections (CCSs) of both the ion and the neutral 

molecules [151, 152]. CCS represents the rotationally average shape from all orientations. The 

reduced ion mobility, K0, normalized with respect to pressure P and temperature T is defined as: 

 

 𝐾0 =
3ze

16NΩ
√

2π

kBTμ
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where z is the ion charge, e is the elementary charge, N is the drift gas number density, kB is the 

Boltzmann constant, T is the absolute temperature, Ω is the average CCS and μ is the ion-neutral 

reduced mass. 

The resolving power of DTIMS is defined as:  

 

𝑅 =
𝑡

∆𝑡
= (

𝐷𝐸𝑧𝑒

16𝐾𝐵𝑇 ln 2
)

1/2

 

 

Therefore, increasing the magnitude of static electric field or length of drift tube can both 

improve its resolving power. Typically, the electric field strength of DTIMS is limited to around 

10 to 30 V/cm to avoid the gas discharge at high electric field and ion loss at high gas pressure 

[153], so increasing the drift length of ions is a more commonly used to improve resolution. The 

  

 

Figure 1.12 Schematics of the separation mechanism of DTIMS, TWIMS and FAIMS [100] 
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intrinsic limitations of DTIMS is its low duty cycle and low sensitivity because of the pulsed 

injections of ions. 

 

Traveling wave ion mobility spectrometry (TWIMS) 

Traveling wave ion mobility spectrometry (TWIMS) is another widely used time-

dispersive platform of IM and the first commercially available IM-MS instrument. TWIMS 

platform was produced by Waters corporation as the Synapt HDMS system in 2006. Further 

modifications of the Synapt included incorporation of a helium cell prior to IM separation and 

alterations in source and ion transfer optics to improve its resolving power and ion transmission 

efficiency.  

The basic design of TWIMS is very close to DTIMS, but their working mechanism are 

quite different. The IM cell of TWIMS contains three stacked ring ion guides: a trap ion guide 

for accumulating ions before being subjected to IM separation, a transfer ion guide for conveying 

mobility-separated ions for mass analysis and a IM ion guide, which is the essential component 

of the system. The IM ion guide is composed of a series of ring electrodes with radio frequency 

(RF) voltage in opposite phases being applied to adjacent electrodes, producing a radially 

confining potential barrier that restricts radial ion diffusion, increasing the sensitivity of TWIMS 

[154, 155]. To achieve mobility, a transient direct current (DC) voltage is superimposed on RF 

voltages and is swept to an adjacent electrode downstream at regular time intervals in the 

direction of ion migration, providing a continuous sequence of travelling waves. Ions are pushed 

by these waves, in a process that can be described as “surfing”. Ions with low mobility (larger 

CCS) cannot keep up with the traveling waves and slip behind, so they are transmitted much 

slower than those ions with high mobility (smaller CCS). Consequently, ions are separated based 
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on their mobility (CCS) when appropriate speed and magnitude of travelling waves are applied. 

One intrinsic issue of TWIMS is that CCS cannot be directly converted from drift time due to the 

presence of constant changing electric field [156, 157], and so this value must be obtained by 

calibration.  

 

High-field asymmetric waveform ion mobility spectrometry (FAIMS) 

High-field asymmetric waveform ion mobility spectrometry (FAIMS) is a typical 

platform of space disperse IMS. Instead of measuring the drift time of an ion as in the time-

dispersive IMS, FAIMS measures the voltage required to maintain a stable transmission of an 

ion [158]. FAIMS has two electrodes. One electrode is held at ground potential while an 

asymmetric waveform called dispersion voltage is applied to the other electrode. This 

asymmetric waveform is usually a square wave in which a high positive electric field being 

applied for a shorter time and a low negative electric field being applied for a longer time, while 

the product of voltage and time of each polarity of the waveform equals. The collision between 

ions and neutral gas molecules is more energetic in higher electric field, resulting in an electric 

field dependent high field mobility, which is different from the constant low field mobility [159].  

Being exposed alternately to high and low electric fields, ions in FAIMS device oscillate 

radially between the two electrodes and tend to drift towards one of the electrode as a result of 

their different mobilities in high and low fields. Therefore, an compensation voltage (CV) is 

required to balance the offset and stop the ions from being neutralized upon contacting with the 

electrode. CV is compound specific and is dependent on the mobility difference of one ion in 

low and high electric fields. FAIMS cannot be used to calculate absolute CCS of ions, it is 

typically used as a mobility filter, especially a pre-MS narrowband filter. The specific CV of an 
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ion of interest can be pre-determined by scanning across a range of voltage. Then this CV is 

constantly applied to maintain the stable path of only ion of interest while other ions are removed 

[158].  

 

Trapped ion mobility spectrometry (TIMS) 

Trapped Ion Mobility Spectrometry (TIMS) utilizes selective release to achieve ion 

mobility separation. In TIMS, ions are entrained in a flow of neutral gas, and an axial electric 

field gradient is applied to oppose the gas flow. An RF voltage is applied to ring electrodes to 

generate a confining quadrupolar potential, which is used to trap ions radially and improve ion 

transmission efficiency. When the drift velocity of an ion equals the velocity of gas flow, this ion 

is trapped at an equilibrium position along the slope of the electric field gradient. Since the 

trapped position is mobility-dependent: Vd = KE, and the magnitude of electric field increases 

  

 

Figure 1.13 Schematics of the separation mechanism of TIMS [162] 
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along the gradient, ions with lower mobility are trapped near the exit of analyzer while ions with 

higher mobility being trapped near the entrance. As the magnitude of the ramping voltage is 

gradually lowered, a sequential ion release is prompted, and ions with lower mobility are eluted 

and detected first [160-162].  

 

Quadrupole mass analyzer 

A quadrupole mass analyzer is composed of two pairs of parallel electrical rods. Different 

phases of potential containing both DC and RF components are applied to each pair of rods to 

form a quadrupolar electric field. The Mathieu parameters of each component is defined as: 

 

qM =
4eV

(m/z)ω2r2
 

 

aM =
8eU

(m/z)ω2r2
 

 

where e is the charge of an electron, V and ω are the amplitude and angular frequency of the RF 

voltage, respectively, U is the value of the DC voltage and r is the radius of the quadrupole.  

The applied DC and RF voltage determines the way ions oscillate in the quadrupole. 

When operated in an isolation mode, a certain combination of V, U, and ω allows only ions 

within a very narrow range of m/z to travel in stable trajectories and get transmitted. When 

operated in an RF-only or a wideband scanning mode in which no U is applied, ions below a 

certain m/z ratio adopt instable trajectories and get filtered out [163].  
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The upper limit of the m/z that can be transmitted by quadrupole is proportional to the 

amplitude of RF voltage, and inversely proportional to the frequency of RF voltage and the inner 

radius of the rods. To avoid the use of high voltage as well as ion loss due to smaller radius, the 

frequency of the quadruple is uaually modulated, when coupled with native MS, to optimized for 

the transmission of ions with larger m/z [164, 165].  

 

Time-of-flight (TOF) mass analyzer 

The Synapt instrument is equipped with a time-of-flight (TOF) mass analyzer, taking 

advantage of its rapid data acquisition rate to record millisecond wide ion mobility peaks as well 

as its effectively unlimited mass range to measure biomolecules of large size. 

In TOF, pulses of ions with different mass but same charge state are accelerated to the 

same kinetic energy through a homogeneous electric field, then they fly though a field-free flight 

tube before being detected [167].  

 

KE =
1

2
mv2 = PE = zU 

 

where PE is the potential energy, z is the charge of the ion, U is the magnitude of accelerating 

electric field, KE is the kinetic energy, m is the mass of the ion and v is the velocity.  

Therefore, the flight time that ions take to drift though a flight region of length d is 

proportional to the square root of m/z and is defined as: 

 

t =
d

√2U
√

m

z
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However, it is inevitable that ions of same mass may have different starting location and 

different initial velocities. Therefore, reflectrons which are composed of a series of electrostatic 

ion mirrors are placed at the end of the flight region and are used to correct for the distribution of 

KE while reversing the direction of ion motion, resulting in improved resolution and narrower 

peaks for TOF measurements [168]. Ion with a higher KE thus higher velocity can penetrate 

further into the reflectron and spend longer time in the retarding electric field, whereas ion with a 

lower KE bounces out in a shorter amount of time, therefore the velocity differences can be 

corrected and ions of same m/z arrive at the detector simultaneously [169, 170].  

  

 

Figure 1.14 (a) Schematics of Synapt G2 mass spectrometer; (b) quadrupole mass filter; (c) 

mechanism of CIU; (d) TOF mass analyzer (modified from [166]) 
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Collision-induced unfolding (CIU) for analyzing protein stability 

The gas phase collision-induced unfolding (CIU) experiment takes advantage of the 

slow-heating CID approach [171], and has a similar mechanism as solution-based thermal 

denaturation experiment. 

For TWIMS instrument, CIU typically occurs in the trap ion guide, in which protein ions 

undergo activation through collisions with neutral gas molecules while the applied electric field 

keeps increasing. During CIU, protein ions gain additional kinetic energy, which accumulates to 

increase the total internal energy of the protein ions and cause structural distortion or even 

dissociation. The activated/unfolded protein ions are conveyed to the IM ion guide and MS 

analyzer, in which appearance and disappearance of each structure/conformation as the 

collisional energy (CE) increases can be monitored and recorded. The collisional energy required 

to convert the native, folded conformation to the first intermediate structure is directly indicative 

of gas-phase stability of the original structure [139]. Recently, the Ruotolo group developed a 

CIU suite software package to aid analysis and interpretation of CIU results. The CIU 

fingerprints are generated by plotting drift time (or CCS) of different protein conformations and 

their intensity against applied collisional energy [172], providing an easy way to visualize the 

unfolding and dissociation pathway of protein ions. 

 

Molecular dynamic (MD) simulation and its application in structural biology  

Force fields 

Molecular dynamic (MD) simulations use a semi-empirical, molecular mechanics based 

force field to describe the potential energy of a biological system as a function of its three-

dimensional structural coordinates. Since the repetitive calculations of movements and 
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interactions of all the atoms of even the simplest biomolecular system is computationally 

infeasible using quantum mechanics, molecular mechanics is chosen as a simplified but only 

applicable solution.  

The potential energy of a biological system is represented by energy terms that describe 

both bonded and nonbonded contributions [173]. Terms for covalently bonded interaction and 

atomic angle are modeled using harmonic potentials, which describe chemical bonds as spherical 

atoms connected by springs. Dihedral angle terms are modeled using a sinusoidal function to 

describe energy differences between eclipsed and staggered conformations. For nonbonded 

interactions, electrostatic terms are described by coulombic potential, and can der Waals term is 

described by Lennard-Jones potentials that account for both attractive and repulsive forces [174]. 

The parameter set for a force field is pre-determined from both quantum mechanical calculations 

and experimental data of small molecules, including stiffness and lengths of bonds, partial 

atomic charges to describe electrostatic interactions and atomic VDW radii.   

Commonly used force fields include: CHARMM (Chemistry at Harvard Molecular 

Mechanics) [175], AMBER (assisted model building with energy refinement) [176], GROMOS 

(Groningen molecular simulation) [177] and CVFF (consistent valence force field) [178]. 

  

 

Figure 1.15 The expression of force field [174] 
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Overview of MD simulation  

A MD simulation approximates each atom in a biological system as a single particle with 

a partial charge and a van der Waals radii. According to classical mechanics, the atomic 

positions and velocities evolve according to the laws of classical physics, and a MD simulation 

can be considered as a process of iteratively solving Newton’s law of motion to predict the time 

dependent behavior of the system. 

Specifically, using the force field with a pre-defined parameter set, the potential energy 

function U(r1, r2, …, rn) of a biological system can be described. At a given time point (t), every 

atom with a point mass (mi) has a velocity (vi) at the position indicated by a three-dimensional 

vector (ri). The atom is under the influence of external forces (Fi), which can be calculated based 

on the gradient of potential energy. Then based on Newton’s law of motion, acceleration (ai) of 

each atom can be calculated [173, 179].  

 

𝐹𝑖 = −
𝑑𝑈

𝑑𝑟𝑖
 

 

𝑎𝑖 =
𝑑2𝑥(𝑡)

𝑑𝑡2
=

𝐹𝑖

𝑚𝑖
 

 

𝑟(𝑡 + ∆𝑡) = 2𝑟(𝑡) − 𝑟(𝑡 − ∆𝑡) + 𝑎(𝑡)∆𝑡2 

 

𝑣(𝑡 + ∆𝑡) = 𝑣(𝑡 + 0.5∆𝑡) + 0.5𝑎(𝑡 + ∆𝑡)∆𝑡 
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The time scale of MD simulation is divided into small steps separated by a short period of 

∆t. Combining the atomic positions and movements at time (t) and prior step (t - ∆t), atomic 

positions and movements at next step (t + ∆t) can be predicted. Therefore, the updated atomic 

positions and velocities throughout the time scale of a MD simulation can be calculated [179, 

180].  

MD simulations require a thermodynamic ensemble to simulate multiple experimental 

conditions. The ensemble defines the bulk thermodynamic properties of a biomolecular system, 

including number of atoms (N), temperature (T), pressure (P) and mean energy (E). Commonly 

used ensembles include a microcanonical ensemble (NVE, constant particle number, volume and 

energy), canonical ensemble (NVT, constant temperature, volume and number of atoms) and 

isothermal-isobaric ensemble (NPT, constant pressure, temperature and number of atoms).  

The output of a MD simulation is recorded in a trajectory, which consists of individual 

structure from each snapshot of simulation and describes coordinates, motion and energy of each 

particle of a biological system as a function of time. 

 

The application of MD simulation in structural biology 

MD simulation is specifically useful when dealing with interchangeable transient 

conformations of biomolecules that do not form ordered or well-resolved structures, and cannot 

be analyzed using the high resolution X-ray crystallography [181]. Recent advances in force field 

and underlying physical models, as well as directly incorporating experimental data to restrain 

MD simulations have greatly improve their accuracy [182]. The computational expense and 

speed of MD simulations have also been greatly enhanced due to breakthroughs in computer 

hardware and parallelization algorithms [183]. The dramatically improved time scale of MD 
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simulations permit simulation of milliseconds long biological processes such as conformational 

change of protein, protein-drug binding and membrane transport [184]. 

With all these improvements, MD simulation has become a main computational approach 

in structural biology and has been widely applied in the investigations of: protein stability [185], 

protein allosteric properties [186], molecular recognition [187], ion and small molecule transport 

[188, 189], formation of protein complexes [190, 191], protein hydration [192] as well as protein 

design [193] and drug design [194]. 

 

Interpretation of IMMS data 

IMMS studies are often supported by MD simulation and other molecular modeling 

studies, which provide computational prediction of the evolution of structure and dynamics of 

biomolecules over time, binding orientations and binding affinities of complexes as well as their 

molecular shape, essential for the correct interpretation for IMMS experimental data and 

confirmation of the biological relevance of gas phase structure measured by IMMS. For a more 

accurate comparison to experimentally measured, gas phase structures, protein structures 

obtained using X-ray crystallography needs to be refined through MD simulations and energy 

minimizations: an energy minimization is performed to remove any possible sidechain clashes or 

structural artefacts embed in the original protein structure in the presence of crystal-packing 

environment, followed by a solution phase MD simulation in which protein structure is fully 

solvated by water to mimic the physiological environment. Lastly, an in-vacuo energy 

minimization is performed to account for possible alterations of protein structure in the gas phase 

environment of the mass spectrometer [195]. Moreover, the trajectory of a MD simulation is also 

required as input for theoretical estimation of molecular shape (CCS) using the trajectory 
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method. Vice versa, experimentally determined CCS can be used to discriminate between 

different predicted models corresponding to similar energy minima.  

 

Calculation of experimental CCS 

Based on the Mason−Schamp equation, the experimental CCS measured using IMS is 

direct proportional to the measured drift time when a low and uniform electric field is applied 

[196].  

 

t ∝
1

K
∝

Ω√μ

z
 

 

The main limitation of TWIMS is that its electric field is no longer uniform due to the use 

of transient DC voltage whose electric potential keeps changing over time and position within 

IM ion guide. As a result, drift time measured from TWIMS cannot be directly converted into 

CCS. Instead, a calibration curve needs to be constructed by plotting the known CCSs of 

calibrants, corrected for their charge state and reduced mass with respect to buffer gas, against 

the drift time of calibrants which are measured under exact same experimental condition as that 

for analytes. The drift times also need to be corrected for mass-dependent flight time spent in the 

transfer ion guide and TOF mass analyzer and mass-independent flight time spent in the transfer 

ion guide. The calibration curve can be used to estimate CCSs of analytes given the drift times of 

the analytes [197, 198].  
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Comparing experimental CCSs with theoretical CCSs 

The most common way to calculate theoretical CCSs is through the open source program 

MOBCAL, developed by Shvartsburg and Jarrold [199]. Three methods are available from 

MOBCAL: projection approximation (PA) [200], exact hard sphere scattering (EHSS) [199] and 

trajectory method (TM) [201].   

As the simplest and least computationally demanding method, the PA method 

approximates CCS by projecting the molecule onto a plane followed by estimating 

orientationally averaged projected area from all possible orientations through a Monte Carlo 

integration [195]. This method is known to underestimate CCS by up to 20%, due to neglecting 

the influence of long-range interactions as well as scattering and collision between ion and 

neutral gas. Therefore, the PA method is not appropriate for measuring CCS of a molecule 

whose mass is greater than 2kDa [202]. 

A previous study by Ruotolo and coworkers suggest that there is a direct, linear scaling 

relationship between experimental CCSs and values calculated using the PA method, thus the PA 

results can be corrected for scattering phenomenon based on a linear scaling function to generate 

the scaled PA results, which should agree better with experimental data [203, 204].  

 

𝐶𝐶𝑆(𝑐𝑎𝑙) = 1.14 ×𝐶𝐶𝑆(𝑃𝐴) 

 

The EHSS method calculates CCS by estimating the averaged momentum transfer cross 

section over relative velocity and collision geometry. This method fails to consider the influence 

of long-range interactions between ion and neural gas and is known to overestimate CCS [199].  
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In contrast, the TM method treats the biomolecule as a collection of atoms defined by 

their Lennard-Jones potential, and relates the scattering angle of buffer gas molecules before and 

after collisions with the geometry of the biomolecule. CCS can be obtained by integrating over 

all possible collision geometries. The TM provides the most accurate results since it considers 

both the effects of long range interactions and effects of collisions and scattering. However, the 

TM is known to be computationally more expensive than other methods, which limits its 

application for calculating CCS of proteins and protein complexes of larger sizes. 

An improved version of the PA method, the projection superposition approximation 

(PSA) method was proposed by Bleiholder [205]. The PSA uses the same mechanism of the PA 

method while taking the shape of protein ion and neural gas molecule into consideration by 

incorporating a tunable shape factor, therefore providing a better description of long-range 

interactions. The PSA can be used as a replacement of the TM method, with the benefit of lower 

computational expense. 

Typically, experimental CCSs derived from the lowest observed charge state are found to 

be smaller than TM or PSA results and are closer to scaled PA results. The difference between 

experimental CCS and TM CCS can be as high as 40%, and is believed to be a result of the 

partial collapse of protein structure upon desolvation. Previous studies suggest that the CCS 

difference increases as the size of protein ion increases [202]. Therefore, a gas-phase 

minimization should be performed to mimic the vacuum environment in mass spectrometer 

before calculating theoretical CCSs and comparing them to experimental CCSs. 
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CHAPTER 2 

EXPERIMENTAL 

Preparation of GAG oligosaccharide, protein and protein-GAG complex 

Arixtra was purchased from the hospital formulary and desalted on a BioGel P2 column 

BioRad (Hercules, CA, USA) before use. HS tetrasaccharides were synthesized as previously 

described based by fluorous supported modular synthesis [1]. HS samples of larger sizes (dp6 to 

dp12) and modified Arixtra were chemoenzymatically synthesized as previously described [2].  

Most proteins and protein calibrant standards were commercially available except for 

Robo1 and RPTP-LAR. Protein samples were desalted and buffer exchanged into 25 mM 

ammonium acetate (pH 6.8) with Amicon Ultra-0.5 mL centrifugal filters (molecular weight 

cutoff, 3000 Da, Millipore, Spain). Protein-GAG complexes were prepared by incubating them at 

a certain molar ratio at room temperature for multiple reaction times. 

 

IMMS analysis 

IMMS experiments were performed on Waters Synapt G2 HDMS quadrupole-TWIM-

TOF hybrid mass spectrometer (Waters Corp., Manchester, UK) in positive ionization mode. 

Protein samples were injected into a nanoESI source through a fused-silica emitter (PicoTip New 

Objective, Woburn, MA) with a flow rate varying from 0.2-0.5 μl/min. Source parameters were 

carefully tuned for each sample to prevent the protein and protein complex from unfolding or 

losing integrity due to extensive activation while keeping substantial ion transmission: For 

instance, the optimized capillary voltage and cone voltages were reduced to the lowest practical 
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values that are still capable of maintaining a stable electrospray while producing good signal of 

the sample; The ion source temperature was kept at the lowest possible value to reduce the effect 

of extra activation.  

Proteins ions were collisionally cooled in a helium cell with a helium flow of 180 

mL/min, before being injected to the trap ion guide. The helium cell used to adjust to the 

pressure difference between trap ion guide and IM ion guide, so that higher fields for ion 

injection can be avoided to decrease the undesired ion scattering and fragmentation. Nitrogen 

was used for ion mobility separation, and a nitrogen flow of 90 mL/min was used to maintain an 

ion mobility cell pressure of approximately 3 mbar.  

The TWIM DC traveling wave height and wave velocity are the key parameters 

determining the ion mobility separation and were optimized for each sample. Application of 

lower wave heights avoid structural distortion whereas wave velocity was adjusted accordingly. 

The typical range for wave height is 15-20V. The typical range for wave velocity is 200-300 m/s.  

Except for CIU experiments, all DC bias values were typically minimized to avoid extra 

ion activation. For the CIU experiment, precursor ions were isolated in quadrupole before being 

sent to trap ion guide where they undergo collisions with argon gas at a flow rate of 4 mL/min. 

Incremental changed trapping CE from 0V to 80V were applied to protein and protein 

complexes, followed by ion mobility separation. 

Data analysis was performed using MassLynx 4.1 and Driftscope (Waters Corp., 

Manchester, UK). The drift time distribution was fitted with a minimum numbers of Gaussian 

distributions according to its shape using the peak analyzer function in OriginPro 8.5.0 software 

(OriginLab Corporation, MA). The CIU data was visualized and analyzed using CIUSuite [3] to 

generate CIU fingerprints of protein ions, which records the relative ion intensity (normalized 
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and smoothed using Savitsky-Golay filter) as a function of collision energy and drift times. The 

CIUsuite detect function was applied to identify and extract the most intense CIU features of the 

fingerprint based on a first derivative analysis, providing centroid drift times, transitional 

voltage, and stability range of each detected feature. 

 

Converting drift times to experimental CCSs 

The measured drift times were converted to CCSs based on calibration due to the 

presence of non-linear electric field for IM separation. Native calibrants of similar shape and 

nature as the analytes were included in the calibrant set to improve the accuracy of calibration. A 

selected set of native and denatured protein calibrants, with a mass range from 12 kDa to 102 

kDa and a CCS range from 2303 Å2 to 5550 Å2 were employed, whose mass range and CCS 

range were broad enough to bracket the masses and drift times of protein or protein complexes of 

interest to avoid extrapolation of the calibration curve. The known CCS values of these protein 

calibrants were measured using a drift tube ion mobility instrument.  

Experimental CCSs of the unknown protein and protein complexes were calibrated based 

on a published protocol [4]. Briefly, since the measured drift time is dependent on Ω, μ and z, the 

known CCS of calibrant was firstly corrected for its charge state and reduced mass with respect 

to buffer gas to generate normalized CCS Ω'. The drift time was corrected for mass-independent 

flight time spent in the transfer ion guide and IM ion guide based on the corresponding length of 

the cell and traveling wave velocity, as well as mass-dependent flight time spent in the TOF 

mass analyzer, which is dependent on the m/z of each ion of interest and the enhanced duty cycle 

for each individual instrument. The natural logarithm of corrected CCSs were plotted against the 

natural logarithm of corrected drift times so that a mathematical formula (𝐋𝐧 𝛀′ = 𝐀×𝐋𝐧 𝐝𝐭′ + 𝐁) 
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was derived. The calibration coefficient A was extracted to calculate the effective drift times dt'': 

𝐝𝐭′′=(𝐝𝐭′)𝑨 𝒛

√𝝁
. A calibration curve was generated by plotting the literature CCSs as a function of 

dt''. The correlation coefficient R2 of the calibration curve should be higher than 0.98. The 

experimental CCS of the analyte ion can be derived from this calibration curve based on 

experimentally measured drift time.  

 

Preparing input files for MD simulation 

Crystal structures of protein and protein complexes were directly obtained from Protein 

Data Bank. Before subjected to MD simulation, H atoms were added using tLeap program. 

Missing or unresolved loops or residues were built using the Chimera interface to Modeller [5]. 

In the case when multiple crystal structures are available, a short implicit solvent minimization 

followed by a the single-trajectory Molecular Mechanics–Generalized Born Solvent Accessible 

Surface Area (MM-GBSA) based energy calculation were used for calculating the interaction 

energy of all the models and selecting the one with the highest binding energy thus highest 

binding affinity for further studies.  

If no protein-GAG complex structure is available, a molecular docking experiment can be 

performed to predict possible binding modes. A MD simulation followed by free energy 

calculations can be performed to further refine and examine the binding modes, thus generating 

candidate starting structures.  

 

MD Simulation 

Topology and coordinate files for MD simulation were generated using the tLeap 

program, employing the parameter from ff99SB [6] force field for protein and GLYCAM06 
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(version j) [7, 8] force field for GAGs. The net charge of the system was neutralized by addition 

of an appropriate number of counter ions (Na+ or Cl–), followed by the solvation of the system 

with TIP3P [9] water molecules in a cubic box 12 Å from any atom of the solute. 

MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP [8] module in Amber14. Both energy minimization of solvent and full 

system were performed in an NVT ensemble (1000 steps of steepest descent, 24,000 steps of 

conjugate gradient). The systems were then heated from 5 to 300 K over 60 ps in an NVT 

ensemble by employing a Berendsen-type thermostat, with a weak cartesian restraints (10 

kcal/mol Å2) placed on the Cα atoms of the protein backbone. After the heating step, the 

restraints were removed from the solute atoms, and the equilibration of 50 ns and production of 

150 ns were performed at an NPT ensemble with a constant pressure of 1 atm and a pressure 

relaxation time of 1 ps. Post-processing of MD simulations was performed using CPPTRAJ [10] 

module of Amber. The graphical representations were generated using VMD [11]. 

 

Calculation of gas-phase binding free energies  

Models of the gas-phase protein-GAG complexes were generated from MD simulations 

by removing water molecules followed by subjecting complexes to an in-vacuo minimization 

(IMIN = 5) using the SANDER module of AMBER 14 package. This was performed for 5000 

frames selected at even steps from the last 100 ns of solvated simulation. The resultant gas-phase 

trajectory was used to calculate the binding free energies with the single-trajectory MM-GBSA 

method using the MMPBSA.py script from the AMBER 12 package [12].  
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Calculation of theoretical CCSs 

The theoretical CCS values of protein or protein complexes were calculated using the PA 

method, whose input can be as simple as a single static structure and the TM method, whose 

input is a MD simulation trajectory. Both two methods are provided by open source software 

MOBCAL [13]. Both the PSA and scaled PA methods were also used. 
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CHAPTER 3 

INVESTIGATING CHANGES IN THE GAS-PHASE CONFORMATION OF 

ANTITHROMBIN III UPON BINDING OF ARIXTRA USING TRAVELING WAVE ION 

MOBILITY SPECTROMETRY (TWIMS) 1 

  

                                                 
1 Zhao Y, Singh A, Li L, Linhardt RJ, Xu Y, Liu J, Woods RJ, Amster IJ. 2015. Analyst. 140(20): 6980-9. Reprinted 

here with permission of publisher. 
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Abstract 

We validate the utility of ion mobility to measure protein conformational changes 

induced by the binding of glycosaminoglycan ligands, using the well characterized system of 

Antithrombin III (ATIII) and Arixtra, a pharmaceutical agent with heparin (Hp) activity. Heparin 

has been used as therapeutic anticoagulant drug for several decades through its interaction with 

ATIII, a serine protease inhibitor that plays a central role in the blood coagulation cascade. This 

interaction induces conformational changes within ATIII that dramatically enhance the ATIII-

mediated inhibition rate. Arixtra is a smallest synthetic Hp containing the specific 

pentasaccharide sequence required to bind with ATIII. Here we report the first travelling wave 

ion mobility mass spectrometry (TWIMS) investigation of the conformational changes in ATIII 

induced by its interaction with Arixtra. Native electrospray ionization mass spectrometry allowed 

the gentle transfer of the native topology of ATIII and ATIII-Arixtra complex. IM measurements 

of ATIII and ATIII-Arixtra complex showed a single structure, with well-defined collisional 

cross section (CCS) values. An average 3.6% increase in CCS of ATIII occurred as a result of its 

interaction with Arixtra, which agrees closely with theoretical estimation of the change in CCS, 

using protein crystal structures. Comparing the binding behavior of ATIII under both denaturing 

and non-denaturing conditions revealed the significance of a folded tertiary structure of ATIII for 

its biological activity. A Hp oligosaccaride whose structure is similar to Arixtra but missing the 

3-O sulfate group on the central glucosamine residue showed a dramatic decrease in binding 

affinity towards ATIII, but no change in the mobility behavior of the complex, consistent with 

prior studies that suggested that 3-O sulfation affects the equilibrium constant for binding to 

ATIII, but not the mode of interaction. In contrast, nonspecific binding by a Hp tetrasaccharide 

showed more complex mobility behavior, suggesting more promiscuous interactions with ATIII. 
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The effect of collisional activation of ATIII and ATIII-Arixtra complex were also assessed, 

revealing that the binding of Arixtra provided ATIII with additional stability against unfolding. 

Overall, our results validate the capability of TWIMS to retain the significant features of the 

solution structure of a protein-carbohydrate complex so that it can be used to study protein 

conformational changes induced by the binding of glycosaminoglycan liga 

 

Introduction 

Heparin (Hp) and heparan sulfate (HS) are highly sulfated, linear polysaccharides, 

consisting of disaccharide repeat units of 1-4 linked hexuronic acid and N-acetyl-glucosamine, 

and are members of a class of carbohydrates known as glycosaminoglycans (GAGs) [1].The 

sequence of Hp and HS features three types of domains: highly sulfated (NS) domains, less or 

non-sulfated N-acetylated (NA) domains and partially sulfated domains (NA/NS). Some of these 

domains are selectively recognized by over hundreds of secreted and membrane associated 

human proteins [2-5]. By regulating the location, stability and activity of these interacting 

proteins, Hp and HS play crucial role in many important physiological and pathological 

processes [6]. 

The Hp/HS induced, allosteric activation of Antithrombin (ATIII) is the most studied and 

best understood example of a specific GAG-protein interaction. The anticoagulant property of 

Hp was discovered in 1916, and it has been used for prophylaxis and treatment of venous 

thrombosis, thrombophlebitis and embolism since 1940s [2]. Antithrombin III (ATIII), a 58.2 

kDa N-glycosylated mono-chain protein in the serpin (serine protease inhibitors) family of 

proteins, serves as a principal regulator of blood coagulation serine and cysteine proteinases 

including factor IXa, factor Xa, and thrombin. The inhibitory activity of ATIII is repressed until 
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it is activated by Hp/HS cofactor, either from therapeutic Hp or endothelial cells surface HS 

proteoglycans at the site of a vascular injury [7]. The native tertiary structure of ATIII is centered 

at a five-stranded β-sheet A, in which the N-terminal hinge of a reactive center loop (RCL) is 

initially buried with an orientation unfavorable to react with target proteinases [8]. Recent studies 

also found that the constraint of the RCL also intensifies the repulsive exosite interactions which 

counteracts the favorable interaction between proteinases and exosite determinants on strand 3 of 

sheet C surrounding the RCL [9]. 

The activation of ATIII occurs via its interaction with Hp, and more specifically, with a 

unique pentasaccharide sequence with a rare 3-O sulfate [2]. Upon binding of Hp/HS, a local 

conformational change at the Hp-binding site (the N-terminal region, the N-terminal end of helix 

A and all of helix D) is triggered. This further induces conformational changes on the proteinase 

binding site on ATIII [10, 11]. As a result of the allosteric activating structure arrangement, the 

RCL is released and the equilibrium between favorable and repulsive exosite interactions shifts 

to the favorable side [12]. Therefore, the formation and stabilization of ATIII-proteinase 

complex are promoted. The inhibitory rate of ATIII can be accelerated up to 150~500-fold by the 

binding of the specific Hp pentasaccharide domain against factors Xa, IXa and VIIa, and this rate 

can be accelerated up to 2000~200000-fold by full-length Hp [13]. 

As shown in the case of the interaction between ATIII and Hp/HS, protein-ligand or 

protein-protein interaction is often characterized by three dimensional conformational change of 

protein in response to a specific biological function. Conventional solid-phase method (X-ray 

crystallography) and solution-phase method (NMR spectroscopy) allow elucidation of structural 

details of protein and protein complex, and the structures of ATIII and ATIII-Arixtra complex 

have been characterized in this fashion. However, there are issues including difficult sample 
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preparation, lengthy data analysis and low sample compatibility, that reduce the widespread 

applicability of these methods to a wide variety of protein-GAG complexes [14].  

Ion mobility mass spectrometry (IMMS) is a rapid, sensitive and high-throughput gas-

phase technique combing the advantages of both ESI mass spectrometry and ion mobility 

separation, and has gained much attention and recognition in the field of structural and 

dynamical biology [15]. IMMS separates gas-phase ions according to their mobility, an intrinsic 

property determined by size, shape and charge state of ions [16]. Travelling wave ion mobility 

spectrometry (TWIMS) is a commonly-used approach for IMMS, and is a commercially 

available product. In TWIMS, ion mobility separation takes place in an ion guide filled with a 

neutral gas. A radially confining potential barrier stops ion diffusion away from the path of the 

ion beam, while a continuous series of low voltage pulses called travelling waves push ions 

through the device [17]. Protein ions with larger collisional cross section (CCS) have lower 

mobility, undergo more frequent collisions and fall behind the traveling waves, with the result 

that they are transmitted more slowly than ions with higher mobility. The drift time of a protein 

ion can be related to its CCS and conformation though calibration with standards. The biological 

relevance of the measured CCS can be validated by comparison with theoretical CCSs generated 

from NMR or X-ray crystal structures [18]. 

Due to the advantage of TWIMS to experimentally estimate the CCS of a gas phase ion 

in a rapid and sensitive manner, it has been applied by a number of researchers for studies of 

protein interactions: Leary and coworker have applied TWIMS to detect differences in the 

conformations of two classes of chemokines as well as the effect of degree of sulfation of Hp-

like oligomers on Hp-chemokine interactions [19]; Ruotolo and coworkers have applied TWIMS 

to study the gas-phase conformational stability of wild-type tetrameric transthyretin and its 
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disease-associated variants with and without ligand binding [20]; Robinson and coworkers have 

applied TWIMS to measure the quaternary structure of the trp RNA binding attenuation protein 

(TRAP) complex and how the addition of tryptophan or RNA enhances the stability of its ring 

topology [21]; Heck and coworkers have applied TWIMS to measure the CCSs of oligomeric 

viral capsid assembly intermediates of norovirus and hepatitis B virus [22]; Jarrold and 

coworkers have applied TWIMS to study how the binding of metal ions influences the 

conformation transition of human metallothionein-2A (MT), an intrinsically disordered protein 

[23]; Bowers and coworkers have used TWIMS to investigate the CCSs and self-assembling 

pathways of amyloid-β protein assemblies [24]. Though there are concerns regarding the extent 

to which the structure of a gas-phase ion matches the native structure of a protein in solution, 

numerous studies have established a good correspondence between the two, particularly for the 

short time periods of an IMMS measurement, and under carefully controlled experimental 

conditions [25]. 

The ATIII-Hp interaction featured by its well-studied conformational change and high 

binding specificity represents an excellent model to test the applicability of the TWIMS 

approach to examining conformational changes associated with GAG-protein interaction. In this 

study, we applied the method of TWIMS to investigate the nature and extent of conformational 

change within ATIII induced by the binding of Arixtra, a synthetic analogue of the Hp 

pentasaccharide sequence known to bind this protein with high specificity [26]. TWIMS 

experiments were performed in order to solve these questions: Can the solution structure of 

ATIII survive the gas-phase environment in TWIMS and still maintain its activity to bind with 

Hp? Is TWIMS capable of detecting the small difference in CCS for ATIII that is induced by the 

binding of Arixtra? Do gas-phase ATIII ions exhibit selective binding with Arixtra compared to 
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other structural-similar compounds? Do the complexes of ATIII and Hp oligosaccharides lacking 

some of the features of the specific binding motif show similar or different behaviors in their ion 

mobility? Collectively, the answers to the following questions provide insight into the utility of 

an IM approach, and more specifically, a TWIMS approach, for studying conformational 

changes in proteins as a result of their GAG interactions 

 

Experimental 

Reagents  

All chemicals and solvents (ammonium acetate, methanol, water and fomic acid) were of 

HPLC grade and purchased from Sigma-Aldrich. AT III was purchased from Aniara/Hyphen 

Biomed as lyophilized powder (West Chester, OH). Stock solution of ATIII was made by 

dissolving the lyophilized protein into HPLC-grade water and then stored at -80 °C. Arixtra was 

purchased from the hospital formulary and desalted on a BioGel P2 column BioRad (Hercules, 

CA, USA) before use. Modified Arixtra was chemoenzymatic synthesized as previously 

described [27]. The Hp tetrasaccharide was produced from naturally occurring source as 

previously described [28]. Protein calibrants (myoglobin from equine heart, cytochrome c from 

equine heart, avidin from egg white, concanavalin A from Canavalia ensiformis and bovine 

serum albumin) were purchased from Sigma-Aldrich as lyophilized powder.  

 

Sample preparation 

For MS analyses under denaturing conditions, ATIII was diluted in a 

water/methanol/formic acid solution (49.5:49.5:1, v/v/v) to a final concentration of 3 μM.  For 

MS analyses under non-denaturing conditions, ATIII was diluted in 20 mM ammonium acetate 
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buffer, pH 6.8, to a final concentration of 10 μM. ATIII-Hp complex was obtained by incubating 

ATIII with Arixtra or other Hp oligosaccharides at a molar ratio of 1:1 at room temperature. 

Protein calibrants were diluted in either denaturing solution or non-denaturing solution to a final 

concentration of 10 μM.  

 

IMMS measurement 

NanoESI-IMMS experiments were performed using a quadrupole-TWIM-TOF hybrid 

mass spectrometer (Synapt G2 HDMS, Waters Corp., Manchester, UK) in positive ionization 

mode. Protein samples were injected into the nanoESI source through a fused-silica emitter 

(PicoTip New Objective, Woburn, MA) with a flow rate varying from 0.2-0.5 ul/min. 

Experimental parameters were carefully tuned to prevent the protein and protein complex from 

unfolding or losing integrity due to extensive activation while keeping substantial ion 

transmission. The applied experimental parameters were: capillary voltage, 1.5 kV; sampling 

cone voltage, 30 V; extraction cone voltage, 5 V; source temperature, 90 °C; flow rate of nitrogen 

in the IM ion guide, 50 ml/min; flow rate of helium in the helium cell, 180 mL/min; Trap 

collision energy, 0 V; transfer collision energy, 0 V. Different sets of wave height and 

corresponding wave velocity were used to optimize the mobility separation. The drift times of 

the calibrants and ATIII samples were measured when identical experimental conditions were 

stringently applied. Data analysis was performed with MassLynx 4.1(Waters Corp., Manchester, 

UK).  
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CCS calibration  

The biggest challenge of IMMS using TWIMS is proper calibration. Mobility is a unique 

property for a given ion, and depends only on the features of a protein ion and neutral gas (mass, 

charge, size and shape). The measured drift time of an ion is under the influence of many other 

factors, including experimental conditions (magnitude and velocity of travelling wave, pressure 

of neutral gas, temperature of the source and ion guide). Since the electric field in TWIMS is not 

uniform due to the existence of travelling wave voltages whose electric potential is changing 

over time and position within the IM ion guide, drift time acquired using TWIMS cannot be 

converted directly into a CCS. Instead, the CCS of an analyte needs to be determined based on 

an empirical relationship between the drift times of protein calibrants and their known CCSs 

obtained previously by conventional drift time IMS [29].  

Experimental CCSs were calibrated, as described in several published protocols [18, 29]. 

Briefly, the CCSs of calibrants were corrected for their charge state and reduced mass with 

respect to the buffer gas. The drift times were corrected for mass-dependent flight time spent in 

the transfer ion guide and TOF mass analyzer and mass-independent flight time spent in the 

transfer ion guide. The natural logarithm of corrected CCSs were plotted against the natural 

logarithm of corrected drift times and a mathematical formula (Ln Ω′ = A×Ln dt′ + B) was 

derived. The calibration coefficient A was extracted to calculate the effective drift times dt′′: 

dt′′=(dt′)𝐴 𝑧

√𝜇
  [18]. A calibration curve was generated by plotting the literature CCSs as a 

function of dt′′. The correlation coefficient R2 of the calibration curve should be higher than 

0.98. The experimental CCS of the analyte ion can be derived from this calibration curve based 

on the measured drift time.  
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Another intrinsic problem for this experiment is that the calibrant library uses CCSs 

which were measured in helium while the TWIMS measurement uses an IM ion guide filled with 

nitrogen. However, the absolute error of CCS calibration derived from measuring CCS in 

different gases can be minimized when appropriate separation parameters are applied and when 

protein calibrants used to construct calibration curves are carefully selected [30, 31]. 

 

 

We have noted that CCS estimation was substantially improved by using native protein 

calibrants in the calibration, compared with using only denatured myoglobin (data not shown). 

Previous studies showed that CCS calibrated using only denatured calibrants were strongly 

influenced by separation conditions in TWIMS experiment. Therefore, including native 

  

Figure 3.1 The calibration curves were constructed at three wave heights, combining data 

from cytochrome c, myoglobin, avidin, BSA and concanavalin A, displayed as literature CCS 

vs effective drift time for each charge state. 
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calibrants of similar shape and nature as the analytes in the calibrant set greatly increased the 

accuracy of calibrated CCS of native ATIII and ATIII-Hp complex [32]. 

A selected set of native and denatured protein calibrants, with a mass range from 12kDa 

to 102kDa and a CCS range from 2303 Å2 to 5550 Å2 were employed. The charge states and 

literature CCSs of these protein calibrants used to construct the calibration curve are selected 

from the Collision Cross Section Database, Bush Lab [33]. The mass range  

and CCS range chosen were broad enough to bracket the masses and drift times of ATIII and 

ATIII-Hp complex ions (Figure 3.1), so no extrapolation of the calibration curve is necessary.  

The separation parameters controlling the ion mobility separation were optimized, so that 

they fit both the analytes and calibrants. Multiple sets of separation parameters were applied to 

exclude the effect of electric field on the drift time measurement. The calibration curves 

constructed at wave height of 13, 15 and 17V are shown in Figure 3.1. R2 values of 0.9919, 

0.9944 and 0.9966 were observed for each trend line. 

 

Theoretical calculation of CCSs 

The missing residues in the PDB files for the ATIII-Arixtra complex (PDBid:1E03) and 

ATIII (PDBid: 1E05) [34] were built using MODELLER [35].  In the complex, the protein was 

missing 5 residues from the N-terminus and 8 residues from a disordered portion of the N-

terminus. The free protein lacked 2 residues from the N terminus and 12 residues from the 

disordered region that was missing in the protein in complex with Arixtra. Both forms also 

lacked one residue at the C-terminus.  

Topology and coordinate files for the ATIII-Arixtra complex and free ATIII were 

generated with the tLeap program, employing the Protein ff99SB [36] and GLYCAM06 (version 
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j) [37] parameters for the protein and GAGs, respectively. The net charge on each system was 

neutralized with the addition of appropriate number of Na+ ion. The systems were solvated with 

TIP3P water[38] in a octahedron box extending to at least 12 Å from any atom of the solute.  

All MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP [39]  in Amber14 [40]. Energy minimization of the solvent was performed 

in an NVT ensemble (1000 steps of steepest descent, 24000 steps of conjugate gradient), 

followed by a full system energy minimization (1000 steps of steepest descent, 24000 steps of 

conjugate gradient). The systems were heated from 5 K to 300 K over 60 ps in an NVT 

ensemble, with a weak positional restraint (10 kcal/mol-Å2) on the atoms in the solute. A 

Berendsen-type thermostat [41] with a time coupling constant of 1 ps, was utilized for 

temperature regulation. Equilibration and production was performed at constant pressure (NPT 

ensemble; 1 atm), with a pressure relaxation time of 1 ps. After the heating step the restraints 

were removed from the solute atoms, and the entire system was allowed to equilibrate at 300K 

for 1 ns. All covalent bonds involving hydrogen atoms were constrained using the SHAKE [42] 

algorithm, allowing a simulation time step of 2 fs. Scaling factors for 1–4 interactions were set to 

the recommended values of 1.0 and 1.2 for the GAG [37] and protein [36], respectively, and a 

non-bonded interaction cutoff of 8.0 Å was employed. Long-range electrostatics were computed 

with the particle mesh Ewald (PME) method. Data were collected for 20 ns for both the systems. 

Post processing of the MD simulations was performed using ptraj [43] module of Amber and 

graphical representations of the results were generated with VMD [44]. 

Theoretical CCSs of ATIII and ATIII-Arixtra complex were calculated on 30 frames 

from the last 5 ns of the simulation using MOBCAL[45]. Both the projection approximation 

(PA) [45], and trajectory method (TM) [46] were employed for the calculations. 
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Results and discussion 

Native Mass Spectrometry of unbound ATIII and Arixtra-bound ATIII 

ATIII was first analyzed under non-denaturing condition without the addition of any Hp 

(Figure 3.2 a). The protein was represented by a single charge state envelope, indicating that only 

protein monomers existed under this experimental condition. Five charge states were observed 

from +17 to +13 over a range of m/z 3300~4700. Since the charge states detected by using native 

MS depend on the three dimensional conformation of the protein ion, a narrow distribution of 

lower charge states indicates a folded and compact conformation with fewer basic sites exposed 

for protonation [47]. The three charge states, +16 to +14, were selected for further investigation 

since they were the most dominant charge states with relatively higher S/N. An average 

molecular weight of 57876±6 Da was obtained, in agreement with the literature molecular 

weight of ATIII (57875 Da) [48]. 

ATIII was next incubated with a small molar excess of Arixtra. Two incubating times 

were examined to monitor the progress of the binding reaction: 1h (Figure 3.2 b) and 12h (Figure 

3.2 c). The binding of Arixtra by ATIII did not change the charge state distribution observed for 

native protein. An additional peak was observed for each charge state, corresponding to the 

formation of Arixtra-ATIII complex. An average mass increase of 1512 Da was measured for the 

new peaks, in good correspondence to the molecular weight of a single Arixtra molecule (1505 

Da). To confirm the binding stoichiometry, titration experiments with different molar ratios were 

examined, but increasing the amount of Arixtra did not result in the formation of any new peaks. 

After 12h of incubation, only the peaks corresponding to Arixtra bound to ATIII in a 1:1 ratio 

were present (Figure 3.2 c). Since longer incubation time allowed the binding reaction to go to 

completion, this result indicates that the ATIII only presents one binding site for Arixtra, in 
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accordance with the 1:1 binding stoichiometry between ATIII and Arixtra reported previously 

[49]. All of these observations suggest that the solution structure of ATIII survives the ionization 

process and the environment of the TWIMS instrument.  

Interestingly, the intensity ratio between ATIII with and without Arixtra varied with 

charge state. The ratio for +17, +16, +15 and +14 were 0.69, 1.02, 3.07 and 5.75, respectively. It 

is evident that the intensity ratio increases with the decrease of charge state, suggesting 

weakening in the binding affinity with the increase of charge state. One possible explanation is 

  

 

Figure 3.2 Electrospray ionization mass spectra, obtained under nondenaturing conditions, of 

(a) ATIII; (b) ATIII incubated with Arixtra for 1h; (c) ATIII incubated with Arixtra for 12h; 

(b) ATIII incubated with the Arixtra-like hexasaccharide, minus 3-O sulfation, for 12h. 
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that the lower charge states are more representative of the native structure of ATIII due to a 

lowering of charge-charge repulsion. 

 

TWIMS of ATIII and its complex with Arixtra 

To investigate whether the protein conformational change caused by the interaction 

between ATIII and Arixtra can be detected by TWIMS, ion mobility measurements were 

performed on the gas-phase ATIII and Arixtra-bound ATIII ions. The measured drift times of 

each charge state of ATIII and Arixtra-bound ATIII are shown in Figure 3.3, at a wave height of 

17 V. One narrow drift time distribution was observed for each charge state of ATIII, indicating 

the presence of a single compact and folded conformation for the ATIII ions. For Arixtra-ATIII 

complex, a single narrow peak at higher drift time range was observed for each charge state, 

implying that binding of Arixtra causes a change in the folded conformation of ATIII, leading to 

a specific structure with a larger CCS. These observations suggest that the tertiary structures of 

ATIII and the non-covalent Arixtra-ATIII complex are stable in the TWIMS experiment. 

After calibration, the measured drift times for ATIII and its complex with Arixtra have 

been converted to CCSs, shown in Table 3.1. For each charge state, the reported CCS was an 

average from triplicate experiments, and was found to have a 0.6% relative standard deviation. 

The binding of Arixtra induces a 3.6% increase in CCS of ATIII, several times larger than the 

standard deviation in the measurements. The conformational change was highly reproducible, 

and was observed for each charge state, as well as for a variety of wave heights and wave 

velocities. The drift times and peak shape measured for residual bound ATIII, which is present at 

moderate abundance in the mass spectrum of the 1hour mixture, Figure 3.2 b, were the same as 

the drift times measurements for the ATIII peaks in the mass spectrum of the pure protein 
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sample, Figure 3.2 a, evidence of the stability of the drift time measurements over different times 

and different samples.  

 

Specificity and selectivity of ATIII-Arixtra interaction 

To test the specificity of the interaction between ATIII and Hp, two control experiments 

were applied by altering the structure and conformation of both ATIII and its binding partner. 

The first control experiment was to test the binding capability of ATIII after being 

denatured due to the presence of organic solvents under harsh pH condition (49.5 water: 49.5 

 

 

Figure 3.3 Drift timed distributions (ms) of the dominant charge states (+14~+16) of native 

ATIII and Arixtra-bound ATIII, at a wave height of 17V. 
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methanol: 1 formic acid). Denatured ATIII was incubated with Arixtra at a molar ratio of 1:3 for 

12h and sprayed in denaturing solution (Figure 3.4). A wide distribution of higher charge states 

from + 47 to +23 were observed, in contrast to the narrow distribution of lower charge states 

under non-denaturing conditions. No peaks corresponding to the formation of ATIII-Arixtra 

complex were observed for these higher charge states, indicating that the fully denatured ATIII 

loses its capability to bind with Arixtra. This control eliminates the concern that the 

complexation of ATIII and Arixtra is non-specific, and results from the columbic attraction of a 

positively charged protein with an anionic carbohydrate. A mass scale expansion of the higher 

mass range of the denatured ATIII saw Arixtra-bound ATIII peaks for charge states lower than 

+20 (Figure 3.4, inset). It is possible that these relatively low charge states may represent some 

partially folded structures of ATIII.  

A broad drift time distribution with multiple features was observed for each charge state 

of denatured ATIII (data not shown) while a single sharp peak was observed for native ATIII. 

This observation indicates that the fully extended or partially unfolded structures of ATIII have 

higher flexibility than the folded structures, and adopt multiple conformations in the gas phase.  

Previous studies have collected evidence that Hp binding sites on proteins are more than 

clustered basic amino acid residues. Instead, several structural elements (loops, α-helices and β-

strands) have been found in Hp binding sites, implying that specific spacing and spatial patterns 

of the Hp-binding basic residues are essential in Hp-protein interactions [3, 5, 50]. As in the case 

of ATIII-Hp binding, the folded, compact conformation of ATIII allows a spatial alignment of 

the Hp-binding basic residues which were widely distributed in the sequence [11, 51].This 

alignment facilitates the formation of a basic patch over several helices and the N-terminal 

region of ATIII, which provides a binding site for Hp. In this control experiment, denaturing the 
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protein led to a substantial alternation of the topology of the Hp binding sites [4], therefore 

disrupting the high affinity binding interaction between ATIII and Hp. Our observation revealed 

the importance of a folded, compact structure of ATIII to maintain its biological activity. 

A second control experiment was performed to test the binding specificity between ATIII 

and Arixtra induced by the pattern of sulfation. Arixtra has eight sites of sulfation, with a 

sequence of: GlcNSO3, 6SO3-GlcA-GlcNSO3, 3SO3, 6SO3*-IdoA2SO3-GlcNSO3, 6SO3, as 

shown in Figure 3.5. The ATIII binding behavior of a Hp hexasaccharide and a Hp 

tetrasaccharide, with the structures shown in Figure 3.5, were examined. The sulfation pattern of 

the Hp hexasaccharide closely resembles that of Arixtra, minus the 3-O sulfate group on the 

central glucosamine. The Hp tetrasaccharide lacks two sulfate groups and a monosaccharide on 

the non-reducing end, compared to the structure of Arixtra. 

After incubating ATIII and the hexasaccharide, peaks corresponding to the 

hexasaccharide-bound ATIII complex, Figure 3.2 d, were observed, but in much lower 

abundance compared to Arixtra, for the same incubation time and Hp concentration. Increasing 

the Hp concentration produced only a small increase in the intensity of the hexasaccharide-bound 

ATIII complex peaks. This reaction never went to completion, as can be inferred from the 

presence of unbound ATIII ions which dominated the mass spectra, even after longer incubation 

time. All of these observations indicate that the binding affinity of the hexasaccharide towards 

ATIII is much lower than Arixtra, consistent with previous studies [52]. Similar results were 

observed for the binding between ATIII and the tetrasaccharide, with the peaks corresponding to 

ATIII-tetrasaccharide complex in even lower abundance (results not shown). Our results suggest 

that the hexasaccharide and tetrasaccharide both have reduced binding affinities for ATIII. The 

data confirms the significant contribution of the rare 3-O sulfation in Hp-protein interaction. 
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The drift time distributions of ATIII-negative control complexes were measured and only 

the results for +15 charge state were shown in Figure 3.6. For the complex of ATIII and 

hexasaccharide, a narrow drift time distribution was observed (Figure 3.6 b), almost identical to 

that measured for ATIII-Arixtra complex (Figure 3.6 c). The drift time measured for 

hexasaccharide-bound ATIII was the same as that measured for Arixtra-bound ATIII, which 

agrees with a previous study that concluded that removing the 3-O sulfate group affected the 

equilibrium of native ATIII and activated ATIII but not the conformational change associated 

with the equilibrium [53]. In other words, this control Hp oligosaccharide retains the specificity 

of binding, but has a reduced binding affinity. 

In strong contrast, the Hp tetrasaccharide-ATIII complex revealed a very different 

behavior, exhibiting a broad peak with many features in the drift time spectrum, Figure 3.6 a, 

suggesting several structures for the complex. We interpret these as reduced specificity in the 

binding of the Hp ligand. The drift times measured for Hp tetrasaccharide-bound ATIII were 

smaller than that measured for Arixtra-bound ATIII, suggesting that the binding of the Hp 

tetrasaccharide may induce less of a conformational change within ATIII, due to the loss of 

several essential components from the specific pentasaccharide sequence [54]. 

The results of these control experiments are consistent with the known high-affinity, 

specific interaction between ATIII and Hp. It requires more than the existence of negatively 

charged functional groups on the Hp and positively charged residues on the protein. Instead, a 

well-defined three-dimensional presentation of the negatively charged groups in the Hp and a 
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well-defined tertiary structure of the protein are critical to the specificity of ATIII-Arixtra 

binding.  

 

 

Figure 3.4 Electrospray ionization mass spectra of denatured ATIII with (upper) and without 

(lower) addition of Arixtra; The inset shows an expansion of the mass range (2500 m/z-3000 

m/z) of the two spectra. Unbound ATIII peaks were labeled with green and Arixtra-bound 

peaks were labeled with purple. 
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Figure 3.5 Structures of Arixtra (dp5 with 8 SO3) (upper), modified Arixtra (dp6 with 7 

SO3) (middle) and the Hp tetrasaccharide (dp4 with 6 SO3) (below).  

  

 

Figure 3.6 Drift time distributions (ms) of the +15 charge state of ATIII in complex with 

compounds, shown in Figure 3.5, the Hp tetrasaccharide (a), modified Arixtra (b) and Arixtra 

(c), at a wave height of 17V. 
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Gas phase stability of ATIII and ATIII in complex with Arixtra 

Previous studies have shown that the addition of a ligand or counter ions brings in 

additional conformational stability of protein ions against collisional activation [55, 56]. To test 

whether the specific binding of Arixtra has altered the conformational stability of ATIII, we 

performed a series of experiments with incremental changes in trapping collisional energy (CE) 

from 5V to 30V being applied to ATIII with and without Arixtra in the trap ion guide prior to ion 

mobility separation. This probes the susceptibility to collision-induced unfolding for native 

ATIII and the ATIII-Arixtra complex. 

The resulting drift time distributions of +15 charge state of both ATIII and ATIII-Arixtra 

complex are shown in Figure 3.7. Each drift time distribution was fitted with a minimum 

numbers of Gaussian distributions according to its shape using the peak analyzer in OriginPro 

8.5.0 software (OriginLab Corporation, MA), as described previously [57]. Each Gaussian 

distribution generated as part of the fitness represents a potentially stabilized gas-phase 

conformation. 

At a trapping CE of less than 20V (data not shown) or equal to 20V, a single, narrow 

peak was observed for both ATIII and ATIII-Arixtra complex, suggesting a single conformation 

of the protein and its Hp-bound complex.  

The behavior of ATIII and ATIII-Arixtra complex started to deviate at elevated activation 

energy. For ATIII, a shoulder appeared on the high-drift-time side of the original peak when the 

trapping CE was raised to 22.5V. Four Gaussian distributions fit this drift time distribution, 

indicating that several partially unfolded or unfolded conformations of gas-phase ATIII ions 

were present at this collision energy. At a CE of 25 V, the abundance of the shoulder peak 

clearly increased. Two distinct populations of higher mobility (from 10.37 to 14.10 ms) and 
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lower mobility (from 14.24 to 18.11 ms) conformations were observed, each modeled by two or 

three Gaussian distributions. At a CE of 27.5 V, a broad drift time distribution resolved by eight 

Gaussian distributions was observed, indicating the presence of a series of protein conformations 

of different degree of unfolding.  

In contrast, for a range of trapping CE from 0 to 25V, the drift time distributions of 

ATIII-Arixtra complex remained unaffected, evidenced by a single, narrow peak in the drift time 

spectrum. A lower mobility peak corresponding to partially unfolded conformation of ATIII 

complex was not formed until a trapping CE as high as 27.5V was applied, while the higher 

mobility peak corresponding to the folded structure was still the dominant peak. Clearly, ATIII, 

when complexed with Arixtra, is more stable than ATIII itself, also consistent with solution-

phase behavior of this system [58]. 

Previous studies showed that the binding of Hp/HS improves conformational stability of 

some proteins against heat and proteolysis [59]. The additional stability is also related to the 

activity of proteins [58]. Our results showed that ATIII in complex with Arixtra evidently 

possesses higher conformational stability than ATIII itself, indicating that the stability of Hp-

activated ATIII may be a driving factor for its biological activity, which is responsible for 

shifting the conformational equilibrium towards greater stability. 
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Figure 3.7 Experimental drift time distributions (ms) of +15 charge state of ATIII (left 

panels) and ATIII-Arixtra complex (right panels) as a function of trapping CE varying from 

20V to 27.5V are shown in 2.5 V increments. The normalized experimental drift time 

distribution is shown by the blue dots. The fit of the data to a series of Gaussian distributions 

is shown in green, and the sum of the component Gaussians is shown in red. 
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Comparison of experimental CCS with theoretical CCS  

Theoretical CCSs estimated from X-ray crystal structures of ATIII and Arixtra-bound 

ATIII were compared with experimentally measured CCSs. The PDB files of ATIII and ATIII-

Arixtra complex display two ATIII molecules, one in the inhibitory form and the other in the 

latent form [34]. Only the inhibitory structure was used for the CCS calculation. In addition, N-

linked oligosaccharide chains are present in the structures in both PDF files. We chose to leave 

the oligosaccharides out of the CCS calculation. The N-linked oligosaccharides are not thought 

to participate in Hp binding, so they are expected to contribute equally to the CCS of ATIII and 

ATIII-Arixtra complex. As we are interested in the conformation change within the protein 

rather than the absolute measurement of CCSs, the glycosylation-free estimation of CCS should 

allow us a direct and simple observation of the conformational change. We added the missing H-

atoms to the crystal structures since their effect may not be ignored in the accurate estimation of 

the subtle conformational change.  

The calculated CCSs of native ATIII were 3010.1 Å2 estimated using PA and 3900.5 Å2 

estimated using TM. The calculated CCSs of Arixtra-bound ATIII were 3120.2 Å2 estimated 

using PA and 4033.3 Å2 estimated using TM. The experimental CCSs for the lowest charge state 

of native ATIII and ATIII-Arixtra complex were 3467.9 Å2 and 3607.1 Å2, respectively, 

comparable with those theoretical measurements. 

The experimental CCS is approximately 12.1% less than the theoretical CCSs estimated 

using TM and 15.4 % higher than that estimated using PA. These observations are consistent 

with previous studies on other proteins, which found that reasonable experimental CCSs should 

lie in between the theoretical estimates made using PA and TM. The experimental CCSs should 

be smaller than TM results, due to the collapsed structure of protein ions in the gas-phase in 
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response to desolvation [14, 60, 61]. Ignoring the long-range interaction with the neutral gas, 

collision effect and scattering process,  PA results are on average 15% smaller than the 

experimental CCSs [62], in agreement with our observation. 

It is noteworthy that there is close agreement between the relative changes in the CCS 

measured experimentally versus calculated theoretically. The averaged experimental 

conformational change was 3.6%, while the calculated conformational change was 3.7% for PA 

results and 3.4% for TM results, respectively. These results show that the TWIMS experiment 

generates gas-phase ATIII and Arixtra-bound ATIII ions with a conformation that matches the 

solution structure close enough, so that the conformational change due to the binding of Arixtra 

can be accurately measured. 

 

Table 3.1 CCSs measured experimentally  

Charge 

State 

Free ATIII CCS 

(Å2) 

Arixtra-bound ATIII CCS 

(Å2) 

CCS increase  

(Å2) 

CCS 

increase% 

14 3467.9±14.5 3607.1±16.6 123.5±6.6 3.4 

15 3439.8±8.1 3573.1±7.0 133.2±2.3 3.7 

16 3462.3±17.6 3591.4±15.9 133.0±8.4 3.7 

 

 

Table 3.2 CCSs calculated using MOBCAL 

System PA method (Å2) TM method (Å2) 

AT III – Arixtra complex 3120.2±17.7 4033.3±79.5 

AT III 3010.1±15.0 3900.5±53.0 
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Conclusions  

TWIMS was found to provide data that is consistent with the known details of ATIII-

Arixtra binding. Our mass spectra showed a 1:1 complex of ATIII with Arixtra, and the 

corresponding IM spectra were consistent with a single, folded gas-phase conformation of ATIII 

in its free and Arixtra-bound form, evidenced by a single narrow drift time distribution in both 

cases. CCSs derived from these data showed that the binding of Arixtra to ATIII caused a 3.6 % 

increase of ATIII’s CCS. Both the absolute CCSs of ATIII and Arixtra-bound ATIII ions as well 

as the degree of CCS change were in agreement with theoretical CCSs calculated based on their 

X-ray crystal structures.  

Furthermore, the selectivity and specificity of Hp-ATIII binding known from solution 

measurements appeared to survive the translation of the ions into the gas-phase, as revealed by 

the control experiments. Disrupting the folded structure of ATIII caused the loss of its binding 

affinity towards Arixtra. Removing the 3-O sulfate group from the known binding sequence 

resulted in substantial reduction of the abundance of ATIII-Hp complex but did not change the 

drift time behavior, as expected based on known solution behavior. These two control 

experiments not only confirmed the biological relevance of the native ATIII and Arixtra-bound 

ATIII ions that we observed, also provided evidence to support the existence and significance of 

the specificity of ATIII-Hp interaction. A control experiment using a Hp tetrasaccharide with a 

different pattern of sulfation than the known consensus sequence also showed greatly reduced 

affinity for ATIII, but also showed a reduction in specificity of binding, evidenced by a broad 

drift time distribution, consistent with a variety of structures for the complex. Moreover, the 

TWIMS measurement showed the stabilizing effect of Arixtra binding on the ATIII folded 

structure. This result also matched solution studies of ATIII and its Hp complexes. 
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Collectively, these results highlight the advantages of TWIMS for investigating GAG–

protein interactions at molecular level. Future applications of this approach will surely contribute 

to achieving a better understanding of the biological processes mediated by GAG-protein 

interactions. 
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Abstract  

Fibroblast growth factors (FGFs) regulate several cellular developmental processes by 

interacting with cell surface heparan proteoglycans and transmembrane cell surface receptors 

(FGFR). The interaction of FGF with heparan sulfate (HS) is known to induce protein 

oligomerization, increase the affinity of FGF towards its receptor FGFR, promoting the 

formation of the HS-FGF-FGFR signaling complex. Although the role of HS in the signaling 

pathways is well recognized, the details of FGF oligomerization and formation of the ternary 

signaling complex are still not clear, with several conflicting models proposed in literature. Here, 

we examine the effect of size and sulfation pattern of HS upon FGF1 oligomerization, binding 

stoichiometry and conformational stability, through a combination of ion mobility (IM) and 

theoretical modeling approaches. 

Ion mobility-mass spectrometry (IMMS) of FGF1 in the presence of several HS 

fragments ranging from tetrasaccharide (dp4) to dodecasaccharide (dp12) in length was 

performed. A comparison of the binding stoichiometry of variably sulfated dp4 HS to FGF1 

confirmed the significance of the previously known high-affinity binding motif in FGF1 

dimerization, and demonstrated that certain tetrasaccharide length fragments are also capable of 

inducing dimerization of FGF1. The degree of oligomerization was found to increase in the 

presence of dp12 HS, and a general lack of specificity for longer HS was observed. Additionally, 

collision cross sections of several FGF1-HS complexes were calculated, and were found to be in 

close agreement with experimental results. Based on the CCS, a number of plausible binding 

modes of 2:1 and 3:1 FGF1-HS are proposed.  
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Introduction 

Fibroblast growth factors (FGFs) are mitogenic polypeptide growth factors expressed in 

all multicellular organisms [1]. Eighteen human FGFs have been identified so far, which share 

13–71% sequence similarity and a homology core domain that consists of three copies of a basic 

four-stranded antiparallel beta sheet. These FGFs differ in their size, their interaction with 

receptors and their biological functions [2, 3]. FGFs are potent mitogens and mediate a multitude 

of biological processes including cell proliferation, cell differentiation, cell migration, 

morphogenesis, and angiogenesis [4]. Aberrant FGF signaling promotes tumor development, and 

tumor resistance to anti-angiogenic and other chemotherapies by directly driving cancer cell 

proliferation and survival [5]. FGF1 (along with FGF2) were the first FGFs to be identified and 

extensively studied [6]. 

The growth stimulatory activity of FGFs is achieved through direct interaction with two 

types of receptors on the cell surface [7]. The high affinity receptor FGFR are transmembrane 

proteins, four isoforms of which have been identified in mammals. Three extracellular 

immunoglobulin (Ig)-like domains and an intracellular cytoplasmic tyrosine kinase domain are 

linked though a single transmembrane helix to form the structure of FGFRs [8]. The ligand 

binding activity and specificity of FGFRs manifest through the Ig- domain II and III and the 

linker connecting the two domains [9]. Alternative splicing in Ig domain III dramatically alters 

the affinity of the FGFRs for FGFs and introduces the first level of specificity in FGF signaling 

for all FGF ligands except for FGF1, which serves as a universal ligand and activates all of the 

FGFRs [10]. 

The low affinity receptor heparan sulfate (HS) are linear sulfated glycosaminoglycan 

(GAG) polysaccharides comprising of alternating N-acetyl glucosamine and uronic acid 
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disaccharide units linked through a 1–4 glycosidic linkage. HS are abundant components found 

on cell surfaces, for example, syndecans and glypicans, or in the extracellular matrix, such as 

perlecan, agrin or collagen XVIII [11].l. The structural polydispersity and heterogeneity of HS is 

a result of incomplete enzymatic modifications of HS in Golgi apparatus, including: (i) replacing 

N-acetyl with N-sulfation of glucosamine by N-deacetylase/N-sulfotranferases (NDSTs), (ii) 

epimerization of glucuronic acid to iduronic acid by C5-epimerase, (iii) addition of sulfo group 

to the 2-O position of iduronic acid by 2-O sulfotransferase, (iv) addition of sulfo group to the 6-

O, and rarely, the 3-O positions of glucosamine by 6-O and 3-O sulfotranferases [12]. These 

non-template enzymatic modifications produce domains that are either highly N-sulfated, highly 

N-acetylated, or mixed domains of HS, which serve as potential binding site for a large array of 

HS binding proteins [13].  

It has been generally appreciated that HS plays an essential role in transmitting 

extracellular signals to intracellular signaling pathways through direct interactions with both 

FGF and FGFR [14]. The binding of FGF to HS induces FGF oligomerization, increases the 

affinity of FGF to the extracellular part of FGFR, and further enables activation of FGFR and the 

formation of the highly stable HS-FGF-FGFR trimeric signaling complex [15]. The kinase 

domains from activated FGFRs are activated through trans-phosphorylation, followed by 

recruiting adapter protein to the activated receptors and triggering the downstream intracellular 

signaling cascades [16].  

While the role of HS in FGF signaling has been well elucidated, the structural details of 

how the FGFs oligomerize in the presence of HS, and how the trimeric signaling complex of 

FGF, FGFR, and HS are integrated is still a matter of debate. Two physiologically relevant FGF 

dimerization configurations with HS have been proposed [17]: The trans oriented form features 
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two FGF molecules arranged on opposite sides of one HS domain, and is characterized by a 

complete absence of FGF-FGF interactions. The cis oriented form features two FGF molecules 

present on the same side of the HS domain, requiring a HS with sufficient length. Many studies 

suggest that FGF1 favors the formation of trans form dimeric complex, and so far the 

crystallographic structure of only the trans form has been observed for FGF1 [18]. In contrast, 

for FGF2 a cis and a trans dimeric form may coexist [19]. In the presence of FGFR, two 

crystallographic ternary complex structures have been resolved, the 2:2:1 FGF1-FGFR2-HS 

dodecasaccharide model (or Pellegrini model [20]) and the 2:2:2 FGF2-FGFR1-HS 

dodecasaccharide model (or Schlessinger model [21]), differing in their preparation, binding 

stoichiometry, intermolecular interactions as well as the protein species used.  

It has been long disputed whether FGF1 recognizes a consensus sequence with a specific 

sulfation pattern and minimum length, similar to the specific pentasaccharide sequences 

recognized by Antithrombin III (ATIII) [22]. HS octasaccharide and decasaccharide have been 

suggested to be the minimum length required for signaling [23], and a trisaccharide HS motif of 

IdoA2S-α-(1-4)-GlcNS6S-α-(1-4)-IdoA2S on HS oligosaccharides has been recognized to show 

strong binding affinity for FGF1 [24], but the minimum length of HS required to activate FGF 

signaling is still uncertain. There is considerable inconsistency in the literature about the binding 

specificity of FGF1-HS interaction, where some results suggest that overall degree of sulfation 

rather than a distinct sulfation pattern mediates this interactions [25, 26], while others propose 

binding selectivity which is highly susceptible to subtle changes to the fine structure of HS 

regarding particular type of sulfations [27-30]. Studies of the binding sequence for FGFs show 

that they each have different preferences for the sulfation pattern of HS [29]. Additionally, some 

other studies indicate that specific FGF-FGFR pairs, rather than FGF itself, dictate binding 
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specificity and affinity [31]. For example, HS deficient in 2-O- and 6-O- sulfation still maintains 

its activating effect on FGF1-FGFR2 signaling but not FGF1-FGFR1 or FGF7-FGFR2b 

signaling [32].  

A wide array of biophysical techniques including X-ray crystallography [18], NMR [33], 

size exclusion chromatography [34], size exclusion chromatography followed by hydrophobic 

trapping[35], isothermal calorimetry [36], surface plasmon resonance [37], affinity co-

electrophoresis [38] have been applied to elucidate the nature of these molecular interactions. 

Recently, ion mobility-mass spectrometry (IMMS), a gas-phased biophysical technique that 

separates biomolecules based on their mobilities has emerged and found numerous applications 

such as measuring conformational change in proteins upon ligand-binding [39], determining 

binding affinity and specificity [40], monitoring real-time conformational dynamics [41], 

detecting intermediate structures [42], and elucidating the architecture of protein assemblies [43]. 

Furthermore, with the commercialization of Synapt instruments from Waters Corporation, 

travelling wave ion mobility spectrometry (TWIMS) has become a widely used approach for the 

study of biomolecular structure and dynamics [44]. IMMS studies are often supported by 

molecular modeling studies, which provide computational predictions of molecular structure, 

binding orientations, binding affinities as well as theoretical estimation of the molecular shape 

(collision cross sections (CCS), and serve a critical role for the correct interpretation of 

experimental findings.  

We recently applied TWIMS to examine the well-characterized, highly specific 

interaction between ATIII and a synthetic heparin (Hp) pentasaccharide [40]. We successfully 

measured and theoretically validated the conformational change within ATIII induced by the 

binding of Hp while maintaining the solution structure of ATIII and its complexes as well as the 
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binding selectivity and specificity of Hp-ATIII interaction. In this study, we extended this 

method to a more complicated system of FGF1 signaling, in order to investigate the 

conformational and stoichiometric details of the binding of FGF1 and HS. TWIMS experiments 

and molecular modeling techniques were combined in order to address: the minimum length of 

HS required to induce FGF1 dimerization, the binding stoichiometry for the interaction of FGF1 

and HS of varying sizes and sulfation patterns, the selectivity of the interaction between FGF1 

and HS, and the conformational stability of FGF1 and its HS bound complexes. This work 

provides more details to the model of the manner in which HS interacts with FGF1, as well as 

additional validation for the approach of using gas-phase measurements of GAG-protein 

interactions to derive biologically relevant structural details. 

 

Experimental 

Reagents  

All chemicals and solvents (ammonium acetate, methanol, water and formic acid) were of 

HPLC grade and purchased from Sigma-Aldrich. Human recombinant FGF 1 expressed in 

Escherichia coli was a gift from Amgen (Thousand Oaks, CA). Protein calibrants (myoglobin 

from equine heart, cytochrome c from equine heart, avidin from egg white, concanavalin A from 

Canavalia ensiformis and bovine serum albumin) were purchased from Sigma-Aldrich. HS 

dodecasaccharides were chemoenzymatically synthesized as previously described [45]. HS 

tetrasaccharides were synthesized as previously described based by fluorous supported modular 

synthesis [46]. 
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Sample preparation 

For MS analyses under non-denaturing conditions, FGF1 was diluted in 20 mM 

ammonium acetate buffer, pH 6.8, to a final concentration of 10 μM. FGF1-HS complex was 

obtained by incubating FGF1 with HS oligosaccharides at room temperature for 60 min. Protein 

calibrants were diluted in either denaturing solution or non-denaturing solution to a final 

concentration of 10 μM.  

 

IMMS measurement and data analysis 

NanoESI-IMMS experiments were performed using a quadrupole-TWIMS-TOF hybrid 

mass spectrometer (Synapt G2 HDMS, Waters Corp., Manchester, UK) in positive ionization 

mode. Protein samples were injected into the nanoESI source through a fused-silica emitter 

(PicoTip New Objective, Woburn, MA) with a flow rate varying from 0.2-0.5 ul/min. 

Experimental parameters were carefully tuned to prevent the protein and protein complex from 

unfolding or losing integrity due to extensive activation while keeping substantial ion 

transmission, including controlling the collisional energy in the ion guides and keeping the 

source temperature and desolvation energy low. The applied experimental parameters were: 

capillary voltage, 1.4 kV; sampling cone voltage, 20 V; extraction cone voltage, 5 V; source 

temperature, 30 °C; flow rate of nitrogen in the IM ion guide, 50 ml/min; flow rate of helium in 

the helium cell, 180 mL/min; transfer collision energy, 0 V. Different sets of wave height and 

corresponding wave velocity were examined to optimize the mobility separation. The drift times 

of the calibrants and FGF1 samples were measured when identical experimental conditions were 

stringently applied.  
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For monitoring the collisional induced unfolding (CIU) of FGF1 and FGF1-HS 

complexes, protein ions at selected charge state were isolated in quadrupole mass filter and 

activated in the trap ion guide where subsequent collisional induced activation of ions takes 

place, followed by separation in the TWIMS ion mobility stage, and detection by TOF-MS.  

Data analysis was performed using MassLynx 4.1 and Driftscope (Waters Corp., 

Manchester, UK). The CIU data was analyzed using CIUSuite [47]: CIU fingerprints of protein 

ions, which records the relative ion intensity (normalized and smoothed using Savitsky-Golay 

filter) as a function of collision energy and drift times, were shown in a 2-D contour plot using 

the CIUSuite_plot function; The CIUsuite detect function was applied to identify and extract the 

most intense CIU features of the fingerprint based on a first derivative analysis, providing 

centroid drift times, transitional voltage and stability range of each detected feature. 

 

Converting drift times into CCSs 

The CCS measurements were calibrated based on an empirical relationship between the 

drift times of protein calibrants and their known CCS obtained previously by DTIMS [48]. 

Briefly, a selected set of native and denatured protein calibrants, with a mass range from 12KDa 

to 102KDa and a CCS range from 2303 Å2 to 5550 Å2 were employed. The drift times of these 

calibrates were corrected for mass-dependent flight time spent in the transfer ion guide and TOF 

mass analyzer and mass-independent flight time spent in the transfer ion guide. The CCSs of 

calibrants were corrected for their charge state and reduced mass with respect to the buffer gas. 

The natural logarithm of corrected CCSs were plotted against the natural logarithm of corrected 

drift times and a mathematical formula (𝐋𝐧 𝛀′ = 𝐀×𝐋𝐧 𝐝𝐭′ + 𝐁) was derived. The calibration 

coefficient A was extracted to calculate the effective drift times dt'': 𝐝𝐭′′=(𝐝𝐭′)𝑨 𝒛

√𝝁
. A calibration 
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curve was generated by plotting the literature CCSs as a function of dt''. The experimental CCS 

of the analyte ion can be derived from this calibration curve based on the measured drift time 

[49, 50]. 

 

Preparation of theoretical models 

FGF1– dp4 complex - The Protein Data Bank (PDB) contains several models of wild 

type human FGF1 in complex with heparin oligosaccharide, and each of them displays slightly 

differing contacts with the protein. The interaction energy between each protein-HS 

tetrasaccharide complex was calculated using a short minimization in implicit solvent followed 

by single frame binding free energy calculation to select one model for further theoretical 

investigation (see details in Supplementary Data and Supplementary Table 1). The complex that 

shows the strongest interaction (2AXM chain B) [18] was used for all further calculations.  

FGF1-HS complexes for d6, dp8, dp10 and dp12 - 2AXM chain B bound to Hp 

hexasaccharide was used to build the model for 1:1 and 2:1 FGF1-HS hexasaccharide complex. 

In order to avoid disrupting the contacts that the hexasaccharide made with the two FGF1 

molecules, the heparin sequence from the crystal structure was kept, which is different from the 

experimentally used dp6 fragment. 

The chosen dp4 complex was used and the heparin sequence was extended on either side 

using tleap o build the FGF1–dp8 complexes. The FGF1-dp6 complex was used and additional 

residues were added on either side of the existing dp6, according to the experimentally used 

sequences (Table 1), using tleap to build the FGF1–dp10, and the FGF1-dp12 complexes.  

2:1 FGF1–dp12 cis models and 3:1 FGF-HS-dp12 model - Two models were built for the 

2:1 FGF1-fully sulfated dp12 in the cis conformation. Cis-model-1 was modeled using two 
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FGF1-dp6 molecules connected through the GAG chain using tleap. First chain D of the crystal 

structure of apo-FGF1 dimer (PDB id: 2AFG [51]) was superimposed on chain A of FGF1-dp6 

crystal structure (PDB id: 2AXM) and the coordinates for the dp6 were transferred to make 

2AFG-dp6 complex to build the second 2:1 cis complex (Cis-model-2). This dp6 structure was 

extended to match the experimentally used fully sulfated dp12 by adding 3 residues on either 

side, using tleap. 

3:1 FGF1-fully sulfated dp12 complex was built by connecting the available crystal 

structure for 2:1 FGF1-dp6 dimeric complex with a 1:1 FGF1-dp6 monomeric complex through 

the HS chain. 

 

Molecular dynamics simulations 

Topology and coordinate files for each system were generated using the tleap program, 

employing the ff99SB [52] and GLYCAM06 (version j) [53, 54] parameters for the protein and 

GAGs, respectively. Each system underwent energy minimization (1000 steps) in implicit 

solvent (IGB = 2). The net charge on each system, after energy minimization, was neutralized by 

addition of an appropriate number of counter ions (Na+ or Cl-).  This was followed by solvation 

with TIP3P [55] water molecules in a cubic box extending at least 12 Å from any atom of the 

solute.  

All MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP [56] in Amber14 [57]. Energy minimization of the solvent was performed in 

an NVT ensemble (1000 steps of steepest descent, 24000 steps of conjugate gradient), followed 

by a full system energy minimization (1000 steps of steepest descent, 24000 steps of conjugate 

gradient). The systems were heated from 5 K to 300 K over 60 ps in an NVT ensemble, with a 
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weak positional restraint (10 kcal/mol-Å2) on the atoms in the solute. A Berendsen-type 

thermostat [58] with a time coupling constant of 1 ps was utilized for temperature regulation. 

Equilibration and production was performed at constant pressure (NPT ensemble; 1 atm) with a 

pressure relaxation time of 1 ps. After the heating step, the restraints were removed from the 

solute atoms, and the entire system was allowed to equilibrate at 300K for 1 ns. All covalent 

bonds involving hydrogen atoms were constrained using the SHAKE [59] algorithm, allowing a 

simulation time step of 2 fs. Scaling factors for 1–4 interactions were set to the recommended 

values of 1.0 and 1.2 for the GAG [53] and protein [52], respectively, and a non-bonded 

interaction cutoff of 8.0 Å was employed. Long-range electrostatics were computed with the 

particle mesh Ewald (PME) method. Data were collected for 200 ns for each system.  

Post processing of the MD simulations was performed using CPPTRAJ [60] module of 

Amber.  The graphical representations were generated using VMD [61]. 

 

Binding energy calculations 

Models of the gas-phase complexes were generated from the MD simulations by 

removing the water molecules and subjecting the biomolecules to in vacuo minimization (IMIN 

= 5) with the SANDER module of AMBER14.  This was performed for 5000 frames selected at 

even steps from the last 100 ns of the solvated simulation, and the resultant gas-phase trajectory 

was used to calculate the binding free energy in the gas phase using the MMPBSA.py script [62].   
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Collision cross section calculations 

Collision cross sections (CCS) were calculated using 50 frames from the last 100 ns of 

the simulation using MOBCAL [63]. Each of these frames was minimized in vacuo, followed by 

the calculation of CCS using the projection approximation and trajectory methods. 

 

Results and discussion 

IMMS of unbound FGF1 and HS tetrasaccharide-bound FGF1  

Under non-denaturing conditions, in the absence of HS, FGF1 exists mainly in the form 

of a monomer with a charge state distribution ranging from +9 to +7, accompanied by a lower 

abundance by the form of dimer with a charge state distribution ranging from +13 to +11 (Figure 

4.1). This self-association of FGF1 has been reported before [51, 64], but the biological 

relevance of the self-association that we observed is not clear due to its low abundance. The 

narrow distribution of lower charge states indicates that FGF1 ions adapt a folded and compact 

conformation with fewer basic sites exposed for protonation [65].  Each observed charge state 

displays three peaks, corresponding to the sequence mass of FGF1 and masses corresponding to 

variants with one less amino acid from either the N-terminus or C-terminus. Due to the 

compositional complexity, only the peaks of lowest mass were selected for further ion mobility 

analysis. 

In an effort to examine the binding stoichiometry for the interaction of FGF1 and HS, a 

series of tetrasaccharides (dp4) with different sulfation patterns were incubated with FGF1 in a 

molar ratio of 1:2. The HS dp4a contains the high affinity binding motif for FGF1 IdoA2S-α-(1-

4)-GlcNS6S-α-(1-4)-IdoA2S [24]. HS dp4b has the same overall level of sulfation as the dp4a, 

but the 2-O sulfation on the first residue from the non-reducing end was shifted to 3-O sulfation 



 

131 

on the second residue, accompanied by the change of uronic acid stereochemistry (GlcA instead 

of IdoA) at the non-reducing end. The HS dp4c lacks two 2-O sulfo groups compared with dp4-

1. In the presence of HS, the formation of the 1:1 FGF1-HS complex was observed (Figure 4.1) 

without altering the charge state distributions of apo-FGF1. It is noteworthy that two peaks 

corresponding to a complex of two FGF1s with one HS (2:1 FGF1-HS complex) were detected 

only for the HS dp4a containing the high affinity binding motif (Figure 4.1 d).  

A majority of previous studies suggest that dimerization of FGF1 or complexation of 

FGF1 with HS and FGFR requires a long-chain HS oligosaccharides (at least a hexasaccharide or 

octasaccharide) [23, 66]. Other studies showed that a fully sulfated dp4 is sufficient for a high-

affinity interaction with FGF [67, 68], for stabilizing FGF1 against thermal unfolding or 

digestion [69], and for initiating mitogenic activity [70]. A dimeric complex of FGF1 and HS as 

well as trimeric complex of HS, FGF1 and FGFR1 produced in the presence of tetrasaccharides 

containing the critical binding motif have been detected using MALDI mass spectrometry [71] 

and gel mobility shift assay [68]. Our observations highlight the importance of this critical 

binding motif, which imparts upon HS oligosaccharides as short as a tetrasaccharide the potential 

to induce FGF1 dimerization.  

The arrival time distributions of the +7 charge state of FGF1 alone, the +7 charge state of 

1:1 FGF1-HS dp4a complex, and the +12 charge state of 2:1 FGF1-HS dp4a complex are shown 

in Figure 4.2 a, recorded at a wave height of 17 V. One narrow arrival time distribution was 

observed for each species, indicating the presence of one compact and folded conformation for 

the protein ion and the non-covalently associated protein-HS assemblies at both binding 

stoichiometries. These observations suggest that the solution structure of FGF1 survived in the 

gas phase environment of TWIMS, maintaining its capability to bind to HS.  



 

132 

 

 

The peak corresponding to the even charge state of the 1:1 FGF1-HS complex overlaps in 

the mass spectrum with that corresponding to the 2:2 FGF1-HS complex with a doubled charge. 

However, the dimeric complex has a decreased charge-normalized cross section [72], so that it 

 

 

Figure 4.1 ESI mass spectra, obtained under non-denaturing conditions, of (a) FGF1 itself; 

(b) FGF1 incubated with HS dp4c at 2:1 ratio; (c) FGF1 incubated with HS dp4b at 2:1 ratio; 

(d) FGF1 incubated with HS dp4a at 2:1 ratio. Associating of two FGF1s by one HS (2:1 

FGF1-HS complex) were observed only for the HS dp4a containing the high affinity binding 

motif. 
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Figure 4.2 (a) Arrival time distributions (ms) of +7 charge state of FGF1 (upper), +7 charge 

state of 1:1 FGF1-HS dp4a complex (middle) and +12 charge state of 2:1 FGF1-HS dp4a 

complex (lower). The narrow arrival time distribution observed for each species indicates that 

the native structure of FGF1 and the non-covalent complex of FGF1 with HS are stable in the 

TWIMS experiment. (b) Arrival time distributions (ms) of +6 charge state of 1:1 FGF1-HS 

complex and +12 charge state of 2:2 FGF1-HS complex, with HS4a (upper), HS4b (middle) 

and HS4c (lower). The comparison between the narrow, well-defined arrival distribution of 

2:1 FGF1-HS dp4a complex and the broad arrival time distribution of 2:1 FGF1-HS dp4b 

complex or 2:1 FGF1-HS dp4c complex, indicates that the high affinity binding motif is 

responsible for the level of specificity in the dimerization of FGF1 upon the binding of HS. 
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can be separated from the monomeric complex on the basis of a difference in drift times in a 

TWIMS experiment (Figure 4.2 b).  The feature with the longer drift time corresponds to the 1:1 

FGF1-HS dp4 complexes, each of which exhibits a narrow drift time distribution as observed for 

the same species in a different charge state (Figure 4.2 a). The features with shorter drift times 

correspond to 2:2 FGF1-HS complexes. One narrow arrival time distribution was detected for the 

FGF1-HS dp4a mixture, implying the presence of a single compact, ordered gas phase  

conformation, in strong contrast to the broader peak with many features detected for the FGF1-

HS dp4b mixture or the FGF1-HS dp4b mixture, implying the existence of a range of less 

specific binding modes.  

The fact that subtle alterations of the HS sequence with regard to the sulfation pattern or 

epimerization lead to noticeable changes in both the binding stoichiometry and the binding mode 

of the FGF1-HS interaction, suggests that the interactions between FGF1 and HS has certain 

degree of selectivity. These observations strengthen the importance of the critical binding motif 

in modulating the assembly of FGF1 and HS through a specific dimerization mode. 

 

IMMS of HS dodecasaccharide bound FGF1 complexes 

A series of dodecasaccharides (dp12) with varying sulfation patterns were incubated with 

FGF1 at a molar ratio of 1:4 (GAG to protein) (Figure 4.3). An excess of FGF1was used to 

saturate the FGF1 binding epitopes on the dp12s. In the presence of the fully sulfated HS dp12, 

the binding of one HS dp12 to three FGF1 (3:1 FGF1-HS complex) were detected with a charge 

state distribution ranging from +15 to +13, accompanied by the binding of one HS dp12 to two 

FGF1 (2:1 FGF1-HS complex) with a charge state distribution ranging from +13 to +11. Peaks 

corresponding to apo-FGF1 were also detected, but in very low abundance compared to that for 
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the complexes. Previous studies showed that the interaction between FGF1 and HS is driven by 

positive cooperativity [34, 73], so that FGF1 oligomerizes in preference to staying in monomeric 

state when bound with long-chain HS and the formation of higher order of FGF1 oligomers was 

observed as the length of HS increases [74]. Our observations are consistent with these previous 

studies and highlight the biological function of HS as a storage reservoir for FGFs on the cell 

surface [23].  

The presence of de-2-O sulfated or de-6-O sulfated dp12 also resulted in two types of 

binding stereochemistry to FGF1, but their abundance was much lower than that the fully 

sulfated dp12 for FGF1. In the presence of de-2-O and 6-O sulfated dp12, only a small fraction 

of FGF1 formed 2:1 FGF1-HS complex whereas most of FGF1 stayed in apo form. The marked 

difference in binding stoichiometry implies that the absence of 2-O and 6-O sulfo groups 

dramatically reduces the binding affinity.  

Although the modified dp12s exhibit varying binding stoichiometry to FGF1, the arrival 

time distribution of the 3:1 FGF1-HS dp12 complexes all exhibited a single, narrow peak. The 

same observation has been reported for a different GAG-protein binding system, chemokine 

CCL2 and HS [75].  The fact that the ion mobility profiles of FGF1-modified HS dp12 

complexes are similar implies that changes in HS structure lead to altered interactions with 

FGFs, but these alterations may not dramatically affect the compact, gas phase conformation 

adapted by these complexes. 

Our observations suggest that long-chain HS may not place as stringent requirement on 

the fine structure of HS sequence as short-chain HS, indicating a relative lack of specificity of 

binding for long-chain HS. Instead of presenting a specific binding motif for FGF1, the sequence 

of HS may be composed of many domains with different sulfation patterns and binding affinities 
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toward FGF1, forming an affinity gradient on the cell surface that regulates FGFs signaling by 

directing them to the site of interaction [76]. 

 

 

 

 

Figure 4.3 Native ESI mass spectra of (a) FGF1 with de-2-O- and de-6-O- sulfated dp12; (b) 

FGF1 with de-2-O- sulfated dp12; (c) FGF1 with de-6-O- sulfated dp12; (d) FGF1 with the 

dp12 that contains the critical binding motif. Structures of the dp12s are shown in 

supplementary data. 
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Collision cross sections of FGF1-HS complexes 

A comparison of the experimental and theoretical collision cross sections (CCSs) for the 

HS bound FGF1 complexes were carried out to determine their binding mode as well as the 

higher order oligomerization behavior of FGF1. The experimental CCSs for the complexes 

(Table 1) were calibrated based on an empirical relationship between the drift times of protein 

calibrants and their known CCSs obtained previously by conventional drift time IMS. For 

theoretical estimation we used both the projection approximation (PA) [77] and the trajectory 

(TJ) [63] method. PA estimates the orientationally-averaged CCS by projecting the molecule 

onto a randomly chosen plane in space, drawing a circle with the corresponding collision radius 

around the projection of each atom, and estimating the area of the “shadow” from all faces [78]. 

This method is known to underestimate CCS since it fails to consider the influence of long-range 

interactions and the scattering between the ion and neutral gas. TJ represent the ions as a 

collection of atoms defined by their Lennard-Jones (12-6-4) potential, and relates the scattering 

angle of the buffer gas molecules before and after collision with the molecule’s geometry. An 

orientationally-averaged CCS can be obtained by integrating over all possible collision 

geometries of the ion, however, this method is computationally much more expensive than the 

PA method [63]. The experimental CCSs are generally found to be larger than those computed 

using the PA method, and smaller than the TM results [79]. A previous study [80] have shown 

that there is a direct scaling relationship between experimental CCSs and CCS measured using 

PA methods, so calibrating the PA CCSs though this scaling relationship  should provide good 

standard for correct interpretation of experimental data. 

Each model of the 2:1 FGF1-HS complex (Figure 4.4 a) was based on the crystal 

structure 2AXM, which contains a heparin hexasaccharide bound to two molecules of FGF1 in 
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trans orientation.  The FGF1-dp4 complex was built by removing two residues from the 

hexasaccharide. For the complexes formed with oligosaccharides whose chain length is longer 

than dp6, we extended the crystal hexasaccharide sequence to build models for dp8 and higher in 

a relatively straightforward manner. However, considering the fact that changing the interactions 

at the binding interface between the two FGF1 molecules to accommodate GlcA in place of IdoA 

would affect the interaction dramatically, we chose to use the crystal structure for the FGF1-dp6 

modeling. 

Molecular dynamics (MD) simulations of these complexes were carried out in explicit 

solvent, followed by in vacuo minimization of a subset of the frames from the MD trajectories, 

and CCS calculations. The theoretical CCSs for the FGF-dp6 complex do not follow the same 

trends as the other complexes, and the PA and TM numbers offer a slightly larger range due to 

the difference between the experimental and theoretically modeled dp6.  A comparison of the 

experimental and theoretical CCSs for the five complexes shows that the experimental numbers 

lie between the PA and TM numbers, as expected. The experimental CCSs are on an average 

12% lower than the TM numbers, which is as expected due to the partial collapse of protein 

structure as a result of desolvation [81, 82]. The experimental CCSs are on an average 13% 

higher than the PA numbers, which is in agreement with previous studies [40, 83], which report 

experimental CCS to be about 15% higher than PA estimates. We have also reported the scaled 

PA numbers, which showed a close agreement with the experimental numbers. Moreover, we 

have compared the representative structure of the dimeric protein complex during the MD 

simulation and after the in vacuo minimization (as shown in supplementary data). The protein 

backbones RMSD between the two structures is 2.07 Å, suggesting that there is no dramatic 

change of the overall shape of the protein, and the most relevant features of the protein structure 
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are still retained. These results imply that the delsolvation process in the TWIMS experiment did 

not significantly alter the solvated structure of FGF1 and its complexes, and their biological 

function to bind with HS was still retained. 

In terms of the gas-phase stability of these complexes, it is noteworthy that the 

experimentally derived CCSs for the five complexes formed with HS of varying lengths lie very 

 

 

Figure 4.4 (a.) Structural representation of 2:1 FGF1-HS complexes, displaying the binding 

of dp4-dp12 (left to right). The protein and HS are shown in ribbon and stick representation, 

respectively. (b.) Structural representation of the hypothesized 3:1 FGF1-HS 

dodecasaccharide complex, obtained by connecting the available crystal structure for 2:1 

FGF1-dp6 dimeric complex with a 1:1 FGF1-dp6 monomeric complex through the HS chain. 
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close to each other, with the difference between FGF1-dp4 and FGF1-dp12 being 100 Å2. This 

difference in the CCSs appears to arise only due to the size of the HS fragment, implying that the 

compact and folded conformations of the FGF1 complexes were not disturbed, and remained 

stable during the TWIMS experiments.  

A comparison of the CCS of the protein from the crystal structure (PDB id: 2AFG) and 

the protein after removal of the HS tetrasaccharide from the 1:1 FGF1-dp4 complex was made to 

determine any conformational changes induced in the protein upon HS binding. The 

conformational difference in the CCS of the two protein-forms was calculated to be less than 1% 

using both the TM and PA methods (data in Supplementary Table 2). We can therefore conclude 

that there is no major conformational change brought about in the protein as a result of HS 

binding, and the overall increase in the CCS can be attributed to the presence of HS itself, which 

is in agreement with previous studies [76, 84]. 

Two different dimerization modes for FGF2 have been previously proposed [17]. In the 

presence of long-chain HS fragments, FGF2 molecules oligomerize to form side-by-side cis 

dimers, while with short-chain HS disaccharides they form head-to-head trans dimers [17]. 

Similar observations have not been made for FGF1, and the crystal structures available in the 

PDB for 2:1 FGF1-HS complex only indicate a trans binding mode. We generated two models 

for the plausible cis forms of 2:1 FGF1-HS dp12 complexes (Supplementary Figure 1). Cis-

model-1 used two FGF1-dp6 molecules joined through the GAG chain, with a cis-like starting 

conformation, to examine whether formation of cis form for FGF1 may be feasible, and if it 

could be differentiated from the trans model on the basis of differences in the CCS. However, 

during the course of MD simulations it adopted a more trans-like conformation, likely due to the 

lack of stable protein-protein interactions between the two FGF1 molecules. In contrast, the Cis-
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model-2, based on the crystal structure of apo-FGF1 dimer (PDB id: 2AFG) with stable protein-

protein interactions, was able to maintain the cis conformation during MD simulations. The 

models differed significantly in their starting and end conformations; however, both formed 

compact structures that lead to very similar theoretical CCS (data in Supplementary Table 3), 

making them indistinguishable from each other, and also from the trans form (Table 1). On the 

basis of this data, therefore, it is difficult to determine whether the cis form exists in solution, but 

if it does, it may be difficult to distinguish the cis and the trans binding conformations solely 

based on the CCS. 

 

Table 4.1.  Experimental and theoretical CCS (Å2) for FGF1-HS complexes in 2:1 stoichiometry.  

  Collision cross section (Å2) 

ID HS sequencea Experimental PA Scaled PA TM 

FGF1-dp4 IdoA2S-GlcNS6S-IdoA2S-GlcNS6S 2486.1 ± 6.3 2117.2 ± 5.2 2413.6 ± 6.0 2682.2 ± 7.1 

FGF1-dp6 GlcNS6S-GlcA-GlcNS6S-IdoA2S-GlcNS6S-GlcAb 2520.2 ± 10.2 2350.0 ± 2.5 2679.0 ± 2.8 2990.0 ± 6.6 

FGF1-dp8 GlcNS6S-GlcA-[GlcNS6S-IdoA2S]2-GlcNS6S-GlcA 2536.0 ± 8.0 2191.9 ± 2.5 2498.8 ± 2.9 2784.8 ± 6.2 

FGF1-dp10 GlcNS6S-GlcA-[GlcNS6S-IdoA2S]3-GlcNS6S-GlcA 2543.9 ± 8.0 2253.6 ± 3.8 2569.2 ± 4.4 2871.9 ± 7.1 

FGF1-dp12 GlcNS6S-GlcA-[GlcNS6S-IdoA2S]4-GlcNS6S-GlcA 2581.5 ± 7.9 2271.7 ± 5.3 2589.8 ± 6.0 2885.4 ± 8.8 

a
All but dp4 HS oligosaccharides contained p-Nitrophenol linker at the reducing end (dp4 contained OMe instead). 

Theoretical modeling employed OMe as the terminus for all HS.  

bFor modeling, the dp6 present in the FGF1-HS crystal structure (PDB id: 2AXM) was employed.  

 

The TWIMS experiments also detected a 3:1 FGF1-HS complex in the presence of select 

sulfated HS dp12. A plausible model, with three molecules of FGF1 in contact with HS-dp12, 

was computationally examined, using a model that melds the available crystal structure for 2:1 

FGF1-dp6 dimeric complex (Figure 4.4 b) with a 1:1 FGF1-dp6 monomeric complex through the 
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HS chain. For this study, it was ensured that each of the three FGF1 molecules interacts directly 

with the HS since the formation of this higher order oligomer seems to be induced only in the 

presence of HS.  The MD simulation of the complex was followed by calculation of CCS, and 

the experimentally calculated CCS was found to lie between the theoretically obtained CCS, 

using the PA and TJ methods. Specifically, the experimental number was 15.9% higher than the 

PA and 11% lower than the TJ methods. Although this is only one of the plausible 3:1 FGF1-HS 

models, the agreement with experimental CCS values provides reasonable confidence in 

believing that a 3:1 complex would adopt a similar oligomeric conformation.  

 

Gas phase stability of FGF1 and its complexes 

The impact of GAG binding upon the stability of the three dimensional structure of FGF1 

was examined using collision induced unfolding (CIU) experiments, an approach developed by 

Ruotolo and co-workers [47]. We performed a series of collision induced activation experiments 

with incremental changes in trapping collisional energy (CE) applied to selected protein and 

protein complex ions. Their conformational transition from a fully folded to a fully unfolded 

state was tracked, and was used to assess the ligand-induced influence on the gas phase stability 

of these ions. A range of HS oligosaccharides of increasing lengths, containing the critical 

binding motif of IdoA2S-α-(1-4)-GlcNS6S-α-(1-4)-IdoA2S, were used to form dimeric and 

monomeric complexes with FGF1. The +8 charge state of monomeric protein complex ions was 

selected for activation, since this charge state provides higher ion intensity, sufficiently stability 

against low-energy dissociation, and distinguishable unfolding features within a relatively 

narrow collision energy window. The resulting CIU fingerprints of FGF1 and FGF1-HS 

complexes are shown in Figure 4.5, which record the drift time and intensity of each 
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conformation feature that emerged during the unfolding process as the trap CE was ramped from 

0V to 60V in a 2.5V increment.  

The CIU fingerprint of unbound, apo-FGF1 exhibits three features. The first feature, 

which has the lowest drift time at 7.9 ms, corresponded to the most compact conformation of the 

protein ion. As the CE was raised to 10V, this compact conformation diminished while the 

second feature appeared at 10.2 ms, corresponding to the intermediate state with a more extended 

conformation. Beyond the CE of 12.5V, the third feature started to emerge and stabilized at 14.3 

ms, indicating that the three-dimensional protein structure had unfolded completely. 

The CIU fingerprints of 1:1 FGF1-HSdp4/HSdp6 complexes showed similar unfolding 

pathways as the apo-FGF1, for which the most extended conformation was dominant across the 

investigated voltage range. However, for both complexes, not only their most compact feature 

but also their partially unfolded feature showed more elongated shape than those for the apo-

FGF1.  An increase of 2.5V in the voltage at which the most compact feature starts to unfold was 

observed. A similar trend was observed for the voltage at which the intermediate feature further 

extends, shifting the voltages by 5 V and 10 V, for the dp4-bound FGF1 and dp6-bound FGF1, 

respectively.  

The CIU fingerprints of 1:1 FGF1-HSdp8 and HSdp10 complexes show an even more 

substantial elevation of the voltage at which the most compact feature starts to unfold, shifting 

the voltage by 5 V and 10 V, respectively. More importantly, the intermediate conformation 

gained more stability and became dominant for over 66.7% of the investigated voltage range. It 

is notable that the intermediate state and the extended state stabilize simultaneously for a longer 

voltage range, indicating that they have a different unfolding pathway from the species discussed 

above. 
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In significant contrast to the 1:1 short-chain HS complex bound FGF1 complex, the CIU 

fingerprint of the 1:1 FGF1-HSdp12 complex exhibited only two principal conformational 

features, corresponding to the fully folded conformation at 8.7 ms and the intermediate 

conformation at 11.7 ms, respectively. The survival of the relatively compact conformations at 

high voltages and the absence of the most extended conformation clearly suggest an even higher 

resistance towards collision induced unfolding than the apo-FGF1 or short HS bound FGF1 

complexes. 

The effect of collisional activation was also measured for 2:1 FGF1-HS complexes with 

HS oligosaccharides of different lengths, and a similar trend as the 1:1 FGF1-HS complexes was 

observed (Supplementary Figure 2). Comparing the fingerprints clearly shows a significant 

enhancement of the gas phase stability of FGF1 upon the binding of HS oligosaccharides, 

regardless of the stoichiometry of the complexes formed. These observations are consistent with 

the solution-phase behavior of the FGF1 signaling system, which show that HS improves the 

conformational stability of FGF-FGFR complex against thermal, enzymatic, or pH-dependent 

inactivation and degradation[85, 86].  

CIU fingerprints of the +12 charge state of the 2:1 FGF1-selected sulfated HS dp12s were 

also compared (Supplementary Figure 3). At low collision energy, their ion mobility profiles all 

exhibited single, narrow-distribution peaks, indicating that they exist in their compact 

conformation in the gas phase. As the trap CE was ramped from 0V to 40V, the 2:1 FGF1- fully 

sulfated dp12 complex showed a slightly higher stability. Nevertheless all four complexes 

exhibited similar behavior in their unfolding mode, with one compact and one unfolded state 

with similar centroid drift times and stability ranges. These observations indicate that length of 
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the HS oligomer may be more important that its sulfation pattern in determining the gas phase 

stability of these protein complexes.  

Previous studies proposed that the stability of FGF complexes depends more on the 

overall degree of sulfation rather than a specific arrangement of the sulfation groups [25]. Out 

observations suggest a more complicated mechanism than that: four selectively sulfated dp12s 

display similar conformational stability and gas phase unfolding behavior despite their different 

overall extent of sulfation; The de 2-O and 6-O sulfated dp12 with only 6 sulfo groups have a 

much higher gas-phase stability than the fully sulfated dp4 to dp8 (which have 6 or more sulfo 

groups). Apparently, both the length of the HS oligosaccharide and the distribution of sulfo 

groups contribute to stabilizing the gas phase conformation of HS-bound FGF1 complexes.  

Since the most compact feature should resemble the native structure of a protein 

complex, the CE required for its transition to a more extended state should be an experimentally 

quantitative estimation of the binding affinity of the HS oligosaccharide towards FGF1 [87]. 

Thus, we measured and plotted the voltage at which the most compact feature starts to unfold for 

each HS-bound FGF1 complexes, as shown in Figure 4.6. The degree of stabilization is observed 

to correlate with the length of the HS oligosaccharide, with long-chain HS oligosaccharides 

interacting with FGF1 and forming complexes that slowed down the initiation and the process of 

collision induced unfolding more effectively than short-chain HS. 

Theoretically, the stability of a complex can be measured as the strength of interaction 

between the binding partners, and it would be reasonable to believe that the greater the binding 

affinity, the higher will be the stability, and consequently a higher CE would be required to 

induce unfolding of the complex. Binding free energies of FGF1 in complex with HS of 

increasing lengths (dp4-dp12), in both 1:1 and 2:1 binding stoichiometry (Figure 4.4 a) were 
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calculated to provide theoretical quantification. In vacuo minimization of a subset of the frames 

from the MD trajectories was carried out, followed by energetic post processing to obtain the 

gas-phase interaction energies to mimic the binding modes representative of these complexes 

during mass spectrometry experiments. We observed that the interaction energies for the 

monomeric and dimeric complexes both increase as the length of the HS chain increases (Figure 

 

 

Figure 4.5 The 2D-contour CIU fingerprint of the monomeric apo-FGF1 and the 1:1 FGF1-

HS, with HS of increasing length from dp4-dp12. The conformations were labeled as F, I and 

U, indicating folded, intermediate and unfolded states, respectively. The ion intensities are 

indicated by a color axis. As the length of the HS increases, they form complexes with FGF1 

and increase the conformational stability of the complexes accordingly.   
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4.6), as expected. These results are in direct agreement with the observed experimental stability 

trends of the FGF1-HS complexes. 

The increase in the stability of the complex with an increase in the length of the HS chain 

can be attributed to the additional number of saccharide residues which present more sulfo and 

carboxyl groups to interact with the protein [73]. It was also observed during the MD simulations 

that the longer HS chains fold onto the proteins, forming more interactions with proteins, further 

restraining the shape of these structures, and providing them more resistance to collision induced 

unfolding. 

 

 

 

Figure 4.6 Trends for the experimental transitional voltages required for inducing unfolding 

for the stability of the FGF1-HS complexes in the 1:1 (a) and 2:1 (c) binding stoichiometry as 

compared to the trends for theoretical binding free energies for the 1:1 (b) and 2:1 (d) 

complexes. The two trends are comparable, indicating that the binding of longer heparin 

oligosaccharides imparts greater stability to the protein against unfolding. 
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These observations demonstrate that while a HS oligosaccharide as short as a tetramer is 

capable of promoting the formation of a FGF1 dimer complex (2:1 protein :tetramer 

stoichiometry), its stability is generally low due to its low efficiency to counteract the charge 

repulsion between the two protein surfaces [18, 19]. This is consistent with the observation that 

lower concentrations of long-chain HS oligosaccharides display tighter binding and higher 

biological activity whereas HS dp4 support FGF signaling only when present at a high 

concentration [67]. 

 

Conclusions 

 Although previous studies of FGF1-FGFR2-HS complexes have been reported using 

mass spectrometry, the reliance on size-exclusion chromatography to determine that the 

dominant configuration of the trimeric complex [88], less structural information was extracted 

about the influence of the variation of HS chain length and sulfation pattern on the FGF1-HS 

interactions. In the present work, we have applied IMMS to the FGF1-HS signaling complexes, 

and used molecular modeling to interpret the results. This approach has led to a number of 

important new conclusions. Although some previous results suggest that HS octasaccharide is 

the minimal length required for FGF1 dimerization and activation, our results showed that a 

short tetrasaccharide containing the high affinity binding motif is capable of dimerizing FGF1, 

forming complexes with a compact, well-defined gas phase conformation. These finding 

demonstrate the importance of high-affinity binding motif for promoting the correct assembly of 

FGF1, as well as dictating the binding selectivity of FGF1-HS binding. Moreover, we found that 

FGF1 can participate in high order oligomers when interacting with long-chain HSs 

(dodecasaccharides), and the degree of oligomerization increases as the chain length of HS 
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increases. However, the ion mobility profiles of FGF1 in complex with dodecasaccharides with 

different patterns of sulfate modification did not show much difference in stability, indicating a 

relative lack of specificity of binding with long-chain HS. 

Furthermore, the experiments of collisional activation of FGF1 and FGF1-HS complexes 

confirmed the stabilizing effect of HS binding on the folded structure of FGF1. The degree of 

stabilization correlates with the length of the HS oligosaccharide, with longer HS 

oligosaccharides forming a complex that has higher gas phase stability against collision induced 

unfolding. The stability of the FGF1-HS complexes correlate with the overall degree of sulfation 

rather than on the precise location of sulfo groups. Finally, collisional cross sections of FGF1-HS 

complexes have been examined using theoretical models built using the available X-ray crystal 

structures of FGF1 in complex with HS. MD simulations with these models are in agreement 

with the experimental results, indicating that the folded gas-phase conformation of FGF1 and its 

binding activity survive the transition of the ions into the gas-phase. We also proposed a 

plausible structure for the 3:1 FGF1-HS complex. The binding affinity of HS of varying lengths 

has also been studied using molecular modeling, which gave results consistent with experiments. 

Collectively, these results extended the application of TWIMS for investigating GAG–

protein interactions at the molecular level. Characterization of the interactions between FGF1 

and HS will benefit the understanding of the full magnitude FGF signaling pathways and 

eventually, the development of new medicines. The extension of the methodology will add 

further dimensions to the drug-development studies of a large array of other GAG-binding 

proteins. 
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Abstract 

Roundabout 1 (Robo1) interacts with its receptor Slit to regulate axon guidance, axon 

branching and dendritic development in the nervous system and to regulate morphogenesis and 

many cell functions in the nonneuronal tissues. This interaction is known to be critically 

regulated by heparan sulfate (HS). Previous studies suggest that HS is required to promote the 

binding of Robo1 to Slit to form the minimal signaling complex, but the molecular details and 

the structural requirements of HS for this interaction are still unclear. Here we describe the 

application of traveling wave ion mobility spectrometry (TWIMS) to study the conformational 

details of the Robo1-HS interaction. The results suggest that Robo1 exists in two conformations 

that differ by their compactness and capability to interact with HS. The results also suggest that 

the highly flexible interdomain hinge region connecting the Ig1 and Ig2 domains of Robo1 plays 

an important functional role in promoting the Robo1-Slit interaction. Moreover, variations in the 

sulfation pattern and size of HS were found to affect its binding affinity and selectivity to interact 

with different conformations of Robo1. Both MS measurements and CIU experiments show that 

the Robo1-HS interaction requires the presence of a specific size and pattern of modification of 

HS. Furthermore, the effect of N-glycosylation on the conformation of Robo1 and its binding 

modes with HS is reported. 

 

Introduction 

Robo-Slit signaling is one of the best studied axon guidance pathways and their 

interaction is known to be critically modulated by heparan sulfate (HS). For instance, during the 

assembly of the central nervous system (CNS), commissural axon migration at the CNS midline 

is regulated by the interactions between axon guidance molecules and their receptors, such as the 

interaction between attractive cues Netrin and its receptor Deleted in colorectal carcinoma, 
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which stimulates pre-crossing of axons to the contralateral side [1]. Interaction between repelling 

cues Slit and its cellular roundabout receptor (Robo) impedes aberrant post-crossing of ipsilateral 

axons [2, 3]. Though best known for its roles in neuron development and axon pathfinding, 

Robo-Slit signaling is not confined to the nervous tissue and has been implicated in multiple 

nonneuronal tissues, contributing to a variety of development and physiological processes 

through mediating cell proliferation [4], cell adhesion [5], cell migration and mobility [6, 7], 

angiogenesis [8] as well as dendritic development and branching [9]. Robo-Slit signaling has 

also been associated with progression [10, 11], metastasis [12] and angiogenesis of tumor [13]. 

Deletion, epigenetic modification and abnormal expression of Robo and Slit genes occurred in 

different types and different stages of cancers [14, 15], making them attractive candidates for 

cancer diagnostics and therapeutics. 

Robos are a family of transmembrane proteins that are mainly expressed in CNS neurons. 

Sharing structural motifs with the Ig superfamily of cell adhesion molecules (CAM) [16], Robos 

are composed of five Ig-like domains and three fibronectin type III motifs (FN3) in its 

extracellular region (except for Robo4), followed by a transmembrane region and an intracellular 

cytoplasmic domain. Vertebrates have four types of Robo (Robo1-4). Though they have distinct 

cytoplasmic domains, their Ig1 and Ig2 domains are highly conserved and are believed to be 

responsible for mediating the Robo-Slit interaction [17].  

Two crystal structures are available for the two N-terminal Ig domains of human Robo1 

[18]. In the first crystal structure, Ig1 and Ig2 are aligned in a linear format, with the final strand 

of Ig1 extending and forming a 100 Å long interdomain region to connect the two domains. 

Compared with the first crystal form, the Ig2 of the second crystal form is rotated by 39.9° at the 

hinge region, resulting in a slightly bent arrangement. Two similar crystal structures have been 
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observed for the first two Ig domains of Drosophila Robo1 [19]. One tetragonal crystal form and 

one monoclinic crystal form were observed, corresponding to the slightly bent and linear crystal 

structures for human Robo1, respectively. Both of the previous studies on human and Drosophila 

Robo1 observed substantial flexibility embedded in the interdomain hinge region and raised 

questions about whether this flexibility is related to the biological function of Robo1. 

Both Robo1 and Slit are HS binding proteins. HSs are linear, highly sulfated 

glycosaminoglycan (GAG) polysaccharides. The backbone structure of HS is a product of 

polymerization of disaccharide units containing glucosamine (GlcN) and uronic acid residues 

(glucuronic acid (GlcA) or iduronic acid (IdoA)) linked through a 1-4 glycosidic linkage. 

Modification of HS backbone including C5 epimerization of uronic acid, deacetylation of 

glucosamine and addition of various types of N- or O- sulfations generate enormous sequence 

heterogeneity. HSs interact with many proteins and play important roles in a variety of 

physiological and pathological processes by regulating the structure, conformation, distribution, 

stability and activity of these proteins [20, 21].  

Substantial in vivo and in vitro studies suggest that HS plays an indispensable role in 

Robo-Slit mediated axon guidance: null mutations in C. elegans enzymes that are responsible for 

HS modifications including sulfotransferases and epimerases caused defected axonal and cellular 

guidance [22]; mutations in Drosophila syndecan altered the Slit distribution in developing axons 

[23] and interfered with the slit signal transmission in target cells [24]; enzymatic digestion of 

endogenous HS using heparinase III destabilized Robo1-Slit interaction and abolished the 

repulsive activity of Slit [25]. Collectively, HS has dual roles in Robo1-Slit signaling: the main 

role of HS is to act as co-receptors of Slit, simultaneously interacting with the LRR2 domain of 

Slit and Ig1-2 domains of Robo1, enhancing and stabilizing the Robo1-Slit interaction by 
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increasing their binding affinity by 10-fold and promoting the formation of trimeric Robo1-Slit-

HS signaling complexes [26, 27]. An additional function of HS is to mediate the distribution of 

Slit through mechanism of either active transport, buffered diffusion or selective stabilization 

[23], therefore defining the concentration and accessibility of Slit on the extracellular surface 

[28]. However, more experimental evidence is required to determine whether the HS-dependence 

of Robo-Slit interaction is required in all cell types and tissue types in mammals [29]. 

Though the significance of HS in Robo-Slit interaction has been well established, a clear 

elucidation of all the molecular details of this interaction is still missing. Previous mutagenesis 

and X-ray crystallography experiments identified the binding site of HS as a contiguous basic 

patch spanning both the surfaces of Robo1 and Slit, but the structural requirements of the bound 

HS have not been well defined. Also, more experiments are required to elucidate the molecular 

mechanism of how exactly the interaction between Robo and Slit is programmed into signal 

transduction through interacting with HS. 

Previously we developed and applied travelling wave ion mobility spectrometry 

(TWIMS) to examine the interaction between antithrombin III (ATIII) and heparin [30] as well 

as the interaction between fibroblast growth factor 1 (FGF1) and HS [31]. TWIMS is capable of 

providing conformational and stoichiometric details that are consistent with the known behaviors 

of these two well-characterized interactions. We also observed that the IM profiles of GAG-

protein complexes provide useful data regarding the binding specificity of their interactions. In 

this current study, TWIMS is used to investigate the less well characterized Robo1-HS 

interaction. Only the first two Ig domains were used as a representative of intact Robo1 since 

they are the most conserved regions of Robo1 and participate in the binding of Robo1 and Slit 

with HS [32, 33]. The results provide new insights into the functional significance of the 
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conformational flexibility of the Ig1-2 domains of Robo1, and how HS implements its biological 

function through selectively recognizing and interacting with different conformations of the Ig1-

2 domains of Robo1. The results also provide an in-depth understanding of the way HS 

modulates its functional interaction with Robo1 through its fine structure. Moreover, a new 

mechanism for the activation of Robo1 by HS and the promotion of the Robo1-HS interaction is 

proposed. 

 

Experimental 

Reagents 

All chemicals and solvents (ammonium acetate, methanol, water, and formic acid) were 

of HPLC grade and purchased from Sigma-Alldrich, (St. Louis, MO). Protein calibrants 

(myoglobin from equine heart, cytochrome c from equine heart, avidin from egg white, 

concanavalin A from Canavalia ensiformis, and bovine serum albumin) were purchased from 

Sigma-Aldrich. HS hexasaccharides (dp6) to dodecasaccharides (dp12) were chemo-

enzymatically synthesized as previously described [32]. HS tetrasaccharide (dp4) was chemically 

synthesized as previously described by fluorous supported modular synthesis [33]. 

 

Protein expression 

An expression vector encoding the human roundabout homolog 1 precursor (Robo1, 

NP_002932, Uniprot Q9Y6N7) Ig domains 1 and 2 (residues 58–266) in the pGEn2 vector was 

previously described [34]. The vector encodes a fusion protein with an NH2-terminal signal 

sequence followed by an 8xHis tag, AviTag [35], “super-folder” GFP [36], the TEV protease 

recognition site [37], and the Ig1-2 domains of Robo1. Expression of the construct in mammalian 
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cells leads to translocation of the fusion protein into the secretory pathway, glycosylation, and 

secretion as a GFP-Robo1 Ig1-2 fusion into the conditioned media. 

A separate construct encoding leukocyte common antigen-related receptor protein 

tyrosine phosphatases (LAR-RPTP, NM_002840, Uniprot P10586) NH2-terminal signal 

sequence and Ig domains 1 and 2 (residues 1-231) in the pGEc2 vector. This construct encodes a 

fusion protein containing the LAR signal sequence and Ig1-2 domains followed by the TEV 

protease recognition site, “super-folder” GFP, AviTag, and 8xHis tag. Expression of the 

construct in mammalian cells leads to translocation of fusion protein into the secretory pathway 

and secretion as a Robo1 Ig1-2-GFP fusion into the conditioned media. Mass spectrometry data 

indicated that the single Asn117-Thr-Ser119 N-glycosylation sequon in the LAR coding region 

is not occupied with an N-glycan structure. 

Both fusion protein expression constructs were transiently transfected into mammalian 

cells using either FreeStyleTM 293-F cells (Thermo Fisher Scientific) for protein production 

containing wild type glycans (complex-type glycans) or HEK293S (GnTI-) cells [38] (ATCC) 

for expression with high mannose glycan structures (predominately Man5GlcNAc2-Asn 

glycans). Both cell lines were maintained in culture media comprised of 9 volumes FreeStyleTM 

293 expression media (Thermo Fisher Scientific) and 1 volume EX-CELL® 293 serum-free 

medium (Sigma) (9:1 media) as previously described.  Suspension cultures (1 L) of either 

HEK293S (GnTI-) cells or FreeStyleTM 293-F cells were transfected with the respective 

plasmid DNAs using polyethyleneimine (linear 25 kDa PEI, Polysciences) as transfection 

reagent as previously described [39]. The cultures were diluted 1:1 with culture medium 

containing 4.4 mM valproic acid (2.2 mM final concentration) 24 h after transfection, and 

protein production was continued for a further 5 days at 37°C. 
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Protein purification 

Protein purification, deglycosylation, and tag removal employed workflows similar to 

prior structural studies on rat ST6GAL1 [39]. Briefly, the conditioned culture medium was 

loaded on a Ni2+-NTA Superflow (Qiagen) column equilibrated with 20 mM HEPES, 300 mM 

NaCl, 20 mM imidazole, pH 7.4, washed with column buffer, and eluted successively with 

column buffers containing stepwise increasing imidazole concentrations (40-300 mM). The 

eluted fusion protein was pooled, concentrated, and mixed with recombinant tobacco etch virus 

(TEV) protease (1:10 ratio relative to GFP-Robo1 or LAR-GFP) and incubated at 4°C for 24 h. 

The samples were diluted 15-fold in elution buffer without imidazole and re-applied to the Ni2+-

NTA column to allow collection of the Robo1 or LAR products in the flow-through fractions. To 

produce Robo1 with minimal glycosylation, the purified protein expressed in HEK293S(GnTI-) 

cells was treated with endoglycosidase F1 (EndoF1), which cleaves the glycan structure between 

the two core GlcNAc residues and truncates glycans to a single GlcNAc residue [39]. EndoF1 

was added concurrently with TEV protease at a 1:10 ratio relative to the GFP-Robo1 and 

incubated at 4°C for 24 h. Dilution to lower the imidazole concentration was followed by passing 

through a Ni2+-NTA column to remove the fusion tag and His-tagged TEV protease and EndoF1 

to allow collection of the Robo1 product in the flow-through fractions. Each of the protein forms 

(Robo1 containing wild type glycans, Man5GlcNAc2-Asn glycans, or a single GlcNAc, or LAR 

containing no glycans) were further purified on a Superdex 75 gel filtration column (GE 

Healthcare) and peak fractions were collected and concentrated by ultrafiltration to 30 mg/ml for 

mass spectrometry analysis. 
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Sample preparation  

For MS analyses under nondenaturing conditions, Robo1 was diluted in 20 mM ammonium 

acetate buffer, pH 6.8, to a final concentration of 20 μM. Robo1-HS complex was obtained by 

incubating Robo1 with HS oligosaccharides at room temperature for 60 min. Protein calibrants 

were diluted in either denaturing solution or nondenaturing solution to a final concentration of 10 

μM. 

 

IMMS measurement and data analysis 

NanoESI-IMMS experiments were performed using a quadrupole-TWIMS-TOF hybrid 

mass spectrometer (Synapt G2 HDMS; Waters Corp., Manchester, UK) in positive ionization 

mode. Protein samples were injected into the nanoESI source through a fused-silica emitter 

(PicoTip; New Objective, Woburn, MA, USA) with a flow rate varying from 0.2 to 0.5 uL/min. 

The applied experimental parameters were capillary voltage, 1.4 kV; sampling cone voltage, 20 

V; extraction cone voltage, 5 V; source temperature, 30 °C; flow rate of nitrogen in the IM ion 

guide, 50 mL/min; flow rate of helium in the helium cell, 180 mL/min; transfer collision energy, 

0 V. Different sets of wave height and corresponding wave velocity were examined to optimize 

the mobility separation. The drift times of the calibrants and Robo1 samples were measured and 

identical experimental conditions were stringently applied. 

For monitoring the collisional induced unfolding (CIU) of Robo1 and its complexes, 

protein ions of a selected charge state were isolated in a quadrupole mass filter and activated in 

the trap ion guide where subsequent collisional induced activation of ions takes place, followed 

by separation in the TWIMS ion mobility stage, and detection by TOF-MS. 
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Data analysis was performed using MassLynx 4.1 and Driftscope (Waters Corp., 

Manchester, UK). The CIU data was analyzed using CIUSuite [40]. CIU fingerprints of protein 

ions, which records the relative ion intensity (normalized and smoothed using Savitsky-Golay 

filter) as a function of collision energy and drift times, were shown in a 2-D contour plot using 

the CIUSuite plot function. The CIUsuite detect function was applied to identify and extract the 

most intense CIU features of the fingerprint based on a first derivative analysis, providing 

centroid drift times, transitional voltage, and stability range of each detected feature. 

 

Converting drift times into collision cross sections (CCSs) 

The CCSs of Robo1 and Robo1-HS complexes were calibrated based on an empirical 

relationship between the drift times of protein calibrants and their known CCSs obtained 

previously by DTIMS. Briefly, a selected set of native and denatured protein calibrants, with a 

mass range from 12 to 102 KDa and a CCS range from 2303 to 5550 Å2 were employed. The 

drift times of these calibrates were corrected for mass-dependent flight time spent in the transfer 

ion guide and TOF mass analyzer and mass-independent flight time spent in the transfer ion 

guide. The CCSs of these calibrants were corrected for their charge state and reduced mass with 

respect to the buffer gas. The natural logarithm of corrected CCSs were plotted against the 

natural logarithm of corrected drift times and a mathematical formula ( 𝐋𝐧 𝛀′ = 𝐀×𝐋𝐧 𝐝𝐭′ + 𝐁 ) 

was derived. The coefficient A was extracted to calculate the effective drift times 𝐝𝐭′′: 

𝐝𝐭′′=(𝐝𝐭′)𝑨 𝒛

√𝝁
. A calibration curve was generated by plotting the literature CCSs as a function of 

𝐝𝐭′′. The experimental CCS of the analyte ion were derived from this calibration curve based on 

the measured drift time [41]. 
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Molecular dynamics (MD) simulations and theoretical CCS calculations 

Topology and coordinate files for Robo1 and Robo1-HS complexes were generated using 

the tLeap program, employing the ff99SB and GLYCAM06 (version j) parameters for the 

protein and GAGs, respectively. Each system underwent energy minimization (1000 steps) in 

implicit solvent (IGB = 2). The net charge on each system, after energy minimization, was 

neutralized by addition of an appropriate number of counter ions (Na+ or Cl–). This was followed 

by solvation with TIP3P water molecules in a cubic box extending at least 12 Å from any atom 

of the solute. 

All MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP in Amber14. Energy minimization of the solvent was performed in an NVT 

ensemble (1000 steps of steepest descent, 24,000 steps of conjugate gradient), followed by a full 

system energy minimization (1000 steps of steepest descent, 24,000 steps of conjugate gradient). 

The systems were heated from 5 to 300 K over 60 ps in an NVT ensemble, with a weak 

positional restraint (10 kcal/mol-Å2) on the atoms in the solute. A Berendsen-type thermostat 

with a time coupling constant of 1 ps was utilized for temperature regulation. Equilibration and 

production were performed at constant pressure (NPT ensemble; 1 atm) with a pressure 

relaxation time of 1 ps. After the heating step, the restraints were removed from the solute atoms, 

and the entire system was allowed to equilibrate at 300 K for 1 ns. All covalent bonds involving 

hydrogen atoms were constrained using the SHAKE algorithm, allowing a simulation time step 

of 2 fs. Scaling factors for 1–4 interactions were set to the recommended values of 1.0 and 1.2 

for the GAG and protein, respectively, and a non-bonded interaction cutoff of 8.0 Å was 

employed. Long-range electrostatics were computed with the particle mesh Ewald (PME) 

method. Data were collected for 200 ns for each system. Post-processing of the MD simulations 
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was performed using CPPTRAJ module of Amber. The graphical representations were generated 

using VMD. CCSs were calculated using 50 frames extracted from the last 100 ns of the 

simulation using MOBCAL. Each of these frames was minimized in vacuo, followed by the 

calculation of CCS using the projection approximation and trajectory methods. 

 

Results and discussion 

Native Mass Spectrometry of unbound and HS-bound Ig1-2 domains of Robo1 

The native mass spectrum of the N-terminal Ig1-Ig2 domains of unbound Robo1 was first 

acquired under non-denaturing conditions without the addition of any HS (Figure 5.1 a). A 

dominant monomeric form of Robo1 with a charge state distribution ranging from +13 to +9 

over a m/z range of 1800-2700 was observed. The narrow distribution of these lower charge 

states indicates that Robo1 ions adapt a natively folded and compact conformation with fewer 

basic sites exposed for protonation, and the solution structure of Robo1 survived the ionization 

process and the environment of the TWIMS instrument. An average molecular weight of 

approximately 23.5KDa was obtained, in agreement with the literature molecular weight of 

Robo1 with a single N-Acetylglucosamine (GlcNAc) residues attached at asparagine (210). A 

dimeric form of Robo1 with a charge state distribution ranging from +16 to +13 was also 

observed, but its biological relevance is unclear due to its low abundance.  

Robo1 was next incubated with an equi-molar mixture of fully sulfated HS ranging in 

size from dp4 to dp12 to reach a final molar ratio of 1:3 (protein to GAG). These HS 

oligosacchrides consist of repeating disaccharide units of (IdoA2S-α-(1-4)-GlcNS6S)n. The 

overall charge state distribution remained unchanged, while additional peaks corresponding to 

the formation of Robo1-HS complexes in a binding stoichiometry of 1:1 were observed for each 
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charge state (Figure 5.1 b). The fact that HS as short as a dp4 can be able to form 1:1 complex 

with Robo1, is in accordance with a previous SPR competition experiments which showed that 

HSs longer than dp2 is required to efficiently compete with chip immobilized heparin for 

interacting with Robo1[44]. The absence of complexes in other binding stoichiometries agreed 

with previous findings determined by size-exclusion chromatography [26]. 

 

Size dependent specificity of Robo1-HS interactions 

Since HS oligosaccharides of different sizes competed with each other for Robo1, the 

abundance of the complex peaks should provide an experimental estimation of their binding 

  

 

Figure 5.1 (a) native ESI mass spectra of unbound Robo1, which shows a dominant 

monomeric form of Robo1 with a narrow charge state distribution; (b) Robo1 incubated with 

an equi-molar mixture of HSs ranging in size from dp4 to dp12. The +12 charge state of each 

Robo1-HS complex is color coded based on the HS oligosaccharide. 
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affinity towards Robo1. Despite a few overlapping peaks between +n charge state of unbound 

Robo1 and +(n+1) charge state of Robo1-HS complex, the overall trend for all the charge states 

is that the Robo1-dp8 complex displayed the most abundant peak among all the complexes, and 

its abundance was even higher than those complexes with longer HSs that carry more charged 

modifications. These observations clearly indicated that Robo1-HS interaction is highly sensitive 

to the size of HS instead of driven by overall level of charge/sulfation. The facts that a high 

affinity interaction between Robo1 and HS requires a structural motif of a distinctive size, and 

adding more saccharide units or sulfations inhibit the interaction agree with the binding 

behaviors of a highly specific interaction. 

Coincidently, a previous experiment on exposing Xenopus embryonic brains to 

selectively desulfated heparins followed by assessing their mistargeting-inducing activity suggest 

that the minimum size of HS required for mistargeting is dp8 [45]. Another previous study based 

on separation and sequencing of Robo1-bound, natural derived HSs also identified a dp8 as a 

potential ligand for this interaction, despite that the detailed sulfation patterns are different from 

the dp8 used in this study [46]. Taken together with our observation that a HS dp8 has the 

highest binding affinity towards Robo1 when competing with longer, more sulfated HSs suggest 

that the binding epitope on Robo1 could be a shallow grove which prefer to accommodate a HS 

dp8.   

 

 

Conformational change involved in Robo1-HS interaction 

Evidence of a possible conformational change within Robo1 was observed upon the 

binding of HS/Hp in previous studies: using surface plasmon resonance (SPR), a much better fit 
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for the Robo1-Heparin/HS binding data was achieved with a two-state (conformational change) 

binding model than a 1:1 Langmuir model [44]; using hydroxyl radical protein footprinting 

(HRPF) mass spectrometry (MS), residues on Ig2 domains was observed to be less solvent-

exposed upon the binding of heparin, suggesting a dynamic movement of Ig2 domain or a 

conformational change of the first two Ig domains [47]. Therefore, in the current study, TWIMS 

was applied to investigate whether Robo1 undergoes a conformational change due to the binding 

of HS and to directly measure the conformational change if there is any.  

The arrival time distribution of unbound Robo1 displayed a distribution featuring two 

separate peaks. Two Gaussian distributions were used to fit the measured arrival time 

distribution according to its shape, with each Gaussian distribution representing a potentially 

stabilized gas-phase conformation (Figure 5.2 a). The conformation with a lower drift time 

corresponds to a more compact conformation of Robo1, with a relative peak abundance of 20.1± 

0.2 %. The more dominant conformation with a higher drift times corresponds to a more open or 

extended conformation.  

The arrival time distribution of Robo1 in complex with a fully sulfated HS dp6 (Figure 

5.2 b) also observed two peaks, corresponding to two stabilized gas-phase conformations with 

different shape and compactness. The relative peak area of the conformation with a lower drift 

time is 51.7± 1.1%, indicating a higher population of folded conformation in the complex form 

of Robo1. We attributed the dramatically shifted conformation equilibrium upon the binding of 

HS to a more favorable interaction between HS and Robo1 in the more compact conformation. 

The experimental collision cross sections (CCSs) for the two conformations observed for 

both unbound and HS-bound Robo1 were calibrated based on the measured drift times and are 

summarized in Table 5.1. The experimental CCS of the compact conformation is approximately 
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17.3% smaller compared with the other conformation in the unbound form, which is in close 

agreement with the experimental CCS difference between the two conformations in the 

complexed form (approximately 16.8%).  

Previously two distinctive crystal forms including one linear shape and one slightly bent 

shape were resolved for the Ig1-2 region of human Robo1 [18]. Both two crystal forms were 

used for the calculation of theoretical CCSs of Robo1, which were then compared with the 

experimental CCSs. Though the crystal structure of HS-bound Robo1 is not available, a 

constrained docking model proposed by a previous NMR study was used to estimate the 

theoretical CCS of the Robo1-HS complex [48]. Three methods were used for calculating 

theoretical CCSs, as shown in Table 5.2. Previous studies showed that projection approximation 

(PA) and trajectory (TM) method set the lower and upper limit of the range of acceptable 

experimental CCSs, while calibrating the PA CCSs to generate scaled PA CCSs allow a better 

comparison of experimental and theoretical CCSs [49, 50].  

To our surprise, though the elbow angle of the two crystal forms varies from 140° to 

180°, their theoretical CCSs are quite comparable. It is also worth noting that the theoretical 

CCSs evaluated from the crystals structures are in close agreement with the experimental CCS of 

the more extended conformation. These observations indicated that in addition to the 

conformation that matches with the crystal structures, a new conformation was observed in 

TWIMS experiment, corresponding to a more compact structure of Robo1 with a much smaller 

CCS. The fact that HS dp6 preferentially interacts with this new and more compact conformation 

suggest a higher biological relevance of the new conformation, though solution phase evidence is 

necessary to confirm this suggested postulation.  
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A putative model for the newly identified conformation was proposed, based on the 

structural similarities of the extracellular Ig1-Ig2 domains of leukocyte common antigen-related 

receptor protein tyrosine phosphatases (LAR-RPTP). LAR-RPTP also belongs to the cell 

adhesion family of prtoein, it shows HS binding affinity and is also functionally involved in the 

development of vertebrate nervous system [51]. In its crystal structure, the first two Ig domains 

of LAR-RPTP align parallel with each other and form a much more dramatically bent, V-shaped 

structure [52], which was used as the template to build a LAR-Robo1 hybrid model (Figure 5.3). 

The theoretical CCS of the proposed LAR-Robo1 hybrid model was measured, and is in close 

agreement with the experimental CCS of the more compact conformation of Robo1 (Table 5.2), 

which indicate that this LAR-Robo1 hybrid model may represent a similar compact structure that 

Robo1 adopts in TWIMS experiment. 

We have also analyzed the Ig1-Ig2 domains of LAR-RPTP. In contrast to Robo1, only 

one compact conformation was observed for LAR-RPTP. The observance of a single 

conformation is expected, since the V-shaped structure of LAR-RPTP is greatly stabilized 

though the presence of tight interaction including hydrogen bonds, salt bridges and hydrophobic 

interactions between its Ig1 and Ig2 domains. Theoretical CCSs of LAR-RPTP also agreed with 

its experimental CCSs (data not shown). 

Although the role of HS in the Robo1-Slit signaling is well recognized, the molecular 

details of how they interact to form the ternary signaling complex are still unknown. Previous 

experiment that selectively mutated amino acids from different domains of Robo1 followed by 

evaluating the effect using solid phase assay identified that the major Slit binding site is 

primarily conserved in Ig1 domain of Robo1 [19]. Using SPR, a 10 times lower Kd was 

measured for the Ig2 domain, indicating a negligble binding affinity compared with Ig1 [18]. 



 

180 

However, a previous domain deletion mutagenesis experiment showed that removing the Ig2 

domain completely abolished the biological activity of Robo1 to interact with Slit in vitro [32]. A 

recent domain deletion study suggests that Ig2 domain of Robo1 is the only Ig domain other than 

Ig1 that contributed to its binding to Slit as well as its function of axonal localization guidance 

and repulsive signaling in vivo [53]. Therefore, it seems that both the Ig1-Ig2 domains of Robo1 

are required for interacting with Slit, but this also contradicts with the crystallographic findings 

of Robo1-Slit complex, which suggest that a conserved motif on Slit forms a concave binding 

site for Robo1 that can only accommodate a single Ig domain [18]. These observations raised 

questions about the contribution of the Ig2 domain in the Robo1-Slit interaction. Moreover, 

studies on the crystal structures of Ig1-Ig2 domains of human and Drosophila Robo1 both 

reported substantial flexibility of the hinge region, and have both raised questions about the 

biological relevance of this flexibility.  

Taking our and other’s observations together, we proposed that HS plays an essential role 

in activating Robo1. Native Robo1 prefers to stay in a more extended conformation, as shown in 

our TWIMS measurement and identified by previous X-ray crystallography experiments. The 

function of HS is to either selectively recognize and interact with the less abundant compact 

conformation of Robo1, or induce a conformational change of the more extended conformation 

as they interact with each other, resulting in the increased population of the more compact 

conformation in the complexed form of Robo1. It is likely that the compact conformation of 

Robo1 has higher biological activity than the extended conformation and is more efficient in 
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stabilizing the interactions between Slit and Robo1, further facilitating the formation of the 

ternary Robo1-Slit-HS complex and the downstream signaling processes.  

 

  

 

Figure 5.2 Arrival time distributions (ms) of +11 charge state of unbound Robo1 (a) and Robo1 

bound with a fully sulfated HS dp6 (b) both display one compact conformation and one 

extended conformation. The relative ion population areas of the more compact conformation 

for unbound and complexed Robo1 are 20.1± 0.2 % and 51.7± 1.1%, respectively, indicating 

that HS dp6 preferentially interacts with the more compact conformation. 
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Table 5.1 Experimental CCSs of the two conformations for Robo1 and Robo1-

HS dp6 complex 
Experimental CCS (Å

2
) Apo Robo1 Robo1-HSdp6 complex 

Compact Conformation 2026.1±8.8 2076.4±8.1 

Extended Conformation 2376.7±8.1 2425.1±14.0 

 

 

 

  

 

Figure 5.3 The proposed structure for the compact conformation of Robo1 is shown in blue. 

The structure of LAR-RPTP which was used as the template is shown in yellow.  

 



 

183 

Table 2. Theoretical CCSs of Robo1 and its complex 

 
PA CCS (Å

2
) TM CCS (Å

2
) Scaled PA CCS (Å

2
) 

Robo1  
(linear crystal) 2042.9±4.3 2528.1±9.2 2328.9±7.1 

Robo1  
(slightly bent crystal) 2038.4±3.4 2524.9±9.8 2323.8±3.9 

Robo1-dp6 complex  
(Docked structure) 2166.6±3.5 2682.0±9.8 2469.0±4.0 

Robo1 
(Proposed model) 1824.5±3.0 2285.7±6.7 2079.9±3.4 

 

Sulfation pattern dependent specificity of Robo1-HS interaction  

In an effort to examine the effect of structural diversity on Robo1-HS interactions, an 

equi-molar mixture of Hp dp12 with different sulfation patterns were incubated with Robo1 to 

reach a final molar ratio of 1:2 (protein to GAG). Peaks corresponding to the formation of 1:1 

Robo1-HS dp12 complexes were observed for the fully sulfated, N, 6-O- sulfated and N, 2-O- 

sulfated whereas no complex corresponding to the de-2-O and de-6-Osulfated dp12 bound 

Robo1 was observed (Figure 5.4). It is evident that the peak abundance for Robo1-fully sulfated 

dp12 is much lower than those complexes with HS missing 6-O or 2-O sulfations. The fact that 

absence of 2-O or 6-O sulfations improved binding is in great contrast to the less specific FGF1-

HS binding system that we investigated before [31]. These observations indicated that Robo1-HS 

interaction is sensitive to the sulfation pattern of HS, rather than driven by the amount and 

density of charged groups. However, since the peak abundance of the N, 6-O- sulfated dp12 

bound complex and the N, 2-O- sulfated sulfated dp12 bound complex are comparable, we 

cannot compare the contribution of 2-O and 6-O sulfation based on MS measurements alone. 
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We then checked the ion mobility profile of Robo1 in complex with differently modified 

HS dp12s (Figure 5.5). The IM profiles of different Robo1 complexes were quite distinct from 

each other, indicating that sulfation pattern of HS dictates different binding modes with Robo1. 

Though two peaks corresponding to two conformations with different shape and compactness 

were observed for each complex, the abundance of the more compact conformation varies for 

each complex, indicating that alteration of the sulfation pattern of HS affected its capability to 

recognize the compact conformation.  

 

A previous SPR study which measured the competition between chip immobilize heparin 

and selectively desulfated heparin-derived oligosaccharides in solution demonstrate that N-sulfo 

and 6-O-sulfo sulfations contribute more to the interaction than 2-O sulfations [44]. Another 

study which measured the binding affinity of chip immobilized Robo1 and a series of chemically 

  

 

Figure 5.4 Native ESI mass spectra of Robo1 incubated with an equal molar mixture of HS 

dp12 with different sulftion patterns. Peaks corresponding to Robo1 in complex with fully 

sulfated and selectively desulfated dp12 are color coded according to the HS oligosaccharide. 
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modified HS dp4 suggest that 2-O sulfation has a negative effect on the interaction [46]. 

Comparing the IM profiles of fully sulfated dp12 bound and de-2-O sulfated HS dp12 bound 

  

 

Figure 5.5 Arrival time distributions (ms) of +11 charge state of Robo1 in complex with fully 

sulfated dp12 (upper), Robo1 with N, 2-O- sulfated dp12 (middle) and Robo1 with N, 6-O- 

sulfated dp12 (bottom). The relative ion population areas of the compact conformation for each 

Robo1-dp12 complex are 43.5± 0.7 %, 45.7± 0.7 % and 54.1± 0.4 %, respectively. The 

observation that HSs with different sulfation patterns have different preference for these two 

conformations indicates HS sequence specificity. 
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complex, the relative ion population area of the more compact conformation of Robo1 increase 

by over 10% after removing 2-O sulfation. This observation indicates that removing 2-O 

sulfation leads to a more effective binding with the compact conformation, consistent with those 

previous results. Taken together, the Robo1-HS interaction requires a specific combination of 

different patterns of sulfation for recognizing the more functionally relevant conformation of the 

protein. 

This observation is in great contrast to the behavior of the chemokine MCP-1 dimer-HS 

interaction [54]. Though two conformations were also observed for MCP-1 dimer, only fully 

sulfated HS demonstrated a preferential binding towards the compact conformation. Selectively 

desulfated HS showed decreased binding affinity towards the more compact conformation. The 

relative ion population areas of the two conformations of MCP-1 dimer in complex with 

differently modified HSs were quite comparable. The different behavior of Robo1 and MCP-1 

indicates that Robo1 has a more stringent and more specific requirement for its HS ligand. 

 

The effect of glycosylation on conformation and binding affinity of Robo1 

Native Robo1 has a glycosylation site at the asparagine residue located near the C-

terminus of its Ig1 domain, with a full size, complex type of N-glycan attached. The results 

above were detained with a more homogeneous form of Robo1 with a single GlcNAc residue 

attached. Additional experiments were performed to investigate whether different size and 

composition of glycosylation may affect the form, population/equilibration and stability of the 

gas-phase conformation of Robo1. Three glycoforms of Robo1 from two batches of expressed 

Robo1 were investigated. The first batch was expressed in FreeStyleTM 293-F cells to produce 

wild-type Robo1 which exhibits heterogeneous mixture of N-glycans. The second batch was 
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expressed in HEK293S (GnTI-) cells to produce a high-mannose form of Robo1. For comparison 

purposes, some of these products were treated with EndoF1, which specifically cleave in 

between two GlcNAc residues of the core structure of N-glycan to generate some 

monosaccharide form of Robo1. 

The native MS of different glycoforms of Robo1 are shown in Figure 5.6. Three peaks 

that correspond to +11 charge state of Robo1 with one GlcNAc attached, Robo1 with a full 

length, high mannose form of N-glycan attached (Man5GlcNAc2) and Robo1 with 

heterogeneous, full length N-glycans attached (Gal3GlcNAc3Man3GlcNAc2Fuc1), were 

selected for the further IM experiments. Regardless of glycosylation forms, two IM peaks 

corresponding to two conformations were observed.  The compact form of Robo1 was even more 

abundant for the glycoforms with full-length glycans than for the monosaccharide form. These 

observations indicated that increasing the size of N-glycan shifted the conformational 

equilibrium of Robo1 and preferentially stabilized the more compact conformation. Robo1 used 

to generate the crystal structures did not have any N-glycan attached, which may explain why the 

more compact conformation was not resolved by X-ray crystallography [18].  

We then incubated Robo1 of different glycoforms with a fully sulfated HS dp6 and 

measured the ion mobility profiles of formed complexes. As shown in Figure 5.6 b, the compact 

conformation of Robo1in complex form is still the dominant peak regardless of the attached N-

glycan, indicating that HS still maintained its preference for the compact conformation of Robo1, 

and this preference was not dramatically affected by altering the size and composition of the 

attached N-glycan.  

Altogether, we observed that Robo1 stayed in two conformations regardless of the 

variations of the size and composition of the N-glycan component, but the relative abundance of 
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each conformation varied. Though a full-length N-glycan contributed to a higher stabilizing 

effect of the more compact conformation, it did not have a substantial effect on the binding 

preference of HS for the compact form of Robo1. 

  

 

Figure 5.6 (a) Native ESI mass spectra of different glycosylation forms of Robo1; (b) Arrival 

time distributions (ms) of +11 charge state of different glycosylation forms of Robo1 with and 

without the binding of a fully sulfated HS dp6. The relative ion population areas of the compact 

conformation for each glycosylated form of Robo1 are 20.1± 0.2 %, 41.3± 0.9% and 40.3± 0.8 

%, respectively. The relative ion population areas of the compact conformation for each 

glycosylated form of Robo1-HS dp6 complex are 51.7± 1.1%, 46.7± 0.4% and 45.3± 0.9%, 

respectively.  
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Gas phase stability of Robo1 and Robo1-HS complexes 

The impact of HS binding on the stability of the three-dimensional structures of Robo1 

and Robo1 complexes was examined with collision induced unfolding (CIU) experiments. In 

these experiments, trapping collisional energy (CE) were applied to selected Robo1 and Robo1-

HS complex ions to gradually increase their internal energy, while the resulting conformational 

transition from a fully folded state to a fully unfolded state due to collision activation was 

tracked. The resulting CIU fingerprints of the 10+ charge state of Robo1 and Robo1-HS 

complexes are shown in Figure 5.7 as contour plots, in which the drift time and intensity of each 

feature that emerged during the unfolding process was plotted against the trap CE, which was 

ramped from 0V to 80V in 2.5V increments. 

The CIU fingerprint of unbound Robo1 exhibits three features. The first feature, which 

has the lowest drift time, corresponds to a natively folded, compact conformation. A second 

feature appeared at a CE of 10V and stayed stabilized up to 30V, which corresponds to an 

intermediate state or a more extended, partially unfolded conformation. As the CE was increased 

to 80V, the third feature started to emerge, indicating that Robo1 has completely unfolded.  

The CIU fingerprints of 1:1 Robo1-HS dp4/dp6 complexes showed similar unfolding 

behavior. Compared with unbound Robo1, the most compact and the partially unfolded features 

showed more elongated shape while the fully unfolded feature started to evolve at much higher 

voltages, indicating that all three features were dramatically stabilized upon the binding of these 

short HS oligosaccharides. In contrast to the complexes formed with HS dp4/dp6, the CIU 

fingerprints of Robo1-HS dp8/dp10/dp12 complexes exhibited only two principal 

conformational features which evolved at similar CE. The absence of a fully unfolded feature 
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indicated that interacting with HS oligosaccharide larger than dp8 induced higher stability 

against collision induced activation and protected the protein from completely unfolding. 

 

In our previous study on the less specific FGF1-HS interactions, we observed that the 

degree of gas phase stabilization of FGF1-HS complexes directly correlated with the size of the 

HS: the larger the HS oligosaccharide, the higher the gas-phase stability of HS bound complexes. 

In contrast, for the current case of Robo1-HS interaction, we observed comparable unfolding 

features for Robo1-dp8/dp10/dp12 complexes, indicating that there was no dramatic increase of 

  

 

Figure 5.7 The 2D-contour CIU fingerprints of unbound Robo1 and Robo1-HS complexes, 

with HS of increasing size from dp4-dp12. The ion intensities are indicated by a color axis. As 

the size of HS increases, the conformational stability of the complex increases accordingly, but 

HS longer than dp8 prevented the complete unfolding of Robo1 upon activation. 
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gas-phase stability as the size of HS becomes larger than dp8. Taken together with our 

observations that HS dp8 has the highest HS binding affinity in the competition experiment and 

adding extra saccharide units failed to improve the binding, the collective evidence supports the 

hypothesis that the binding pocket/motif on Robo1 is about the size of a dp8, and no larger HS 

oligosaccharide is required for a high affinity interaction with Robo1 to stabilize Robo1 against 

unfolding. 

 

Conclusions 

This study focused on the application of TWIMS to investigate the conformational details 

of the interactions between Robo1 and a series of HS oligosaccharides of different primary 

sequence and size. Robo1 exhibits two interchangeable conformations in the gas phase, one with 

a cross section that matches the structure previously reported using X-ray crystallography and a 

previously unreported, more compact structure which exhibits a higher binding affinity towards 

HS. The data suggests that HS mediates the assembly of Robo1-Slit-HS complexes based on 

stabilizing or promoting Robo1-Slit binding through a conformational change mechanism. 

Studies using different glycoforms of Robo1 suggest that this mechanism is independent of the 

composition and size of N-glycan attached to Robo1. 

The results also suggest that the Robo1-HS interaction specifically recognizes a structural 

motif on HS. Alternating the pattern of sulfation on the sequence had a measurable effect on the 

degree of binding. Though the actual sequence cannot be defined yet, the observations suggest 

that this structural motif is about the size of a dp8 and is preferentially modified with N- and 6-

O- sulfations of GlcN, and weakened by 2-O sulfation of IdoA. Not only did this structural motif 

mediate the conformation change involved in Robo1-HS interaction, it also showed the highest 
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binding affinity towards Robo1 and was capable of protecting Robo1 from collision-activated 

unfolding. Collectively, these observations provide new insights into the way HS mediates 

Robo1-Slit interactions. These results also highlighted the potential of using heparin/HS based 

agents to regulate biological processes mediated by Robo1-Slit interactions.  
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CHAPTER 6 

CONCLUSIONS 

Highly sulfated GAGs, especially Hp/HS interact with many proteins to exert their 

essential regulatory roles. Though many classical structural biology approaches including NMR 

spectroscopy, X-ray crystallography and SPR have been used to study these interactions, there is 

a growing need for new techniques which can complement traditional methods, are compatible 

with broader range of molecular weight and can analyze heterogeneous biomolecules samples at 

physiologically relevant concentrations. In the meantime, despite the widely use of Hp as an 

anticoagulant drug, there is only a few of GAG–protein interactions that feature a defined 

structure motif or possess specific structural requirements, so new approaches of high speed and 

sensitivity is required for identifying more GAG-protein binding pairs of specificity and 

therapeutic potential. 

MS techniques use only nanogram to microgram of samples, and can be easily combined 

with other analytical techniques to probe the structure and dynamics of HBPs and their 

complexes with GAGs in a fast, sensitive, solvent effect free and high throughput fashion. More 

importantly, coupled with IM separation, MS techniques allow an easy and straightforward 

measurement of change in absolute protein conformation and their conformation dynamics, 

which has been difficult for many classical methods but is crucial for elucidating the nature and 

function of GAG-protein interactions. 

The MS method that is extensively applied in this dissertation is the approach of native 

MS coupled with TWIMS, an emerging method that has been widely used in the field of 
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structural biology. In chapter three, the capability of TWIMS to measure protein 

conformational changes in Hp/HS-protein binding events was validated using the well 

characterized HBP ATIII, a serine protease inhibitor whose activity is dependent on a 

pentasaccharide sequence occurs on a third of Hp chain. The highly specific binding partner for 

ATIII was chosen as Arixtra, which is the smallest synthetic Hp containing the required 

pentasaccharide sequence.  

Our TWIMS results suggest that not only the natively folded conformations of ATIII in 

its free and Arixtra bound form were maintained in TWIMS experiments, the gas phase 

experimental data acquired using TWIMS were consistent with the known molecular details of 

ATIII-Arixtra binding: TWIMS experiemnt reproduced the 1:1 binding stoichiometry for 

Arixtra-bound ATIII interaction. Experimental CCSs derived from IM measurements suggest 

that binding of Arixtra to ATIII caused a 3.6 % increase in its rotationally average conformation. 

Both the absolute CCSs of ATIII and its complexes as well as the degree of CCS change agreed 

with theoretical CCSs measurements based on their known crystal structures. 

Furthermore, the binging affinity and specificity of ATIII-Arixtra interaction known from 

previous solution phase measurements survived the translation into gas phase, as revealed by 

control experiments, in which HS oligosaccharides with different sequence and sulfation 

modifications were used to verify the importance of an intact pentasacchride sequence in 

maintaining the anticoagulant activity of ATIII. We also observed that IM profiles of ATIII 

complexes can be used to determine the corresponding binding specificity.  

Moreover, the influence of collisional activation on the gas phase conformation of ATIII 

and ATIII-Arixtra complex revealed that the binding of Arixtra provided ATIII with additional 

stability and slowed down the process of collision induced unfolding. 
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With the successful application of TWIMS in the ATIII-Arixtra binding system, TWIMS 

was then used to investigate a more complicated GAG-protein interaction, the FGF signaling 

system, as described in chapter four. It is known that HS mediates FGF signaling by dimerizing 

FGF and associating FGF and FGFR on the surface of target cells to form trimeric signaling 

complexes, but there are still controversies in terms of binding specificity of their interactions 

and architecture of the formed trimeric complexes. TWIMS, coupled with molecular modeling 

were used to investigate how HS oligosaccharides of various lengths and fine structures affect 

the binding stoichiometry, binding specificity and gas phase conformational stability of FGF1-

HS interaction. 

Though previous results suggest that HS octasaccharide is the minimal length required 

for FGF1 dimerization and activation, our TWIMS results observed a specific binding between 

FGF1 and a HS tetrasaccharide containing the high affinity binding motif as well as the 

dimerization of FGF1 induced by this interaction. However, a general lack of specificity was 

observed for the interactions between FGF1 and longer HS oligosaccharides. We also observed 

that the degree of FGF1 oligomerization increases as the chain length of HS increases. Based on 

experimental CCSs measurements, plausible models of 2:1 and 3:1 FGF1-HS complexes were 

proposed. 

In addition, the conformational stability of different FGF1 complexes was assessed, and 

the observed trend suggest that longer HS oligosaccharides forming complex with higher gas 

phase stability against collision induced unfolding, which was further confirmed through 

calculating and comparing the binding free energies of each FGF1 complexes. 

In chapter five, TWIMS was used to study a much less characterized GAG-protein 

binding system, the interaction between Robo1 and HS. Robo1 is the receptor for secreted axon 
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guidance molecule, Slit. HSs act as essential co-receptor in Robo-Slit signaling by promoting the 

formation of trimeric signaling complexes. However, since the crystal structure of Robo1-HS or 

Robo1-Slit-HS complexes are still unavailable, whether a defined HS structure motif is involved 

in this interaction and how HS modulates the assembly of the signaling complexes are still 

unresolved questions.  

Our TWIMS results provided answers for these questions: HS oligosaccharides of 

different sizes or modified with different type of sulfations has distinctive binding affinity 

towards Robo1, suggesting that Robo1-HS interaction is of high selectivity and HSs play 

important roles in tuning the Robo1-Slit signaling through their fine structures. Interestingly, a 

conformational change of Robo1 upon the binding of HS was observed. Taking the previously 

known molecular details including consideration, we proposed that this conformational change is 

the basis of the HS mediated, high affinity binding of Robo1 to its Slit receptor. Even though 

most of our conclusions were based on measurements of Robo1 with a single GlcNAc attached, 

we also tested different glycoforms of Robo1 and our results suggest that the size and 

composition of the attached N-glycan affect the conformational stability of Robo1 but hardly its 

interactions with HSs. 

In addition, different from previous binding systems in which gas phase stability of 

GAG-protein complex dramatically increases as the size of HS oligosaccharide increases, Robo1 

stopped gaining additional stability as the size of HS oligosaccharide became longer than dp8, 

suggesting that dp8 could be the appropriate size to fit the binding groove on Robo1. 

Collectively, studies covered in this dissertation demonstrate the advantages of native MS 

coupled with TWIMS for characterizing the nature and structure-function relationship of 

different GAG–protein interactions. Future applications of this approach will be useful for 
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elucidating the role of GAGs in physiological and pathological processes mediated by their 

interactions with all types of HSPs as well as the structural requirements of GAGs for these 

interactions, facilitating the design and development of novel GAG-mimetic therapeutic agents.  
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SUPPLEMENTARY DATA FOR CHAPTER 4 

Crystal structure 1AXM comprises of three 2:1 FGF1-heparin-pentasaccharide complexes, while 

2AXM comprises of one 2:1 FGF1-heparin-hexasaccharide complex. The interactions between 

each heparin-FGF1 pair are slightly different, and in order to choose one structure for modeling, 

we split the models into pairs of FGF1 monomer - heparin dp4 with the heparin sequence of 

IdoA2OS-GlcNS(6S)-IdoA2S-GlcNS(6S). 1AXM was split into 6 FGF1-heparin tetrasaccharide 

pairs, and 2AXM was split into 4 pairs (by removing two residues from reducing or the non-

reducing end). To calculate the interaction energies, each model was subjected to a short implicit 

solvent minimization followed by single frame MM-GBSA energy calculation. The model with 

the highest interaction energy, chain B of 2AXM with the tetrasaccharide from the reducing end 

(Supplementary Table 1) was chosen for further simulations and CCS calculations.  

The same tetrasaccharide with FGF1 dimer was used to model the FGF1 dimer – DP4 complex.  

Supplementary Table 2 

FGF1 monomer – heparin tetrasaccharide complex MM-GBSA interaction energya 

1AXM chain A -47.3 

1AXM chain B -49.9 

1AXM chain C -40.4 

1AXM chain D -40.6 

1AXM chain E -44.4 

1AXM chain F -48.9 

2AXM chain A non-reducing end  -31.3 

2AXM chain A reducing end  -52.3 

2AXM chain B non-reducing end  -57.6 

2AXM chain B reducing end  -58.1 
akcal/mol 
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Supplementary Table 2. Quantification of the conformational difference in the CCS of the apo 

and complex forms of FGF1.  

 

Collision cross section (Å2) 

 

PA TM 

FGF1-DP4 1:1 complex 1353.1 1699.7 

FGF1 after removing HS DP4 1275.2 1604.0 

Apo-FGF1 (PDB id: 2AFG) 1288.9 1616.4 

CCS increase % due to GAG 4.9 5.2 

CCS increase % due to protein conformation 1.0 0.8 

 

Supplementary Table 3.  Theoretical CCS (Å2) for the modeled Cis FGF1-dp12 complexes in 

2:1 stoichiometry 

  Collision cross section (Å2)  

ID PA Scaled PA TM 

Cis-model-1 for 2:1 FGF1-dp12 complexes 2149.6 ± 3.6 2450.6 ± 4.1 2742.1 ± 8.3 

Cis-model-2 for 2:1 FGF1-dp12 complexes 2192.0 ± 4.2 2498.9 ± 4.8 2788.4 ± 6.9 
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Supplementary Figure 1. Structural representation of the two hypothetical cis forms that were 

modeled for the 2:1 FGF1-HS dp12 complex. Shown here are Cis-model-1 before (a) and after 

(b) and Cis-model-2 before (c) and after (d) the MD simulations. The protein and HS are 

represented as ribbons and stick, respectively. 
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Supplementary Figure 2. The 2D-contour CIU fingerprint of the dimeric apo-FGF1 and the 2:1 

FGF1-HS, with HS of increasing length from dp4-dp12. The ion intensities are indicated by a 

color axis. As the length of the HS increases, they form complexes with FGF1 and increase the 

conformational stability of the complexes accordingly.   
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Supplementary Figure 3.  The 2D-contour CIU fingerprint of the dimeric FGF1 bound with 

selected sulfated dodecasaccharides. The conformations were labeled as F and U, indicating folded 

and unfolded states, respectively. The ion intensities are indicated by a color axis. There is no 

substantial difference among the unfolding behavior of these four complexes. 
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Supplementary Figure 4. The structures of the (a) de-2-O- and de-6-O- sulfated dp12; (b) de-2-

O- sulfated dp12; (c) de-6-O- sulfated dp12; (d) fully sulfated dp12 that contains the critical 

binding motif. 
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Supplementary Figure 5. Arrival time distributions (ms) of +15 charge state of 3:1 FGF1-HS 

complex, with 2-O desulfated dp12 (upper), 6-O desulfated dp12 (middle) and fully sulfated 

dp12 (lower). 
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Supplementary Figure 6. Structural representation of 2:1 FGF1-dp6 dimeric complex, before 

(purple) and after (cyan) the in vacuo minimization. The protein and HS are shown in ribbon and 

stick representation, respectively. The protein backbones RMSD between the two structures is 

2.07 Å, suggest only modest change of the protein structure. 

 


