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ABSTRACT 

 Computational chemistry is a cornerstone for understanding a wide variety of 

chemical phenomena and different computational methods are specifically tailored to 

effectively analyze chemical problems.  By choosing the proper chemical methods, I have 

provided new insights to systems with applications to biofuels and pharmaceutical 

development.  My first study employs high-accuracy ab initio methods to obtain 

energetics for the combustion pathways connecting n-butanol to the toxic byproducts 

formaldehyde and acetaldehyde.  Results from “gold standard” coupled cluster methods 

and robust focal-point analysis indicate that the favored pathway is one long assumed to 

be unimportant.  

 Heterocycles abound in pharmaceutical compounds, and many heterocycles can 

exist as more than one tautomer. Identifying the most favorable among possible 

tautomers is vital for structure-based drug design, as different tautomers can engage in 

different non-covalent interactions in drug binding sites. At the same time, these same 

non-covalent interactions can impact the favored tautomer, in some cases leading to 

preferential formation of a tautomer that is disfavored for the isolated molecule. While 



 

the role of hydrogen-bonding on tautomerism is well-appreciated, stacking interactions 

(roughly parallel interactions of planar π-systems)1-4 have the potential to tune the 

preferred tautomeric state of drug-like heterocycles. To enhance our understanding of 

these effects, I first benchmarked density functional theory (DFT) methods against robust 

CCSD(T)/CBS computations, showing that M06-2X/def2-TZVP provides accurate 

tautomerization energies.  Applying this level of theory to a large set of annular 

tautomeric systems (including both known heterocycles and those that should be 

synthetically viable but have not yet been synthesized), I classified and identified 

structural and energetic trends.  Subsequently, I applied these findings to assess the 

impact of stacking interactions with the aromatic amino acids Phe, Tyr, and Trp on 

tautomeric equilibria, identifying a number of cases for which stacking interactions are 

predicted to change the preferred tautomer compared to that present in solution.   
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CHAPTER 1 

INTRODUCTION AND LITERATURE REVIEW 

Computational chemistry has proved vital for tackling many chemical problems, 

including conformational analysis, mechanistic studies, quantifying the strength of non-

covalent interactions, and structure-based design.  By operating in tandem with 

experiment, computational chemistry can provide unique insights that are inaccessible or 

too time-consuming to obtain using conventional laboratory techniques.  Over the last 

decade, computational methods have been refined to the point that they can now be used 

to tackle complex problems often with high levels of accuracy. However, computational 

cost scales with system size, limiting the depth to which larger systems may be studied.  

Coupling system size with appropriate computational methods is paramount to achieving 

quality results via a powerful chemical tool. 

Computational Methods 

There are a number of computational tools available that provide a wide range of 

accuracies.  In terms of high-accuracy predictions for small molecules, coupled cluster 

theory reigns supreme.  With its propensity for providing accurate energy computations, 

coupled cluster is the most widely used post-Hartree-Fock Method.  In coupled cluster 

theory, the exact electronic wavefunction is represented by an exponential ansatz, 

𝜓𝐶𝐶 = 𝑒𝑇̂𝜓𝐻𝐹
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where 𝜓𝐻𝐹 is the reference Hartree-Fock (HF) determinant and the cluster operator 𝑇̂ =

𝑇̂1 + 𝑇̂2 + 𝑇̂3… is a sum of excitation operators, e.g. 

𝑇̂1𝜓
𝐻𝐹 = ∑ 𝑡𝑖

𝑎𝜓𝑖
𝑎

𝑠𝑖𝑛𝑔𝑙𝑒
𝑒𝑥𝑐𝑖𝑡𝑎𝑡𝑖𝑜𝑛𝑠

𝑖𝑎

 

This cluster operator is truncated at a given level of excitations, giving rise to CCSD 

(coupled cluster with single and double excitations), CCSDT (coupled cluster with single, 

double, and triple excitations), etc. The effect of triple excitation is often treated 

perturbatively, leading to the so-called ‘gold-standard’ of quantum chemistry, CCSD(T).  

While coupled cluster theory provides highly accurate electronic energies, these methods 

scale steeply with the size of the system [e.g. CCSD(T) scales as N7, where N is the 

number of basis functions].  

Even higher accuracy can be obtained through the focal point approach.5-11 This 

approach exploits the systematic convergence of Hartee-Fock and correlation energies 

computed using the Dunning correlation-consistent basis sets.12  This allows energies 

using a given electron correlation method to be extrapolated to the complete basis set 

(CBS) limit.  This extrapolation to the complete one-particle basis set limit is combined 

with systematic increases in the level of excitations in the coupled cluster expansion, 

resulting in a dual extrapolation of the one-particle and N-particle basis sets and a 

systematic march toward the ab initio limit.  In practice, focal point combines CBS 

extrapolated HF, MP2 (second order Møller-Plesset perturbation theory), CCSD, and 

CCSD(T) energies, often combined with additive approximations for the inclusion of 

higher-level excitations in addition to corrections for zero-point vibrational energy and 

non-Born-Oppenheimer effects.  
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On the other end of the spectrum are density functional theory (DFT) methods. 

With DFT, we can tackle larger systems due to its reduced computational cost.  This 

reduced computational cost arises because DFT is a mean field theory. DFT is based on 

the first Hohenberg-Kohn theorem, which states that the exact electronic energy is a 

functional of the exact electron density.  While the form of this exact functional is 

unknown, progress over the last 50 years has led to increasingly accurate functionals 

including M06-2X13 and wB97X-D.14  The latter includes an empirical correction for 

dispersion interactions, which are not well-described by conventional DFT functionals. 

While DFT is often criticized for its inability to systematically approach the exact 

electronic energy (a feature of the ab initio methods discussed above), in practice DFT 

can often provide relative energies within a few tenths of a kcal mol-1 of coupled cluster 

computations.  The benefit is that DFT can be readily applied to systems with 100s of 

atoms, or to 100s of systems with a few dozen atoms. 

The applicability of coupled cluster methods has been extended to considerably 

larger systems in recent years through the development of DLPNO coupled cluster 

methods by Neese et al.15-18 These DLPNO methods exploit the local nature of electron 

correlation effects, resulting in the capture of ~99.9% of the electron energy described by 

traditional coupled cluster methods, but with much more favorable scaling with system 

size.  This allows for high-accuracy computations on systems with ~100 atoms, bridging 

the gap between coupled cluster and DFT methods.  Unfortunately, analytic gradients are 

not available for DLPNO methods, so a common approach is to use DFT to optimize 

molecular geometries and then use DLPNO-CCSD(T) with a large basis set to compute 

accurate single point energies at these DFT geometries. 
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 I have used these methods to tackle three challenging chemical problems: the 

combustion of n-butanol to form formaldehyde and acetaldehyde, annular tautomerism in 

drug-like heterocycles, and the impact of stacking interactions on annular tautomerism.  

The motivation for studying these systems is described briefly below. 

 

Butanol Combustion 

Combustion systems are particularly complex, as many reactions are occurring 

simultaneously.  Many of these reactions involve radicals or other fleeting intermediates 

and it is very difficult to isolate individual reactions experimentally.  On the other hand, 

pinpointing species present in the combustion of common or potential fuels allows for a 

more complete understanding of the formation of potentially harmful byproducts and 

opens the door for the development of improved combustion technology designed to 

minimize potentially harmful emissions.  Traditionally, the species present in combustion 

systems have been elucidated using shock tubes and jet-stirred reactors or with pyrolysis 

techniques. While these experiments can often identify which molecules are present, they 

are generally unable to provide mechanistic details and often struggle with relative 

distributions of isomeric species.  Computational quantum chemistry can help fill these 

gaps. 

Concerns over limited fossil fuel resources have driven studies into potential 

long-term renewable fuel sources.  Currently, reduction of fossil fuel consumption is 

accomplished through fuel additives, with ethanol as the most common gasoline additive.  

Bioethanol is created from sugarcane or corn biomass,19-23 giving it some long-term 
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benefits over fossil fuels.  However, ethanol is miscible with water and corrosive, which 

complicates its transportation.24-25 

Recent advances in acetone-butanol-ethanol (ABE) fermentation have greatly 

increased the efficiency for production of butanol from corn biomass.26-30  ABE 

fermentation produces the straight-chain alcohol n-butanol, which offers several 

advantages over ethanol.  The longer carbon chain in n-butanol allows for better mixing 

with conventional fuels such as gasoline and eliminates the need for specialized 

transportation infrastructure, as butanol itself can be transported in existing gasoline 

pipelines.  Additionally, butanol is 25% more energy dense than ethanol, which leads to 

reduced fuel consumption.31 

The combustion of n-butanol has been explored both experimentally32-35 and 

computationally.33-34, 36  One of the primary concerns with n-butanol combustion is the 

formation of the carcinogenic inhalants formaldehyde and acetaldehyde.  Experimental 

work has demonstrated significant mole fractions of these species, while theoretical 

kinetic models33-34, 36 provide branching ratios and proposed intermediates.  Consensus 

between experimental and computational data points to H-atom abstraction-initiated 

pathways in n-butanol combustion.  

In Chapter 2, I use the gold-standard CCSD(T) method to examine H-abstraction 

with multiple initiating radicals and to propose transition state structures for n-butanol 

combustion pathways leading in formaldehyde and acetaldehyde.  Using a robust focal 

point analysis5-11 and adding in zero-point vibrational energy and diagonal Born-

Oppenheimer corrections, I created a high-accuracy potential energy surface for these 

reactions, providing insight useful for refining existing kinetic models.  
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Annular Tautomerism 

Structure-based drug design (SBDD) is instrumental for streamlining the 

pharmaceutical development process.37  Identifying structural trends allows researchers to 

spend fewer resources on in-lab procedures, cutting costs in a multi-billion-dollar 

process.  Quantitative structure activity relationships (QSAR) can provides additional 

insight through the use of multivariate parametric models to predict experimental 

outcomes.  In the case of drug-design, QSAR models can be used to predict binding 

affinities, selectivities, and inhibitor concentrations, among other things.  Coupling these 

two techniques can inform design processes and provide an understanding of interactions 

present in substrate binding.   

Prototropic tautomerism is characterized by H-atom migration and a change in 

bond order between heavy atoms (see Figure 1.1).  Structural changes resulting from 

tautomerism affect properties considered in both SBDD and QSAR.  A common example 

for these differences is found with hydrogen bonding, as tautomerism will cause a H-

bond donor to become an acceptor, or vice versa, potentially disrupting hydrogen 

bonding interactions vital for effective drug binding.  In 2009, approximately 25% of 

reported pharmaceutical compounds contained at least one tautomerizable site,38 

underscoring the importance of both understanding and predicting tautomeric states in 

drug development.  

 

Figure 1.1 Annular tautomerization of 1,2,3-triazole. 
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With hundreds of unique ring systems identified in currently marketed 

pharmaceuticals,39-45 heterocyclic rings also have important implications to both SBDD 

and QSAR.  Compared to their carbocyclic counterparts, heterocyclic rings contain 

functional groups involved in many stabilizing non-covalent interactions useful in 

substrate binding.  At the same time, most heterocyclic rings, particularly those 

containing nitrogen, can be present in more than one tautomeric state, with a greater 

number of tautomers available in more nitrogen-rich systems.  Annular tautomerism 

refers to tautomeric transformations in which the moving proton is constrained to a ring 

system (e.g. the tautomerization of 1,2,3-triazole shown in Figure 1.1 is an example of 

annular tautomerism). Many ring systems commonly utilized in pharmaceuticals can 

exhibit multiple annular tautomers, and the ever-increasing list of synthetically tractable 

heterocycles opens the door for new annular tautomeric systems.  

While tautomerization in general in drug-like molecules has been widely 

studied,46-48 and has even been the subject of blind computational challenges,49 annular 

tautomerism in particular has been much less well studied. The result is that we still lack 

simple predictive models of which among a group of annular tautomers will be most 

favorable.  That is, given a pair of annular tautomeric structures, in most cases we are 

unable to predict which tautomer will be most prevalent in solution without expensive 

quantum chemical computations.  To address this, Pitt et al.50 developed ten annular 

tautomer classes and studied common heterocycles using ab initio methods in an effort to 

develop rules for predicting the preferred tautomeric state for each of these classes.  

Unfortunately, the set of common heterocycles considered by Pitt et al. provided 

insufficient data to cover all ten tautomer classes.  The result is that we still lack simple 
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predictive tools for the preferred tautomer for many of these classes.  Furthermore, even 

when such structural trends have been identified, these trends often change for different 

solvents, inciting questions about the robustness of Pitt’s guidelines50 for different solvent 

environments.  

In Chapter 3, I first benchmark density functional theory methods against 

CCSD(T)/CBS computations to demonstrate the effectiveness of DFT for efficiently 

capturing relative tautomer energies.  Following this benchmarking, I illustrate the 

importance of accounting solvent effects in annular tautomer systems.  Finally, 

computations on 959 heterocyclic rings comprising 631 tautomer pairs from the 

VEHICLe database51 are used to assess the annular tautomer classes of Pitt et al.,50 

resulting in a more clear picture of which tautomer classes exhibit strong preferences for 

one tautomeric state over another.  

 

Tuning Tautomerization Energies through Stacking Interactions 

 Given the sensitivity of tautomeric equilibria to environmental factors, there is the 

possibility that the preferred tautomer among a given set of tautomeric states can be 

changed through non-covalent interactions.38, 46, 52-55  The most obvious means of doing 

this is through hydrogen-bonding interactions.  Placing a hydrogen-bond donating group 

near a nitrogen on a heterocycle with different possible tautomeric states will favor the 

tautomer with this nitrogen unprotonated.  This situation is common in drug binding sites, 

leading to cases in which the dominant tautomer in solution differs from that in the bound 

state due to hydrogen bonding interactions with binding site residues or the protein amide 

backbone.   
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A much less well-studied opportunity to tune tautomeric equilibria is through 

stacking interactions.1-4 In 2016, An et al.56 predicted that several heterocycles commonly 

found in pharmaceuticals will be present in a different tautomeric state when stacked with 

9-methyladenine compared to the isolated heterocycle.  This arises because the 

disfavored tautomer is able to engage in stronger stacking interactions than the favored 

tautomer, with the difference in stacking interactions exceeding the tautomerization 

energy of the isolated heterocycle.  Stacking interactions with the aromatic amino acid 

residues Phe, Tyr, and Trp are common in drug binding sites, yet we still do not 

understand the many factors that impact the strength of these interactions. This is despite 

tremendous advances in our understanding of stacking interactions in simple aromatic 

systems.57-77 

Earlier this year, Bootsma et al.78 developed a predictive model of the maximum 

possible stacking interaction between drug-like heterocycles and the aromatic amino 

acids Phe, Tyr, and Trp. This allows for the rapid prediction of stacking interactions for 

heterocycles, opening the door to identifying additional heterocycles that could exhibit 

different preferred tautomers when engaged in stacking interactions than in isolation 

In Chapter 4, I use dispersion-corrected DFT methods and DLPNO-CCSD(T) to 

predict accurate stacking interactions for tautomeric heterocycles for which differences in 

stacking interaction energies are expected to outweigh the tautomerization energy.  Such 

systems could exhibit a different tautomeric state when bound to a protein than in 

solution. In addition to verifying which of these systems are predicted to change 

tautomeric state upon binding, these new computational data has allowed us to assess the 

predictive model of Bootsma et al.78  
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CHAPTER 2 

 ABSTRACTION-INITIATED COMBUSTION PATHWAYS CONNECTING n-

BUTANOL TO FORMALDEHYDE AND ACETALDEHYDE FORMATIONa 

  

 
a Soto, B. T., Turney, J. M. and H. F. Schaefer. To be submitted to the J. Chem. Theory Comput. 
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Abstract 

  The increased importance of biofuels has called for a deeper understanding of 

combustion properties of potential biofuels.  Compounds such as n-butanol can be 

synthesized from biomass, mix well with conventional fuels, and have an energy density 

comparable to that of gasoline.  We employed high-level computational techniques to 

explore the mechanisms for formation of formaldehyde and acetaldehyde from n-butanol.  

Reaction barriers for different hydrogen abstractions followed by β-scission of the 

resulting radicals were obtained at the CCSD(T)/CBS//CCSD(T)/ANO1 level of theory.  

These data show that, in contrast to previous assumptions, the most viable route to 

formaldehyde from n-butanol proceeds by the abstraction of the hydroxy H. New 

computational data also show that the relative ordering of the H-abstraction transition 

states is dependent on the nature of the abstracting radical. These and other results should 

prove useful in refining kinetic models of n-butanol combustion.   

 

Introduction 

Concerns sparked by finite amounts of fossil fuels and increased emissions of 

greenhouse gases have catalyzed research into alternative fuel sources. One solution to 

decreasing fossil fuel consumption is adding renewable compounds to conventional 

gasoline or diesel.27-28, 34, 79 Small alcohols, namely ethanol and butanol, are being studied 

extensively, as they raise octane rating and boast many desired sustainability features. A 

biologically renewable source of ethanol, or bioethanol, may be produced from corn 

feedstock through fermentation by yeast,22-23 while acetone-butanol-ethanol (ABE) 

fermentation can provide high yields of biobutanol from corn biomass.26 Unlike ethanol, 
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butanol has four distinct isomers, the structures of which result in unique physical 

properties that influence fuels in different ways.80 Modern biobutanol synthetic pathways 

result primarily in n-butanol, i.e., straight chain 1-butanol. Recent advances in synthetic 

pathways of biobutanol such as ABE fermentation have improved efficiency to a point 

where it is practical for industrial use,27-30 and BP and DuPont have started marketing 

fuels containing biobutanol in the U.K.27 

The physical properties of n-butanol make it an attractive candidate for study as a 

feasible fuel additive, or even as a standalone fuel.32, 34, 80 Due to its longer carbon chain, 

n-butanol provides approximately 25% more energy than ethanol and mixes better with 

conventional fuels,28-29 resulting in decreased fuel consumption.31 The unbranched chain 

also causes n-butanol to be the least polar isomer of butanol, allowing it to intersolubilize 

well with both diesel fuel and gasoline, thus increasing the commercial viability of 

biobutanol. Additionally, an energy density much closer to that of gasoline coupled with 

its physical similarities to gasoline allows for unmixed n-butanol to be used in 

conventional engines without significant engine modification. The low vapor pressure 

point (2.27 kPa compared to 13.8 kPa of ethanol and 31.01 kPa of gasoline) and high 

flash point (35 °C compared to 8 °C of ethanol and -45 to -38 °C of gasoline) also make 

n-butanol a safer fuel than ethanol or gasoline.27 

Theoretical kinetic models for the combustion of n-butanol developed by 

Westbrook,34 Black,36 and Dagaut33 have been compared to data from jet-stirred reactors 

(JSR) and shock tube experiments,35 providing important insights into the combustion 

chemistry of n-butanol. At lower temperatures (≤ 800 K), Dagaut et al.33 found that n-

butanol showed no signs of reaction in a JSR. Consequently, they examined temperatures 
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between 800 K and 1250 K, at a pressure of 1 atm, with varying fuel concentrations. 

Based on JSR data, as well as shock tube experiments from Vranckx and coworkers,81 H-

atom abstraction has been determined to be the primary method by which n-butanol 

combusts. 

The mechanism of Black et al.36 predicts H-atom abstractions which can be 

followed by radical decomposition with particular importance to fission of the Cα-Cβ 

bond.  However, experimental species profiles measured by Karwat et al.82 indicated that 

the Black mechanism did not accurately capture ethene formation and removal.  Karwat 

et al.83 used ab initio computations performed by Zhang et al.84 to provide improved 

reaction rates for post-abstraction fission pathways in the Black mechanism.  Subsequent 

predictions exhibit improved agreement with the low-pressure pyrolysis product species 

measurements made by Stranic et al.35 

n-butanol contains five unique H-atom types,80, 85 α, β, γ, δ, and OH, and the 

abstraction of these hydrogen atoms by various small radicals has been studied 

theoretically by a number of groups.80, 84, 86-88 Sarathy et al.80 used computations on 

ethanol and n-butane to estimate abstraction rates by ∙H, but did not include energetic 

barriers.  Abstraction by ∙OH,80, 86, 89 HO2∙,
80, 87, 90 and ∙CH3

88 have been studied by ab-

initio computation.  Both Moc and Simmie86 and Zhou, Simmie, and Curran89 computed 

barrier heights for abstraction by ∙OH at the CCSD(T)/cc-pVQZ//MP2/6-31G(d,p) level 

of theory.  Zhou, Simmie, and Curran89 then used these computations to estimate rate 

constants, which indicated a lack of importance to abstraction from the alcoholic group.  

In a similar study, Zhou, Simmie, and Curran90 computed energetic barriers for 

abstraction by HO2∙ using CCSD(T)/cc-pVTZ//MP2/6-38G(d,p) methods and reported 
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rate constants which showed abstraction at the α site to be most common. Conversely, 

Katsikadakos et al.88 used ROCBS-QB3 computations to examine reaction barriers for 

abstraction by ∙CH3, finding the alcoholic proton to have the second lowest TS barrier.  

Following abstraction, β-scission of C–C bonds is a primary pathway by which 

the resultant radicals dissociate.  The radicals resulting from C–H bond cleavage are 

commonly referred to as aC4H8OH, bC4H8OH, cC4H8OH, and dC4H8OH for radicals 

centered on the α, β, γ, and δ carbons, respectively.34 Zhang et al.91 conducted master 

equation analyses for the decomposition of the resultant hydroxybutyl and butyoxy 

radicals over temperatures ranging from 300 to 2500K and pressures from 1.3x10-3 to 100 

atm based on reaction barriers computed at the RQCISD(T)/CBS//B3LYP/6-

311++G(d,p) level of theory. 

Despite its advantages, n-butanol combustion leads to formation of the toxic 

byproducts formaldehyde and acetaldehyde - known carcinogens with inhalation being 

the primary means by which they enter the human body. For n-butanol to become a safe 

fuel alternative it is imperative to gain an understanding of the processes by which these 

compounds are created. The primary combustion pathways leading from n-butanol to 

formaldehyde and acetaldehyde are shown in Figure 2.1, along with predicted branching 

ratios from Westbrook et al.34 and Dagaut et al.33 Formaldehyde is most directly 

produced from Cα–Cβ bond scission after the formation of the n-butoxy radical. With the 

hydroxyl hydrogen being the most strongly bound hydrogen in n-butanol,36, 86 formation 

of the hydroxy radical is slow, or considered unimportant.89  Given the significant 

formation of formaldehyde observed experimentally,32-34 there must be other viable 

pathways.  An supported explanation is derived from the analysis set forth by Zhang et 
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al.,91 which shows the pathway for dC4H8OH with the lowest energy barrier is 

isomerization to the butoxy radical.  While they note the reverse reaction is more 

favorable than Cα–Cβ bond scission, ultimately they conclude that a major pathway to 

formaldehyde passes through dC4H8OH.91 One possibility is the β-scission of the Cα–Cβ 

bond in cC4H8OH, which creates propene and the methylhydroxy radical. Upon H-atom 

abstraction, the methylhydroxy radical can form formaldehyde.92  Further evidence 

supporting this mechanism is found in the species profiles measured by Stranic et al.,35 

who proposed that the formation of CH3CHCH2 and ∙CH2OH is underpredicted by a 

factor of three to five in the Black mechanism.36 

 

Figure 2.1. Proposed combustion mechanisms for abstraction-initiated pathways of n-

butanol resulting in formaldehyde and acetaldehyde.  Branching ratios from the Black 

model36 (bold text), Dagaut model33 (italicized text) and Westbrook model34 (normal text) 

provided (pathways that do not lead to formaldehyde or acetaldehyde omitted).  
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Acetaldehyde is primarily produced by the β-scission of the C2–C3 bond after 

creation of aC4H8OH. It is important to note that vinyl alcohol is the direct product of the 

C2–C3 bond breakage, but it ultimately tautomerizes to acetaldehyde at elevated 

temperatures.32 However, dC4H8OH may also undergo a H-atom migration to create 

aC4H8OH, thereby increasing the production of acetaldehyde from n-butanol.32-34 While 

the likelihood of H-atom migration for dC4H8OH is highly dependent on the fuel/air ratio 

(φ) and the temperature, it is consistently above 85% in all of the aforementioned studies, 

with the exception of the one conducted by Zhang et al.,84 where it is the pathway with 

the second lowest barrier.91  

Herein, we employ high-level theoretical methods to elucidate the abstraction-

initiated β-scission processes in n-butanol combustion (Figure 2.1) to provide a more 

robust understanding of the major pathways resulting in formaldehyde and acetaldehyde. 

 

Theoretical Methods 

All computations were performed using CFOUR,93 MRCC,94-97 and Q-Chem98 

quantum chemistry packages. Geometries were optimized using the coupled cluster 

singles, doubles, and perturbative triples level [CCSD(T)] of theory with the atomic 

natural orbital (ANO) basis set ANO1.99 For all radical species computations, an 

unrestricted Hartree-Fock(UHF) reference was used to allow for greater computational 

efficiency and analytic calculations of second derivatives in frequency calculations.100 

For H-Atom abstraction by H∙ transition states, geometries were optimized with the 

ANO0 basis set, as the ANO1 basis set was too computationally demanding.  Similar 

reasoning resulted in optimization of abstraction transition states by ∙OH and ∙CH3 being 
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computed with the B3LYP functional and a 6-311G* basis set.  Single point energies of 

these large transition states were computed with CCSD(T)/cc-pVTZ.   

The focal point analysis (FPA) scheme developed by Allen and co-workers was 

utilized to achieve a high level of accuracy for relative energy determinations.5-11  At the 

Hartree-Fock level of theory, a three-parameter extrapolation was used such that: 

𝐸𝑋
HF = 𝐸CBS

HF + 𝑎𝑒−𝑏𝑋 

Where X ∈ [2,3,4,5] as it corresponds to the Dunning cc-pVXZ basis sets (X = 

D,T,Q,5).101 Correlation energies were extrapolated via the two-parameter extrapolation: 

𝐸𝑋
corr = 𝐸CBS

corr + 𝑎𝑋−3 

Based on cc-pVTZ and cc-pVQZ data.  Zero-point vibrational energy corrections have 

been added based on harmonic vibrational frequencies computed at the same level of 

theory as the corresponding geometry optimizations. Diagonal Born-Oppenheimer 

corrections (DBOC) were appended to the final energies, evaluated at the Hartree-Fock 

level of theory. Correlation of the core electrons was corrected by employing a core basis 

set and computing a single-point energy both with and without the frozen core 

approximation.  

Δ𝐸core = 𝐸CCSD(T)(AE)

cc-pVTZ
− 𝐸CCSD(T)(FC)

cc-pVTZ
 

 

Results and Discussion 

As is the case with molecules containing multiple rotatable bonds, n-butanol 

contains various conformers.  Ohno et al.102 studied the 14 possible conformers 

computationally and spectroscopically, identifying the TGt conformer as the lowest in 
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energy.  The geometry of this conformer has been re-optimized at with CCSD(T)/ANO1 

and will be used as a starting structure for all further computations (Figure 2.2). 

 

 

Figure 2.2. Resultant radicals of H-atom abstraction from n-butanol, along with their 

corresponding β-scission transition states computed at the CCSD(T)/ANO1 level of 

theory.  All bond lengths are in Angstroms. 
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Reaction profiles for each pathway depicted in Figure 2.1 have been computed and are 

shown in Figure 2.3.  In these reaction profiles, ∙H is used at the abstracting radical to 

initiate each reaction sequence via cleavage of a C–H or O–H bond. 

 

Figure 2.3. Reaction profile for formaldehyde and acetaldehyde formation using H as the 

abstracting radical.  Red represents abstraction from the hydroxy site, green from the γ 

site, and blue from the α site.  

 

Based on bond dissociation energies computed by Black et. al36, one would expect 

the O-H bond to be the strongest, followed by the γ C-H bond, and finally the α C-H 

bond.  When ∙H is used as the abstracting radical, the abstraction barriers display the 
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expected trend.  However, other radicals will be present under typical combustion 

conditions, all of which will be capable of abstracting a hydrogen atom from n -butanol.  

As such, we have also computed barriers using ∙OH and ∙CH3. 

Barriers for abstraction by ∙OH and ∙CH3 have been computed with the 

CCSD(T)/cc-pVTZ//B3LYP/6-311G* level of theory.  Comparison with 

CCSD(T)/CBS//CCSD(T)/ANO1 barriers for abstraction by ∙H are used to demonstrate 

consistency of trends across multiple levels of theory.  Differing by less than 1.6 

kcal∙mol-1, non-extrapolated barriers exhibit an identical trend as extrapolated ones.   

 

Table 2.1. Reaction barriers (kcal∙mol-1) for H-atom abstraction from various sites. 

 CBS CCSD(T)/cc-pVTZ CCSD(T)/cc-pVQZ 

Abstracting Radical H H CH3 OH OHa OHa OHb 

TS1α 6.58 6.52 11.37 1.69 0.55 0.10 -1.13 

TS1γ 7.86 8.04 12.62 0.03 0.72 0.47 -1.95 

TS1O 14.15 12.54 12.54 3.12 2.84 3.19 3.19 
a Ref 86; single point energies at MP2/6-311G(d,p) geometries 
b Ref 89; single point energies at MP2/6-311G(d,p) geometries 

 

Unexpectedly, the ordering of computed barrier heights for abstraction of the 

different the different hydrogens is strongly dependent on the abstracting radical (Table 

1).  When ∙CH3 is used as the abstracting radical, removing a hydrogen from the γ-carbon 

has the highest barrier, lying ~1 kcal mol–1 higher than for removal of the hydrogen on 

either the α-carbon or hydroxy group. Katsikadakos et al.88 observed a similar trend. 

They examined the molecular orbitals of n-butane and compared them to those of n -

butanol, noting that the HOMO and LUMO of n-butanol are more localized over the 
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methanol moiety, which contributes to the ease in removing the hydrogen from the 

hydroxy and α-carbon sites. 

 

 

Figure 2.4. Transition state structures for H-atom abstraction by ∙H, ∙OH, and ∙CH3.  

Selected bond lengths in Angstroms.  

 

Computed results for abstraction by ∙OH from this study are not in agreement 

with those from Moc and Simmie,86 who reported that the α site abstraction has a lower 

barrier than γ site abstraction.  In a follow-up study, Zhou, Simmie, and Curran89 

identified abstraction barriers between n-butanol and lower-lying transition state 

structures ~1 kcal∙mol-1 lower than the starting materials. Energetic barriers computed in 

the latter study demonstrate trends consistent with the present study with the barrier for γ-
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site abstraction lower than that of α-site abstraction.  The latter reaction channel 

computed89 accounts for an additional stabilizing interaction arising from the ability of 

the OH moiety to engage in hydrogen bonding interactions with n-butanol.  Such a 

stabilizing interaction is not available at the hydroxy site, but Zhou et al.89 have 

demonstrated barrierless reaction pathways.  Pathways computed in this study are nearly 

barrierless, but the B3LYP/6-311G* geometries are different than those computed with 

MP2/6-311G(d,p), which explain differences in single-point energies.  Table 2.1 contains 

our lowest energy transition states, which include hydrogen bonding interactions. 

Additional transitions states can be found in the supporting information.   

Potential energy surfaces for Zhang et al.91 are set relative to 1-butene + OH so 

initial abstraction barriers cannot be considered, but the barriers to β-scission can be 

compared.  In their study, Zhang et al.91 used a unique extrapolation scheme to avoid 

computation of the time-consuming QCISD(T)/cc-pVQZ energy. The present study 

computes the energy of the barriers using the comparable CCSD(T)/cc-pVQZ level of 

theory without any extrapolation scheme.  We find the energy barriers computed in this 

manner are consistently <0.5 kcal∙mol-1 lower in energy than those computed by Zhang et 

al.91 (Table 2.2).  The present work has refined the barriers computed in previous work, 

while still exhibiting consistency amongst the trends displayed.   

 

Table 2.2. Energy barriers for C—C β-Scission 

 Energy (kcal mol-1) 

Radical Present Zhang 

aC4H8OH 29.9 30.1 

cC4H8OH 27.1 28.6 

C4H9O 14.3 14.6 
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Energy barriers for the subsequent β-scission are 29.86, 27.07, and 14.32 

kcal∙mol-1, for the α, γ and butoxy radicals, respectively, so the initial abstraction step is 

not rate limiting regardless of the identity of the abstracting radical.  For low temperature 

combustion systems (< 1100K), in which ∙OH radicals are the primary reaction initiators, 

these initial hydrogen abstractions are expected to be extremely rapid. The high energetic 

barriers for β--scission of α and γ radicals indicate the creation of acetaldehyde or 

formaldehyde is unlikely to occur via these particular pathways. Instead, initial 

abstraction at the hydroxy site appears to be a viable pathway to formaldehyde.  This is in 

disagreement with the Westbrook model,34 which shows less than 9% of n-butanol 

following this pathway, and the Dagaut model,33 which shows less than 15% of n-butanol 

following the pathway.  The Westbrook kinetic model also exhibits a strong preference 

towards the creation of Int1γ over Int1α.  Abstraction barrier heights we have computed 

do not support this, but rather support the Dagaut model, which shows nearly equal 

branching ratios.   

 

Concluding Remarks 

High accuracy barriers for reactions involved in acetaldehyde and formaldehyde 

creation have been computed.  We have successfully used higher level computations than 

previously attempted.  Comparison to existing kinetic models demonstrates that our 

computations may be used as a benchmark for further study to refine such models.  The 

choice of abstracting radical for the abstraction-initiated pathway is found to directly 

affect the height of abstraction barriers.  Despite claims that abstraction at the hydroxy 
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site is never important, our reaction profile indicates that the β-scission of the hydroxy 

radical is the most favorable pathways to formaldehyde.  
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CHAPTER 3 

TRENDS IN ANNULAR TAUTOMERIZATIONS OF HETEROAROMATIC RINGS 

IN THE GAS PHASE AND SOLUTIONb 

  

 
b Soto, B.T., Doney, A. N., and S.E. Wheeler. To be submitted to J. Chem. Inf. Model. 
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Abstract 

Identification of the most favorable annular tautomer for a given heterocycle is 

vital for effective structure-based drug design, as tautomeric state can profoundly impact 

binding affinities. A set of 959 heterocyclic rings comprising 631 tautomer pairs were 

examined with quantum mechanical computations.  First, benchmark ab initio 

computations extrapolated to the complete basis set (CBS) limit were used to evaluate the 

reliability of annular tautomerization energies for a set of ten tautomers predicted with 

the M06-2X, B3LYP, and wB97X-D functionals paired with the def2-TZVP basis set.  

Tautomerization energies computed at the SMD-M06-2X/def2-TZVP//M06-2X/def2-

TZVP level of theory are compared to a smaller set of available literature values.  Results 

are used to demonstrate the importance of including solvent models when studying these 

systems.  Using a scheme of ten different annular tautomerism classes from Pitt et al.,50 

accurate computed energies for 631 tautomer pairs reveal six classes of annular 

tautomerism that demonstrate a clear structural preference, providing a simple means of 

predicting a wide range of tautomerization states without resorting to expensive 

computations. 

 

Introduction 

  Heterocyclic rings are prevalent in biologically active molecules and 

pharmaceuticals, with hundreds of unique ring systems identified in currently marketed 

drugs.39-41  As many as 25% of pharmaceutical compounds can exhibit multiple 

tautomeric states38 and the consideration of more nitrogen-rich heterocycles also 

increases the number of possible tautomers.  When compared to their carbocyclic 
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counterparts, heterocyclic rings contain functional groups capable of stronger non-

covalent stabilizing interactions useful in substrate binding.  One such interaction, 

hydrogen bonding, is one of the most thoroughly studied and well-characterized non-

covalent interactions in chemistry. Tautomerism alters hydrogen bonding donor and 

acceptor sites, driving interest to its study.45 

Tautomerism comes in various forms but generally refers to the movement of a 

proton accompanied by a change in bond order between two heavy atoms - known as 

prototropic tautomerism.  Restricting proton movement to annular nitrogen atoms is a 

specific form of tautomerism referred to as annular tautomerism. Preservation of 

aromaticity in annular tautomerism103 increases its viability in pharmaceutical 

compounds. Balabin et al.104 used ab initio methods to examine two of the most common 

tautomerizable heterocycles, tetrazole and triazole, determining high-accuracy relative 

energies between tautomers of these simple heterocycles in the gas phase.  

Non-covalent interactions with binding site functional groups can strongly 

influence tautomeric equilibrium.38, 46, 52-55  In particular, for systems with small 

tautomeric enthalpy differences, differences in non-covalent interactions in the bound 

state can lead to the preferential formation of tautomers that would be disfavored in 

solution. Cruz-Cabeza and Groom105 examined all compounds in the Cambridge 

Structural Database (CSD), identifying tautomeric forms in approximately 10% of the 

structures.  Within the tautomeric subset, Cruz-Cabeza and Groom105 found that a 

mixture of tautomers could be present provided the relative energies were smaller than 

that of a strong hydrogen bond.  Miletti and Vulpetti43 note that binding site tautomer 

preference can differ from tautomer preference in water in annular tautomers or 
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tautomers with a low ( <2 kcal mol-1) relative free energies based on analysis of 

complexes in the Protein Data Bank (PDB). 

 

 

Figure 3.1. Ten annular tautomer classes characterized by unique proton movement as 

created by Pitt and coworkers.50 Starred atoms can be carbon or nitrogen and red bonds 

are locations for ring fusion.  Classes 1-5 can occur in monocycles or bicyclic 

heterocycles, while 6-10 are only possible in bicycles.  For each class, the structure on the 

left will be referred to as tautomer X, while the right structure will be referred to as 

tautomer Y.  

 

There have been a number of efforts to delineate the full space of chemically 

accessible heteroaromatic rings.51, 106-107 Pitt et al.51 generated a database of over 24,000 

heteroaromatic rings (the VEHICLe database), along with a score of synthetic tractability 
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for each heterocycle.  Of these possible heterocycles, only ~1700 have been synthesized.  

This database provides a prime opportunity to explore trends in tautomerization energies 

across diverse heterocycles, considering both those commonly encountered in 

pharmaceuticals41 and those not yet synthesized.  A follow-up study by Pitt et al.50 

examined 84 annular tautomers from the VEHICLe database comprising 34 different 

clusters (a tautomeric cluster contains all tautomeric forms of a molecule).  Pitt et al.50 

categorized monocyclic and bicyclic structures commonly found in the CSD, the PDB, 

and the MSD into ten tautomer classes (see Figure 2.1), where each tautomer class is 

defined by a specific proton movement.  Using the test set of 34 clusters, Pitt and 

coworkers computed tautomerization energies for 60 transformations falling into one of 

these classes and identified basic trends.  Unfortunately, their set of heterocycles did not 

provide sufficient coverage of the ten tautomer classes, and Pitt et al. concluded that there 

was a need to expand the available data.50 To our knowledge, this has not been done. 

Below, we proceed by first providing rigorous computational benchmarks of 

tautomerization energies and enthalpies of selected heterocycles from the VEHICLe 

database.  This benchmark is followed by the examination of the relative energies of 631 

tautomer pairs involving 959 common and uncommon heteroaromatic rings, including 

include a direct comparison to the tautomers studied by Pitt et al. (Figure 2.2).  Data for 

this much more expansive set of heterocycles provide ample examples of each of the ten 

tautomer classes, revealing six classes that exhibit a clear energetic preference for one 

tautomer over the other.   
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Theoretical Methods 

 A representative set of ten heterocyclic pairs was chosen for a benchmark analysis 

of three different DFT methods (Figure 2.3).  Structures have been assigned identifiers 

based on those used by Pitt et al.,50 and new identifiers have been created for those not 

included in the original Pitt set. Table A.1 in Appendix A lists the identifiers used in this 

work as well as identifiers used in the VEHICLe database.50 

For each heterocycle, geometries were optimized with the B3LYP,108 M06-2X,13 

and B97X-D14 functionals paired with the def2-TZVP basis set.109   To assess the 

performance of these three functionals, benchmark tautomerization energies were derived 

using the focal-point analysis scheme of Allen and coworkers.5-11  For this analysis, the 

geometry of each heterocycle was computed at the MP2 level of theory with the Dunning 

aug-cc-pVTZ basis set.12  The convergent nature of the Dunning cc-pVXZ (X = 2-5) 

basis sets was used to extrapolate single-point energies to the complete basis set limit.   

This benchmark set was also used to demonstrate the importance of solvent 

effects on annular tautomerization energies.  Using the MP2/aug-cc-pVTZ geometry, 

energies were computed with M06-2X/def2-TZVP in the gas phase, diethyl ether (an 

approximation for the environment inside a protein), and water.  The SMD solvent 

model110 provided the necessary solvent corrections.   

A collection of 959 heterocycles comprising 423 tautomeric clusters was selected 

from the VEHICLe database.50  Heterocycles were chosen based on a measure of 

synthetic feasibility (Pgood) such that Pgood > 0.95.  The energies of each tautomer were 

computed in water with SMD-M06-2X/def2-TZVP after optimizing structures in the gas-

phase at the M06-2X/def2-TZVP level of theory. Each tautomeric cluster was organized 
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in terms of increasing energy, and solution-phase tautomerization energies were 

computed.  For clusters with more than two tautomers, tautomerization energies are 

reported relative to the lowest energy tautomer.   

 

Results and Discussion 

A. Tautomerization Energy Benchmark 

To assess the performance of DFT methods in the prediction of tautomerization 

energies and enthalpies for heterocycles, we have computed benchmark values using the 

focal point approach of Allen and co-workers9-11 for ten representative tautomeric pairs 

(see Scheme 3.1 and Table 3.1).  The tautomerization energies of these tautomeric pairs 

range from 0.4 kcal mol–1 for 16b → 16a to 9.8 kcal mol–1 for 35a→35b.  Focal point 

tables are available in Table A.2 in Appendix A.  Overall, the data show reasonable 

convergence both with respect to the complete one-particle basis set limit and the 

inclusion of electron correlation.  

Balabin104 previously reported extrapolated tautomerization energies for 3b→3a, 

1b→1a, and 2b→2a.  They utilized MP2/aug-cc-pVTZ for geometry optimization, 

adding corrections from MPn (n = 2-4), CCSD/CCSD(T) single-point energy 

computations with aug-cc-pVXZ (X = 2-5) basis sets and core corrections.  Computed 

focal-point tautomerization energies from the current study exhibit good agreement with 

Balabin’s work, with differences below 0.1 kcal mol–1.   
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Figure 3.2. The set of heterocycles studied by Pitt and coworkers.50  Each box contains a 

tautomeric cluster or clusters with transitions fitting into one, two, or three 

tautomerization classes.   
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Scheme 3.1. Tautomer pairs used for benchmark analysis of tautomerization energies.  

The B3LYP, M06-2X, and ωB97X-D functionals were compared to focal point 

extrapolated energies to assess how properly tautomerization energies of heterocyclic 

systems can be determined.   

 

Tautomerization energies and enthalpies computed using ωB97X-D, B3LYP, and 

M06-2X (all paired with the def2-TZVP basis set) are also provided in Table 3.1.  All 

three functionals provide reliable tautomerization energies and enthalpies relative to 

focal-point benchmark values.  Notably, the M06-2X functional yields the smallest mean 

errors, justifying its exclusive use below. 

  



 

34 

 

Table 3.1. Focal point tautomerization enthalpies (ΔH) and energies (ΔE) along with the 

corresponding wB97X-D, B3LYP, and M06-2X values, as well as mean signed errors 

(MSE) and mean unsigned errors (MUE), relative to the focal point values, all in kcal 

mol–1. Values from ref. 104 are also included.  

 Focal Point  ωB97X-D  B3LYP  M06-2X Focal Pointa 

Transition ΔH ΔE  ΔH ΔE  ΔH ΔE  ΔH ΔE ΔE 

16b → 16a 0.4 0.4  0.2 0.2  0.5 0.5  0.1 0.1 – 

3b → 3a 1.8 2.2  2.2 2.6  2.1 2.4  2.0 2.3 2.1 

38a → 38b 2.5 2.6  2.5 2.8  2.4 2.6  2.5 2.7 – 

1b → 1a 3.7 4.1  4.1 4.5  3.8 4.3  3.9 4.3 4.0 

37a → 37b 3.8 4.1  4.4 4.6  4.3 4.6  4.3 4.6 – 

2b → 2a 5.8 6.3  6.3 6.7  5.9 6.4  6.0 6.5 6.3 

15c → 15a 8.4 8.8  8.9 9.4  8.5 9.0  8.7 9.1 – 

36a → 36b 8.5 8.9  9.3 9.5  9.0 9.3  8.9 9.1 – 

4a → 4b 9.0 9.1  9.4 9.5  9.2 9.4  9.2 9.4 – 

35a → 35b 9.6 9.8  9.7 9.9  9.3 9.6  9.5 9.7 – 

MSE 0.3 0.3  0.2 0.2  0.2 0.1  

MUE 0.4 0.4  0.3 0.2  0.2 0.2  
a From Ref 104; CCSD(T)/aug-cc-pVXZ single points used for extrapolation 

 

B. Tautomerization Enthalpies 

Based on the above benchmark, we computed tautomerization energies at the 

SMD-M06-2X/def2-TZVP level of theory for 423 tautomeric clusters from the VEHICLe 

database.  Tautomerization energies computed in this manner allow further analysis of 

data found in the literature and new insights previously into structural trends in 

tautomeric equilibria.   

Annular tautomer systems are often found to be in equilibrium in solution.38  The 

importance of computing solution-phase tautomerization energies is assessed by 

computing the tautomerization energies of the benchmark set in the gas phase, in 

diethylether, and in water (see Table 3.2).  Overall, there is a significant reduction in the 

tautomerization enthalpies upon solvation, with changes as large as 7.1 kcal mol–1 
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between predictions for the gas phase versus water.  Often, the result is that tautomers 

that are thermodynamically inaccessible in the gas phase are expected to be present in 

non-negligible quantities in solution.  This is exemplified in cluster 4. In the gas phase, 

the 9.5 kcal mol–1 difference in energy between 4b and 4a should result in zero 

population of 4b. In aqueous solution, however, this energy difference is only 1.9 kcal 

mol–1, leading to the presence of both tautomers in water.  

In some cases, the identity of the preferred tautomer is different in solution than in 

the gas phase.  For example, in the gas phase 3a lies 2.3 kcal mol–1 higher in energy than 

3b.  In water, this energy difference is predicted to reverse, with 3a lying 1.2 kcal mol–1 

lower than 3b. In diethyl ether, these two tautomers are predicted to be nearly 

isoenergetic, suggesting that both tautomers could be present in appreciable quantities in 

a protein-like dielectric environment.  

Transitions 16a → 16b and 38a → 38b demonstrate an unexpected increase in the 

tautomerization enthalpy upon solvation.  The difference in behavior of these two 

systems can be attributed to the inclusion of a chalcogen heteroatom in the aromatic ring 

systems.  Upon further study, 77 systems containing group 16 heteroatoms in the ring 

have been examined, but only 25 of such systems exhibit the same trend.  Despite the 

increase in relative tautomer energies from gas phase to water, clusters 36 and 38 

maintain sufficiently low tautomerization energies (<3.6 kcal mol-1) that both tautomeric 

states should be present in solution. 
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Table 3.2. Tautomerization energies in kcal mol–1 computed with M06-2X/def2-

TZVP//MP2/aug-cc-pVTZ in gas phase, diethylether (DEE), and water.  

  ΔE 

Transition Gas DEE Water 

1b → 1a 4.4 1.9 1.2 

2b → 2a 6.6 3.5 2.8 

3b → 3a 2.3 -0.4 -1.2 

4a → 4b 9.5 5.1 1.9 

15c → 15a 9.3 5.4 4.6 

16b → 16a 0.0 0.5 0.9 

35a → 35b 9.7 5.6 2.7 

36a → 36b 9.4 5.3 2.5 

37a → 37b 4.7 1.3 0.2 

38a → 38b 2.7 3.1 3.5 

 

C. Comparison of Tautomerization Energies 

 Relative tautomer energies of most clusters from the Pitt set are given in Table 3.  

Tautomerization energies computed in this work have been compared against the 

literature,50 exhibiting a mean absolute difference (MAD) of 1.3 kcal mol-1 between 

energies computed with MP2 and those computed with M06-2X.  While convenient, a 

low absolute error fails to reveal the more important conclusion—which tautomer is 

lower in energy.  In 12 cases, M06-2X predicted a different ordering of tautomeric 

structures than MP2, casting some doubt on the veracity of Pitt’s conclusions. 
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Table 3.3. Relative tautomer energies for the tautomer clusters in Figure 3.2.50 All 

energies are relative to the lowest energy tautomer of the cluster.  Absolute differences 

(AD) between SMD-M06-2x/def2-TZVP and PCM-MP2/6-311++G(d,p) energies and 

the mean absolute difference (MAD) are shown (outlier clusters 14 and 25 are omitted; 

See Table 3.4). All energies are in kcal mol-1. 

Transition EMP2
a EM06-2X AD  Transition EMP2

a EM06-2X AD 

1b → 1a 1.0 1.3 0.4  22a → 22d 6.9 6.9 0.0 

2b → 2a 1.8 3.0 1.2  22a → 22c 7.9 8.9 1.0 

3a → 3b 3.2 0.8 2.4  23a → 23b 0.5 -0.1 0.6 

4a → 4b 2.0 2.3 0.3  23a → 23d 5.0 5.1 0.1 

5b → 5a 2.2 2.8 0.6  23a → 23c 8.3 9.4 1.1 

6a → 6b 9.4 7.8 1.6  24b → 24a 0.8 0.5 0.3 

7a → 7b 6.3 3.9 2.4  24b → 24d 4.1 4.4 0.3 

8a → 8b 6.3 3.6 2.7  24b → 24c 5.7 6.1 0.4 

9a → 9b 6.2 3.3 2.9  26a → 26b 2.0 2.7 0.6 

10a → 10b 0.3 -0.1 0.3  27b → 27a 3.3 3.3 0.1 

11a → 11b 0.8 0.3 0.5  28b → 28a 1.1 1.7 0.6 

12b → 12a 0.9 -0.6 1.5  29a → 29b 7.9 6.0 1.9 

13a → 13b 4.8 2.0 2.8  30a → 30b 3.4 3.5 0.1 

15c → 15a 3.9 4.9 1.0  30a → 30c 13.1 9.9 3.3 

15c → 15b 12.5 13.2 0.7  31a → 31b 2.1 1.4 0.7 

16b → 16a 0.2 1.1 0.9  32a → 32c 5.5 5.6 0.1 

17a → 17b 2.9 2.8 0.1  32a → 32b 16.7 17.9 1.1 

18a → 18b 3.2 3.3 0.0  33b → 33a 1.6 1.7 0.1 

19a → 19b 7.1 6.3 0.8  34d → 34c 2.6 2.7 0.1 

20a → 20b 3.6 3.6 0.0  34d → 34a 2.8 2.4 0.4 

21a → 21b 6.2 7.6 1.4  34d → 34b 4.5 4.8 0.3 

22a → 22b 2.1 0.8 1.4      MAE 1.2 

  aRef 50; Relative tautomer energies computed with PCM-MP2/6-311++G(d,p)  

 

Tautomers clusters 14 and 25 exhibit eight of the 12 instances of differences in 

tautomer ordering between MP2 and M06-2X.  In these clusters, the data show large 

discrepancies between computed tautomerization energies with a radically different 

ordering for the lowest energy tautomer.  In efforts to elucidate these differences, we 

attempted to reproduce the results of Pitt et al.50 (Table 3.5), but were unable to do so.  
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Instead, recomputed tautomerizations are used as a correction to the Pitt set, reducing the 

number of inconsistently ordered tautomers between the two levels of theory from 12 to 

ten.  Although there is no drastic improvement in tautomer ordering, the MAD between 

the MP2 and M06-2X data for the recomputed values reduces from 3.5 to 1.5 for 

literature values compared to the corrected values.  The corrected MAD of 1.5 is in far 

better agreement with the MAD 1.2 from the test set with outliers removed (Table 3.3).   

 

Table 3.4. Tautomerization energies computed in this work using the same PCM-MP2/6-

311++G(d,p) as Pitt et al.50 and the previously mentioned SMD-M06-2X/def2-

TZVP//M06-2X/def2-TZVP.  Mean absolute errors are computed and all energies are in 

kcal mol-1.   

Transition Pitta MP2adj M06-2X ADPitt ADadj 

14a → 14c 3.5 -0.9 2.0 1.5 2.9 

14a → 14b 6.4 -0.4 1.1 5.3 1.6 

25a → 25b 3.6 -1.9 -0.2 3.8 1.7 

25a → 25c 4.0 6.8 7.1 3.1 0.3 

25a → 25d 7.9 -0.4 1.3 6.7 1.7 

25a → 25f 8.0 11.1 9.2 1.1 2.0 

25a → 25e 9.3 6.9 6.5 2.8 0.4 

      MAD 3.5 1.5 

  aRef 50; Relative tautomer energies computed with PCM-MP2/6-311++G(d,p)  

 

D. Extension of Tautomer Classes 

  To derive a more complete characterizations of the ten tautomer classes devised 

by Pitt et al. (Figure 3.1), additional examples in each class were examined for 

tautomerization energy and structural preference.  For each tautomer class, tautomeric 

preference towards tautomer X (the left structure in Figure 3.1) is examined.  The 
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tautomer energies relative to tautomer X and frequencies of tautomer X being lower in 

energy were computed and are listed in (Figure 3.3 and Table 3.5).  

 

Table 3.5.  Overall count of tautomerizations falling into each class from the expanded 

set of 631 transitions. Frequency of structural preference to tautomer X is given, 

demonstrating overall structural preferences within certain classes.   

Class Cases % Taut X 

T1 89 47 

T2 113 19 

T3 82 24 

T4 138 99 

T5 66 44 

T6 47 100 

T7 16 100 

T8 26 96 

T9 49 41 

T10 5 0 

 

Out of ten tautomer classes, four demonstrate a distinct structural preference, two 

demonstrate a likely preference, and four remain inconclusive.  Previously unreported 

were structural preferences for classes T5, T6, T7, and T8, but the data gathered in this 

study have resolved some of these structures.  Classes T6, T7, and T8 strongly favor 

tautomer X (with near 100%) and generally feature larger relative tautomer energies.  As 

demonstrated in the Pitt Set, class T4 continues to exhibit a preference towards its amino 

form in all but one of 138 cases, where the relative tautomer energy is less than 1 kcal 

mol-1.  Pitt et al.50 recognized that classes T2 and T9 are symmetric about an axis, and 

distinguishing tautomer X is arbitrary. To address this issue, we applied the condition that 

the tautomer X will be defined as the N-H closest to a higher priority group.  Despite the 

introduction of this condition, there is no indication of a structural preference for class 
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T9.  However, with class T2, only 19% of tautomer pairs favor tautomer X, indicating an 

opposing preference for tautomer Y.  Similarly, tautomer class T3 shows a 76% 

preference towards tautomer Y.  In most clusters, two T3 transitions are found due to 

asymmetry but effects on relative tautomer energies from substituents attached to the 

fused ring have not yet been studied.  Class T10 is the only class characterized by 

movement of 2 hydrogen atoms and is preferential to tautomer Y in all 5 cases.  This can 

be attributed to changes in aromaticity, as a Clar sextet ring can be drawn in tautomer Y 

but is lost in tautomer X.  Tautomer classes T1, T5, and T9 give no clear indication of a 

structural preference.  

While it lacks a structural preference, class T1 contains the smallest spread of 

relative tautomer energies (< 5 kcal mol-1) whereas T5 and T9 exhibit a wider range.  

Higher relative tautomer energies are more difficult to overcome with differences in other 

interactions.  Therefore, transitions falling into classes T1 and T3 are most likely to 

experience a change in major tautomer depending on the environment, while T2, T4, and 

T9 are less likely to undergo such a change.  The high relative tautomer energies from 

classes T6, T7, and T8 indicate a resistance to changing tautomeric states based on 

environment.  For further study, tautomer class T4 provides the most promising results 

since it is the most prevalent tautomerization class among synthetically tractable 

heterocycles, has a clear structural preference, and has a reasonable number of cases with 

low relative tautomer energies.   
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Figure 3.3. Strip plot showing relative tautomer energies for transitions in each tautomer 

class computed with SMD-M06-2X/def2-TZVP//M06-2X/def2-TZVP.  Numbers in 

parenthesis give the number of transitions in each tautomer class.  Positive relative 

energies indicate preference towards tautomer X. 

 

Conclusions 

 Annular tautomerism is an important form of tautomerism that has not been fully 

characterized.  The present study has expanded upon previous research50 to gain insight 
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on various annular tautomerisms in common ring systems.  The data indicate that six of 

the ten tautomer classes delineated by Pitt et al.50 contain clear structural preferences. We 

also examined the effects of solvent on relative tautomer energies, identifying several 

cases in which the preferred tautomer can change depending on the dielectric 

environment.  Noting that tautomeric states are highly dependent on the environment, we 

identify specific proton movements which are more prone to changes in the tautomeric 

equilibrium.   
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CHAPTER 4 

ANNULAR TAUTOMERISM MEDIATED BY STACKING INTERACTIONSc 

  

 
c Soto, B.T. and S. E. Wheeler. To be submitted to J. Am. Chem. Soc. 
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Abstract 

Many heterocycles that commonly occur in pharmaceuticals can exhibit 

multiple tautomeric states. The preference for one tautomeric form over others 

can be perturbed by non-covalent interactions that occur in drug binding sites, 

including stacking interactions with aromatic amino acid residues.  This can lead 

to cases in which the preferred tautomer in the bound state will differ from that in 

solution.  We considered14 tautomer pairs of drug-like heterocycles for which 

stacking energies with amino acid side chains of Phe, Trp, and Tyr are expected to 

change the tautomeric equilibrium.  High-level ab initio computations confirm 

that 13 of these tautomer pairs should exhibit a different preferred tautomeric state 

in the bound state than in solution.   

 

Introduction 

The ability to predict the preferred tautomeric state of potential pharmaceutical 

compounds in both solution and in drug binding sites is vital for structure-based drug 

design (SBDD). In cases in which the tautomer present in the bound state differs from 

that of the drug in solution, properly predicting drug binding affinities will require an 

accounting of the energetic cost of adopting the higher-energy conformer.   

Tautomerism occurs in ~25% of pharmaceuticals38 and can alter molecular 

properties including the ability to engage in different non-covalent interactions in drug 

binding sites.  For example, in the case of hydrogen or halogen bonding interactions 

tautomerization can switch donor and acceptor character. Furthermore, Wheeler et al.56, 

111-113 demonstrated the local nature of substituent and heteroatom effects in stacking 
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interactions, suggesting that tautomerism can also change the strength of stacking 

interactions energies. 

At the same time, the preferred tautomeric state can be impacted by non-covalent 

interactions.  The most commonly observed means of tuning tautomeric equilibria is 

through hydrogen bonding interactions.  For instance, analyses of the PDB43 and CSD105 

have revealed many cases in which the preferred tautomer in the solid state differs from 

that in solution.  This has been attributed to the preferential stabilization of the 

‘disfavored’ tautomer through non-covalent interactions (primarily hydrogen-bonding 

interactions).  However, stacking interactions can also impact tautomeric equilibria. For 

example, An et al.56 identified several small heterocycles commonly found in 

pharmaceuticals for which differences in stacking energies with 9-methyladenine 

exceeded the tautomerization energies, indicating that stacking interactions alone can 

switch the preferred tautomer for some heterocycles.  Additionally, Seifert et al.114 

demonstrated how stacking drives dimerization of the 1-napthol dimer over hydrogen 

bonding.  There have been many advances in our understanding of the effects of 

substituents and heteroatoms on stacking interactions;111-113, 115-131 however, there has 

been no study to our knowledge of the impact of stacking on tautomerization energies. 

In Chapter 3, we predicted tautomerization energies for 631 annular tautomeric 

pairs and identified quantitative and structural trends within the ten classes of Pitt et al.50  

We found clear structural biases in six of these classes and that for four of these classes 

the tautomerization energies are systematically very low. Such cases will be ripe for 

qualitative changes in tautomeric equilibria due to differential stacking interactions.  By 

combining the tautomerization energies from Chapter 3 with recently predicted stacking 
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interaction energies for drug-like heterocycles with the aromatic amino acid side chains 

Phe, Tyr, and Trp,78 we identify 14 tautomeric pairs of heterocycles for which stacking 

interactions with binding site residues have the potential to change the nature of the 

preferred tautomer.  Rigorous computational studies of stacked dimers of these drug-like 

heterocycles with model Phe, Tyr, and Trp side chains confirm that many are indeed 

expected to exhibit a different preferred tautomer when engaged in stacking interactions 

than when in isolation.   

 

Theoretical Methods 

We systematically search for stacked dimers of 14 tautomeric pairs of 

heterocycles (see Scheme 4.1) with the aromatic amino acid side chains Phe, Tyr, and 

Trp starting from 12 initial stacked geometries (see Bootsma et al.132 for details) at the 

wB97X-D/def2-TZVP level of theory.14, 109 To ensure all dimers were stacked, the heavy 

atoms were constrained to lie in parallel planes during geometry optimizations. Unique 

local minima were identified based on an RMSD cutoff of 0.4 Å. Single point energies of 

all unique stacked minima were evaluated at the DLPNO-CCSD(T)/cc-pVQZ level of 

theory12, 15-18 to determine the lowest energy stacked dimer for each heterocycle with the 

three amino acid side chains.   

Relative tautomer energies (Erel, in water) were taken from Chapter 3, since in 

biochemical and pharmaceutical systems heterocycles generally exist in an aqueous 

medium before entering the binding pocket.  To simulate stacking interactions within the 

dielectric environment of a typical protein, we used diethylether as a solvent.  Since 

solvent corrections are not implemented for DLPNO-CCSD(T) computations, solvent 
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effects on stacked systems were computed at the SMD-wB97X-D/def2-TZVP level of 

theory.  All DFT computations were completed using the Gaussian 09 quantum chemical 

package.133 Computed gas-phase and solution-phase stacking interaction energies for 

these global minimum structures are listed in Tables B.1-B.3 in Appendix B. 

Predicted stacking energy differences from the model of Bootsma et al.78 are 

referenced as ΔEstack
pred

. DLPNO-CCSD(T)/cc-pVQZ stacking interactions were computed 

as the difference in energy between the (constrained) optimized stacked dimer and the 

separated optimized monomers, and are referred to as ΔEstack
gas

 and  ΔEstack
𝑠𝑜𝑙𝑛  for gas-phase 

and solution-phase (diethyether), respectively.  Relative tautomer energies (in water) 

from Chapter 3 are designated as Erel and the influence of stacking on the relative 

tautomer energy (Erel + ΔEstack
𝑧 ) will be referred to as ΔEr+s

𝑧  where z is either pred or soln 

for predicted and solvent-corrected energies.   
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Scheme 4.1. 14 tautomer pairs for which Bootsma et al. predict the higher energy 

tautomer is will engage in stacking interaction larger than the relative tautomer energy.  

Also shown are the models of the amino acid side chains Phe, Tyr, and Trp.  
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Results and Discussion 

Recently, Bootsma et al.78 developed a multivariate linear model (equation 4.1) to 

predict stacking interactions between drug-like heterocycles and Phe, Trp, and Tyr.  

Equation 4.1 relies on simple heterocycle descriptors derived from the electrostatic 

potential (ESP) in the vicinity of the heterocycle as well as the heavy atom count.  

Consequently, stacking interactions between heterocycles and amino acid side chains can 

be predicted rapidly, without performing geometry optimizations of stacked dimers.   

Estack
pred

= 𝑁𝐻𝐴
𝐴𝐴(−0.036𝐸𝑆𝑃𝑚𝑒𝑎𝑛

𝐻𝑒𝑡 − 0.013𝐸𝑆𝑃𝑟𝑎𝑛𝑔𝑒
𝐻𝑒𝑡 − 0.095𝑁𝐻𝐴

𝐻𝑒𝑡) − 1.36 (4.1) 

We used equation 4.1 to predict stacking interactions of Phe, Tyr, and Trp with 

the 631 annular tautomer pairs whose relative energies (Erel) were evaluated in Chapter 3 

above.  By combining the Erel values from Chapter 3 with the Estack
pred

 values from equation 

4.1, we identified 14 tautomer pairs for which the difference in Estack
pred

 values between the 

tautomers (∆Estack
pred

) exceeds the tautomerization energy (see Scheme 4.1): 

Erel + Estack
pred

< 0 (4.2) 

 In other words, for these 14 tautomer pairs equation 4.1 predicts that differences in 

stacking interactions can overcome the difference in tautomer energies, changing the 

identity of the preferred tautomer. As expected, these are all cases in which the difference 

in energy between the major and minor tautomers in solution is small (< 0.5 kcal mol–1).  

To both verify the predictions from equation 4.1 and to test whether these 14 

tautomeric equilibria will really be reversed through stacking interactions, we explicitly 

computed the maximum stacking interaction between these 28 heterocycles and Phe, Tyr, 
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and Trp. First, we performed an extensive search of local stacked energy minima with 

toluene, p-methylphenol, and 3-methylindole as models of the side chains of Phe, Tyr, 

and Trp, respectively to identify the global minimum stacked structures.  We then 

evaluated accurate gas-phase stacking interaction energies (Estack
gas

) for all unique stacked 

dimers using DLPNO-CCSD(T). To account for the dielectric environment of a typical 

protein, we then used wB97X-D/def2TZVP to compute solvent corrections for 

diethyether, whose dielectric constant is similar to that in many proteins. The resulting 

(Estack
soln ) values should provide a reasonable estimate of the stacking expected in a protein 

binding site.  

 

Impact of Stacking on Tautomeric Equilibria 

 Table B.1 lists relative tautomer energies (Erel) and the relative stacking 

interaction energies in a protein-like environment (∆Estack
soln ).  The sum of these two values 

is the computed tautomerization energy in the stacked state, Erel
𝑠𝑡𝑎𝑐𝑘𝑒𝑑 (Figure 4.1). 

Negative Erel
𝑠𝑡𝑎𝑐𝑘𝑒𝑑 indicate cases in which the minor tautomer in aqueous solution is 

expected to be the major tautomer when stacked with the given amino acid side chain.  In 

total, we identify 16 cases in which stacking interactions are able to reverse the preferred 

tautomer present in solution: five with Phe, two with Tyr, and nine with Trp. 

 Looking at the data more closely, the most negative ∆Estack
soln  values for Phe, Trp, 

and Tyr are -0.7, -1.5, and -0.7 for Phe, Tyr, and Trp, respectively.  In two of three cases 

(Phe and Tyr) this maximum effect occurs for 5a → 5b and stacking with Trp yields the 

second-most negative ∆Estack
soln  of -0.9. In this case, the tautomerization energy in water is 

0.3 kcal mol–1 favoring 5a. When stacked with Phe, Tyr, and Trp, the tautomerization 
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energy changes to –0.3, –0.6, and –0.3 (i.e. favoring 5b). Taking this as the maximum 

impact of differential stacking interactions in tautomeric equilibria, stacking interactions 

have the potential to shift tautomeric equilibria for cases in which the one tautomer is 

preferred over the other by nearly 1 kcal mol–1. If we use 1 kcal mol–1 as a cutoff, instead 

of 0 kcal mol–1 as in equation 4.2, then there are 58 examples from Chapter 3 for which 

stacking interactions could potentially change the identity of the tautomeric equilibrium. 

These could be examined in future work.  

Of course, for many of the cases the impact of stacking interactions shifts the 

tautomeric equilibrium every further toward the major tautomer in solution. For example, 

for 8a → 8b, the tautomerization energy favors 8a by only 0.1 kcal mol–1.  Upon stacking 

with Phe, Tyr, and Trp, this energy increases to 0.6, 0.7, and 0.7, respectively, so will 

increase the proportion of 8a significantly. This could have important implications for the 

design of drugs containing this heterocyclic framework. 
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Figure 4.1 Influence ofSMD-ωB97X-D/def2-TXVP solvent-corrected DLPNO-

CCSD(T)/cc-pVQZ stacking energies (∆Estack
soln ) on tautomerization energies computed 

with SMD-M06-2X/def2-TZVP//M06-2X/def2-TZVP in Chapter 3 for clusters in scheme 

4.1.  Negative values indicate systems where the stacking is found to change the 

tautomeric equilibrium.   
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 It’s also instructive to consider these data in the context of the tautomer classes 

from Pitt et al.50 (Figure 3.1). The 14 tautomeric pairs in Scheme 4.1 below to classes 

T1(2,4,10,11,12), T2(5,6,8,14), T3(3,7,13), and T9(1,9) transitions. These four classes 

were shown in Chapter 3 to exhibit systematically small tautomerization energies, so 

provide a clear means of identifying heterocycles in which stacking (and other non-

covalent interactions) have the potential to reverse tautomeric equilibria. 

 It is worth noting that this work does not provide the complete or even realistic 

picture of the impact of drug binding on tautomeric equilibrium, as other non-covalent 

interactions as well as the heterogeneous electrostatic environment will impact these 

results. Regardless, these data provide proof of principle that stacking interactions alone 

have the potential to qualitatively change tautomeric equilibria of drug-like heterocycles. 

The use of the tautomer classes from Pitt et al.50 in tandem with the predictive model 

from Bootsma et al.78 (equation 4.1) provide a potential process for identifying such 

systems. 

 

Analysis of Predicted Vs. Computed stacking Interaction Strengths 

The reliable gas-phase stacking data computed above also provide an opportunity 

to assess the accuracy  of the predictive model of Bootsma and co-workers.78 Figure 4.2 

shows stacking interactions energies computed with DLPNO-CCSD(T)/cc-pVQZ 

energies plotted against those predicted using equation 4.1. Generally, stacking energies 

for Phe are well-predicted.  Conversely, Tryptophan stacking energies are overpredicted 
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while Tyrosine stacking energies are underpredicted.  These deviations are potentially 

due to the planar constraints applied in the present work, compared to the more lenient 

requirement that the planes of the two arenes lie within 30° used in the work of Bootsma 

et al.78   

In later work on DNA base stacking, Harding et al.134 parametrized a model using 

simple ESP descriptors and a planar geometric constraint (Equation 4.3).  

Estack
pred

= 0.003𝑁𝐻𝐴
𝐴𝐴𝑁𝐻𝐴

𝐻𝑒𝑡(𝐸𝑆𝑃𝑟𝑎𝑛𝑔𝑒
𝐴𝐴 + 𝐸𝑆𝑃𝑟𝑎𝑛𝑔𝑒

𝐻𝑒𝑡 ) − 4.181 (4.3) 

With this model, new stacking predictions are made (figure 4.3) and the prediction 

accuracy is compared to the Bootsma model.   

Overall, the Bootsma model demonstrates good correlation with each individual 

amino acid with R2 values of 0.85, 0.80, and 0.86 for Phe, Tyr, and Trp respectively.  

Conversely, the Harding model demonstrates poor correlation with each amino acid, 

showing R2 values of 0.55, 0.44, and 0.74 for Phe, Tyr, and Trp, respectively.  However, 

the Harding model performs well across all three amino acids, with a total R2 = 0.80 

while the Bootsma model is fragmented such that overall correlation is clearly very poor.  

Future work could examine a model created as a hybrid of the Bootsma and Harding 

models.   
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Figure 4.2. Interaction energies in kcal mol-1 for stacking with model side chains of Phe, 

Trp, and Tyr predicted by the model of Bootsma et al.78 and computed in the gas phase at 

the DLPNO-CCSD(T)//cc-pVQZ level of theory.  Data points above the trendline 

indicate overprediction of stacking interactions by the model, while points below the line 

indicate underprediction. 
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Figure 4.3. Interaction energies in kcal mol-1 for stacking with model side chains of Phe, 

Trp, and Tyr predicted by the model of Harding et al.134 and computed in the gas phase at 

the DLPNO-CCSD(T)//cc-pVQZ level of theory.  Data points above the trendline 

indicate overprediction of stacking interactions by the model, while points below the line 

indicate underprediction. 
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Conclusions 

Using the predictive model of stacking interactions of Bootsma et al.78 combined 

with tautomerization energies from Chapter 3, we have identified candidates where 

stacking interactions with aromatic amino acid residues can potentially shift tautomeric 

equilibria towards the higher energy tautomer.  Accurate ab initio computations of 

stacked dimers confirm many cases in which stacking interactions alone can lead to the 

minor tautomer present in solution to become the major tautomer in a bound state.  These 

cases occur most often for certain classes of annular tautomers examined in Chapter 3, 

providing a simple means of identifying tautomeric heterocycles for which there could be 

a switch of tautomeric states upon binding to a protein. This has important implications 

for structure-based drug design, as changes in tautomeric state must be accounted for 

both in terms of the energetic cost of forming the higher-energy tautomer and any 

resulting changes in non-covalent interactions with binding site functional groups.   
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CHAPTER 5 

CONCLUSIONS 

Each of these projects utilized computational methods to address a range of 

chemical problems. From combustion chemistry providing insights to the future of 

biofuels to studies on tautomeric systems in drug-like molecules, computational methods 

drive continued advancement in understanding chemical systems.  Using high-accuracy 

coupled-cluster methods and focal-point analysis, I have reiterated the importance of 

considering all steps in a chemical pathway, as the pathway with the slowest initiation 

ultimately ends up as the lowest energy pathway.  By benchmarking multiple density 

functional methods against CBS energies, I determined which method would perform 

best for computations on annular tautomer systems.  I then demonstrated the importance 

including solvent effects in computations on tautomeric systems.  Furthermore, I 

expanded upon existing data to identify structural and energetic trends across ten classes 

of annular tautomerization transitions.  Finally, I examined the impact of stacking 

interactions with the aromatic amino acids Phe, Tyr, and Trp on tautomeric equilibria, 

identifying a number of cases in which stacking interactions are predicted to change the 

identity of the preferred tautomer upon binding. Overall, each of these projects has 

provided a unique application of computational methods yielding useful results for 

improving chemical data available for solving complex problems.   
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APPENDIX A. 

SUPPLEMENTARY INFORMATION RELATED TO ANNULAR 

TAUTOMERIZATIONS OF HETEROAROMATIC RINGS 

 

Table A.1 Heterocycles from the Pitt Set and Corresponding VEHICLe Identifiers.  Note 

that clusters 5 and 6 do not have associated VEHICLe identifiers, as they did not meet the 

synthetic viability criteria.  

Pitt VEHICLe Pitt VEHICLe Pitt VEHICLe Pitt VEHICLe 

1a S10 12b S1866 22c S1196 29b S15601 

1b S11 13a S2740 22d S14413 30a S5904 

2a S23 13b S7955 23a S2055 30b S15623 

2b S24 14a S2787 23b S2054 30c S15622 

3a S29 14b S2786 23c S2040 31a S5714 

3b S30 14c S9695 23d S2039 31b S14410 

4a S75 15a S5686 24a S15612 32a S5864 

4b S71 15b S5685 24b S1205 32b S14426 

5a N/A 15c S5830 24c S14412 32c S14428 

5b N/A 16a S828 24d S1195 33a S5740 

6a N/A 16b S830 25a S2875 33b S20192 

6b N/A 17a S7998 25b S15630 34a S1948 

7a S1071 17b S7995 25c S2864 34b S1949 

7b S7952 18a S15404 25d S2874 34c S1954 

8a S1075 18b S14595 25e S14442 34d S1955 

8b S8043 19a S8007 25f S2865 35a S92 

9a S1118 19b S8019 26a S2001 35b S105 

9b S9690 20a S937 26b S2000 36a S83 

10a S1867 20b S932 27a S1093 36b S72 

10b S1868 21a S938 27b S1084 37a S1789 

11a S1929 21b S933 28a S1089 37b S5674 

11b S1928 22a S1206 28b S8626 38a S1349 

12a S1865 22b S15613 29a S1193 38b S1348 
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Table A.2. Focal point analysis for benchmark tautomerizations, in kcal mol–1. 

 HF MP2 CCSD CCSD(T) 

16b → 16a 

cc-pVDZ -0.60 0.70 0.40 0.65 

cc-pVTZ -0.69 0.55 0.21 0.47 

cc-pVQZ -0.70 0.51 0.17 0.43 

cc-pV5Z -0.71 0.48 [+0.16] [+0.41] 

CBS LIMIT [-0.71] [+0.46] [+0.15] [+0.40] 

3b→3a 

cc-pVDZ 2.12 4.41 2.87 3.02 

cc-pVTZ 1.40 3.89 2.28 2.45 

cc-pVQZ 1.28 3.72 2.13 2.29 

cc-pV5Z 1.23 3.61 [+2.08] [+2.23] 

CBS LIMIT [+1.21] [+3.52] [+2.05] [+2.20] 

38a→38b 

cc-pVDZ 0.85 3.27 1.99 2.35 

cc-pVTZ 1.12 3.50 2.18 2.57 

cc-pVQZ 1.18 3.54 2.22 2.61 

cc-pV5Z 1.21 3.55 [+2.24] [+2.63] 

CBS LIMIT [+1.23] [+3.54] [+2.25] [+2.63] 

1b→1a  

cc-pVDZ 5.52 5.42 5.02 4.82 

cc-pVTZ 4.81 4.98 4.56 4.35 

cc-pVQZ 4.66 4.82 4.42 4.20 

cc-pV5Z 4.59 4.71 [+4.35] [+4.12] 

CBS LIMIT [+4.56] [+4.64] [+4.32] [+4.09] 

37a→37b 

cc-pVDZ 5.57 4.78 4.76 4.70 

cc-pVTZ 5.15 4.27 4.39 4.28 

cc-pVQZ 5.07 4.13 4.31 4.18 

cc-pV5Z 5.03 4.03 [+4.27] [+4.13] 

CBS LIMIT [+5.01] [+3.95] [+4.25] [+4.10] 

 15c→15a 

cc-pVDZ 10.98 8.81 9.03 8.89 

cc-pVTZ 10.75 8.55 8.99 8.75 

cc-pVQZ 10.73 8.54 9.05 8.79 

cc-pV5Z 10.74 8.54 [+9.08] [+8.81] 

CBS LIMIT [+10.74] [+8.53] [+9.12] [+8.84] 
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36a→36b 

cc-pVDZ 11.48 9.21 9.04 9.18 

cc-pVTZ 11.22 8.96 8.96 8.98 

cc-pVQZ 11.07 8.84 8.89 8.90 

cc-pV5Z 11.01 8.77 [+8.86] [+8.87] 

CBS LIMIT [+10.98] [+8.74] [+8.86] [+8.86] 

4a→4b 

cc-pVDZ 10.95 10.46 10.09 10.22 

cc-pVTZ 10.21 9.71 9.42 9.51 

cc-pVQZ 9.93 9.43 9.18 9.26 

cc-pV5Z 9.83 9.30 [+9.09] [+9.17] 

CBS LIMIT [+9.79] [+9.24] [+9.06] [+9.14] 

35a→35b 

cc-pVDZ 11.21 11.35 10.72 10.81 

cc-pVTZ 10.40 10.72 10.07 10.13 

cc-pVQZ 10.12 10.46 9.83 9.89 

cc-pV5Z 10.03 10.35 [+9.76] [+9.82] 

CBS LIMIT [+9.99] [+10.28] [+9.74] [+9.80] 

2b→2a 

cc-pVDZ 7.28 7.25 6.71 6.68 

cc-pVTZ 6.88 6.82 6.39 6.32 

cc-pVQZ 6.88 6.78 6.39 6.30 

cc-pV5Z 6.89 6.73 [+6.40] [+6.30] 

CBS LIMIT [+6.89] [+6.68] [+6.41] [+6.30] 
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APPENDIX B. 

 

SUPPLEMENTARY INFORMATION RELATED TO ANNULAR TAUTOMERISM 

MEDIATED BY STACKING INTERACTIONS 

 

Table B.1. Comparison of relative tautomer energies (Erel) computed in water with SMD-

M06-2X/def2-TZVP solvent-corrected (in diethylether) DLPNO-CCSD(T)/cc-pVQZ 

stacking interaction energies (ΔEstack
𝑠𝑜𝑙𝑛 ).  The tautomerization energy in the stacked state 

(E𝑟𝑒𝑙
𝑠𝑡𝑎𝑐𝑘𝑒𝑑)  is the sum of Erel and ΔEstack

𝑠𝑜𝑙𝑛 . 

    Phe Tyr Trp 

Transition Erel ΔEstack
𝑠𝑜𝑙𝑛  Erel

𝑠𝑡𝑎𝑐𝑘𝑒𝑑
 ΔEstack

𝑠𝑜𝑙𝑛  Erel
𝑠𝑡𝑎𝑐𝑘𝑒𝑑

 ΔEstack
𝑠𝑜𝑙𝑛  Erel

𝑠𝑡𝑎𝑐𝑘𝑒𝑑
 

1a → 1b 0.3 -0.4 -0.1 0.7 1.1 -0.4 -0.1 

2a → 2b 0.1 -0.2 -0.1 -0.1 0.1 0.2 0.3 

3a → 3b 0.2 -0.2 0.1 0.2 0.4 0.0 0.2 

4a → 4b 0.2 -0.1 0.1 0.0 0.2 -0.1 0.0 

5a → 5b 0.3 -0.7 -0.3 -0.7 -0.3 -0.9 -0.6 

6a → 6b 0.0 -0.1 -0.1 -0.4 -0.4 -0.1 0.0 

7a → 7b 0.5 -0.5 -0.1 -0.3 0.2 -1.5 -1.1 

8a → 8b 0.1 0.6 0.6 0.6 0.7 0.6 0.7 

9a → 9b 0.4 0.5 0.9 0.0 0.4 -0.4 0.0 

10a → 10b 0.5 -0.2 0.3 0.3 0.8 0.1 0.6 

11a → 11b 0.0 0.7 0.7 0.5 0.5 -0.1 -0.1 

12a → 12b 0.4 0.2 0.6 -0.1 0.3 -0.4 0.0 

13a → 13b 0.2 0.2 0.4 -0.1 0.1 0.1 0.2 

14a → 14b 0.2 0.2 0.4 -0.1 0.1 -0.4 -0.2 
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Table B.2 Stacking interaction energies for each monomer with the model phenylalanine 

side chain.  Predicted (Estack
pred

) and DLPNO-CCSD(T)/cc-pVQZ interaction energies 

(Estack
gas

) are compared graphically in Figure 4.1 and the gas-phase ωB97X-D/def2-TZVP 

(Estack
ωB97) and solution-phase (in diethylether) SMD- ωB97X-D/def2-TZVP (Estack

SMD ) can be 

used to compute the solvent corrections for (ΔEstack
soln ) given in Table 4.1.   

Monomer Estack
pred

 Estack
𝑔𝑎𝑠

 Estack
ωB97 Estack

SMD  

1a -7.1 -7.4 -7.2 -2.6 

1b -7.9 -8.0 -8.0 -3.3 

2a -6.7 -6.7 -6.3 -4.0 

2b -6.9 -7.7 -7.4 -4.4 

3a -6.9 -6.8 -6.3 -4.5 

3b -7.5 -7.4 -7.1 -4.8 

4a -7.0 -7.8 -7.9 -4.3 

4b -7.2 -7.7 -7.8 -4.3 

5a -8.3 -8.1 -8.0 -4.4 

5b -8.8 -9.0 -8.7 -4.8 

6a -8.1 -7.7 -7.3 -5.3 

6b -8.7 -8.6 -8.2 -5.4 

7a -9.6 -8.8 -8.2 -6.1 

7b -10.3 -9.7 -9.2 -6.7 

8a -9.2 -9.0 -8.5 -4.8 

8b -9.4 -8.6 -8.2 -4.4 

9a -9.4 -9.2 -8.8 -4.5 

9b -10.1 -9.2 -8.8 -4.1 

10a -9.2 -8.4 -8.0 -5.3 

10b -9.8 -9.2 -9.3 -6.0 

11a -9.3 -9.1 -8.5 -6.6 

11b -9.7 -8.5 -8.0 -6.1 

12a -9.0 -8.5 -8.1 -6.0 

12b -9.4 -8.6 -8.3 -5.9 

13a -9.5 -8.8 -8.1 -5.3 

13b -10.1 -9.1 -8.4 -5.2 

14a -9.1 -8.8 -8.2 -5.7 

14b -9.9 -9.2 -9.0 -5.8 
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Table B.3 Stacking interaction energies for each monomer with the model tryptophan 

side chain.  Predicted (Estack
pred

) and DLPNO-CCSD(T)/cc-pVQZ interaction energies 

(Estack
gas

) are compared graphically in Figure 4.1 and the gas-phase ωB97X-D/def2-TZVP 

(Estack
ωB97) and solution-phase (in diethylether) SMD- ωB97X-D/def2-TZVP (Estack

SMD ) can be 

used to compute the solvent corrections for (ΔEstack
soln ) given in Table 4.1.   

Monomer Estack
pred

 Estack
𝑔𝑎𝑠

 Estack
ωB97 Estack

SMD  

1a -7.9 -10.0 -9.6 -4.0 

1b -8.9 -10.9 -10.6 -4.5 

2a -7.5 -9.8 -9.1 -5.7 

2b -7.7 -10.6 -10.1 -5.7 

3a -7.7 -9.3 -8.3 -5.7 

3b -8.3 -10.3 -9.7 -6.1 

4a -7.8 -10.5 -10.1 -5.1 

4b -8.1 -10.1 -9.9 -5.5 

5a -9.3 -11.6 -11.2 -5.7 

5b -9.9 -13.1 -12.7 -6.6 

6a -9.0 -11.0 -10.3 -6.9 

6b -9.8 -11.8 -11.4 -7.3 

7a -10.8 -12.0 -11.4 -8.1 

7b -11.6 -14.3 -13.6 -9.5 

8a -10.3 -13.1 -12.7 -6.8 

8b -10.5 -12.8 -12.5 -6.2 

9a -10.5 -11.7 -11.2 -6.1 

9b -11.4 -13.9 -13.7 -6.8 

10a -10.4 -12.9 -12.5 -8.0 

10b -11.0 -13.0 -12.8 -8.2 

11a -10.4 -11.9 -11.1 -8.4 

11b -10.9 -12.9 -12.1 -8.5 

12a -10.1 -11.0 -10.3 -7.1 

12b -10.6 -12.3 -11.9 -7.9 

13a -10.7 -12.8 -12.2 -7.3 

13b -11.3 -12.7 -11.9 -7.0 

14a -10.3 -12.9 -12.3 -7.6 

14b -11.1 -13.9 -13.5 -8.1 
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Table B.4 Stacking interaction energies for each monomer with the model tyrosine side 

chain.  Predicted (Estack
pred

) and DLPNO-CCSD(T)/cc-pVQZ interaction energies (Estack
gas

) 

are compared graphically in Figure 4.1 and the gas-phase ωB97X-D/def2-TZVP (Estack
ωB97) 

and solution-phase (in diethylether) SMD- ωB97X-D/def2-TZVP (Estack
SMD ) can be used to 

compute the solvent corrections for (ΔEstack
soln ) given in Table 4.1.   

Monomer Estack
pred

 Estack
𝑔𝑎𝑠

 Estack
ωB97 Estack

SMD  

1a -9.6 -8.3 -8.0 -3.6 

1b -10.8 -9.0 -9.0 -3.1 

2a -9.0 -8.0 -7.4 -4.8 

2b -9.3 -9.4 -9.2 -5.2 

3a -9.4 -7.9 -6.9 -4.7 

3b -10.1 -8.4 -8.1 -5.2 

4a -9.4 -8.2 -8.1 -4.3 

4b -9.8 -8.3 -8.2 -4.4 

5a -11.3 -8.6 -8.4 -4.7 

5b -12.1 -9.7 -9.3 -5.2 

6a -11.0 -8.5 -8.0 -5.6 

6b -12.0 -9.4 -8.9 -6.0 

7a -13.2 -10.1 -9.5 -7.0 

7b -14.2 -10.8 -10.3 -7.3 

8a -12.6 -10.6 -10.0 -5.5 

8b -12.9 -10.1 -9.7 -5.1 

9a -12.9 -10.6 -10.1 -4.7 

9b -13.9 -10.3 -10.2 -5.1 

10a -12.7 -10.2 -9.7 -6.2 

10b -13.5 -10.2 -9.9 -6.2 

11a -12.7 -10.3 -9.7 -7.1 

11b -13.3 -10.1 -9.4 -6.5 

12a -12.3 -9.6 -9.3 -6.6 

12b -13.0 -9.7 -9.2 -6.5 

13a -13.0 -10.4 -9.7 -6.3 

13b -13.9 -10.9 -10.3 -6.5 

14a -12.5 -10.3 -9.8 -6.1 

14b -13.6 -10.3 -9.9 -6.3 

  




