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ABSTRACT 

 Polycomb Repressive Complex 2 is a multi-subunit complex that deposits mono- 

di- and tri- methyl groups on lysine 27 of histone H3, and tri-methyl H3K27 is a 

molecular marker of transcriptionally repressed facultative heterochromatin. Polycomb 

mediated silencing is important for development in metazoans and for repression of key 

fungal genes in certain filamentous fungi. Neurospora crassa and Magnaporthe oryzae 

contain minimal Polycomb repression systems which allow for genetic studies to 

examine the basic mechanisms of this complex in addition to its biological impact. This 

body of work shows Polycomb mediated repression of known effector genes in M. 

oryzae, and deletion of the H3K27 methyltransferase, KMT6, derepressed many effector 

genes in addition to reducing virulence of this devastating plant pathogen. In N. crassa, 

deletion of the histone variant H2A.Z downregulates the expression of a critical subunit 

of Polycomb Repressive Complex 2 and results in region-specific loss of H3K27 

methylation. These discoveries are important in understanding how the plant pathogen M. 

oryzae regulates the genes related to infection of a host plant. Additionally, work in N. 

crassa has revealed that differential dependence on EED concentration is more critical 



for establishment or maintenance of specific repressed domains in the genome. This work 

represents meaningful contributions to understanding the function and control of 

facultative heterochromatin in filamentous fungi. 
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CHAPTER 1 

INTRODUCTION AND LITERATURE REVIEW 

Purpose 

The purpose of this dissertation is to dissect the control and function of facultative 

heterochromatin in filamentous fungi. Facultative heterochromatin is important in the 

proper development of metazoans, but is challenging to study in higher eukaryotes (1). 

Model organisms such as filamentous fungi represent a rich resource to explore the 

complex topic of epigenetic mechanisms, which alter gene expression. Filamentous fungi 

are easy to propagate and have provided important insights over the years into complex 

biological functions in higher eukaryotes. In this dissertation, I summarize my work in 

analyzing how gene expression is altered by multiple epigenetic phenomena. 

Chromatin structure 

Chromatin was first described in the late 1800s (2). Walther Flemming coined the 

term chromatin, which plainly means stainable material (2, 3). Emil Heitz described the 

distinct staining patterns, which differentiated euchromatin from heterochromatin (4), and 

in the 1970s Kornberg and Thomas described the histone proteins that make up the 

nucleosome, the basic unit of chromatin (2, 5). Nucleosomes are composed of a histone 

octamer containing two copies of the core histones: H2A, H2B, H3, and H4. 

Approximately ~150bp of DNA is wrapped 1.5 times around the histone octamer (6) and 

nucleosomes are deposited following DNA replication in S phase of the cell cycle (Figure 

1.1) (7). There is a wealth of knowledge about chromatin, but there are still open 
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questions concerning how structural changes such as histone modifications are 

mechanistically linked to genome function.  

There are multiple ways that factors which bind or interact with this DNA-protein 

substrate can change both local and global chromatin structure including, DNA 

methylation, chromatin remodelers, replacement of core histone with histone variants, 

and post-translational modifications to the unstructured histone tails (8). Most 

importantly, the way in which nucleosomes interact with DNA is conserved between 

higher eukaryotes and yeast, allowing studies in fungi to shed light on functions that 

cannot be studied in higher eukaryotes (9). Multiple protein complexes interact with 

chromatin and organize the genome into functionally distinct domains (10, 11). 

The eukaryotic genome is divided into separate segments of euchromatin and 

heterochromatin (12). Euchromatic regions of the genome are accessible, include regions 

that contain methylation of the residue lysine 4 of histone H3 (H3K4me) (13), enrichment 

of the histone variant H2A.Z at transcription start sites (14), and are transcriptionally 

competent (Figure 1.2A) (12). Heterochromatic regions are typically less accessible and 

transcriptionally silent (15). The two overarching types of heterochromatin are: 

constitutive heterochromatin and facultative heterochromatin (16). Marked by tri-

methylated lysine 9 on the histone H3 tail (H3K9me3), constitutive heterochromatin is 

found in repeat-rich regions of the genome and structural features, such as the centromere 

and telomeric repeats (17). In fungi, facultative heterochromatin is most abundantly 

located at the subtelomeric regions of the chromosome, although there are domains 

dispersed throughout the internal regions, and is marked by H3K27me2/3 (Figure 1.2B) 

(18). These regions are more gene-rich and represent areas of the genome where genes 
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are silent typically silent but can be expressed under specific conditions and as a response 

to exogenous or endogenous triggers (19). Although the genomic localization of 

H3K27me2/3 has been well studied in N. crassa, the functional roles are ill understood. 

Many genes that reside in these H3K27me2/3 marked domains encode for hypothetical 

proteins with unknown functions. In addition, the general mechanisms for deposition and 

maintenance of this histone modification are open questions.  

The Polycomb group (PcG) proteins form the complexes that establish facultative 

heterochromatin by depositing the histone modification, H3K27me2/3 (20). In 

metazoans, PcG proteins are essential in development by repressing developmental loci 

in a temporal and cell lineage-specific manner (11, 21, 22). There are two main PcG 

protein complexes, Polycomb Repressive Complex 1 and 2 (PRC1 and PRC2), which 

function cooperatively to maintain stable gene repression (23, 24). Certain fungi only 

contain the core components of the PcG protein complex PRC2 but lack any homologs to 

any subunits from PRC1; however, the model yeasts Saccharomyces cerevisiae and 

Schizosacchamyces pombe lack any PcG protein complexes (25). Establishment of 

H3K27 methylation has been associated with a multitude of other phenomena including, 

histone modifications (23), specific DNA sequences (26, 27), and noncoding RNAs (28). 

None of these models have been shown to be generally applicable and highlight the 

complexity of the PcG system in different organisms, including fungi. 

In Neurospora, PRC2 is composed of three core subunits, SET-7 (often referred 

to as KMT6), EED, SUZ12, and one accessory subunit, CAC-3. PRC2 deposits mono- di- 

and tri-methyl groups on lysine 27 of histone H3. These components are conserved in 

plants, fungi, and animals. SET-7 is the catalytic subunit homologous to EZH1/EZH2 in 
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humans and curly leaf, medea, or swinger in Arabidopsis thaliana (CLF, MEA, SWN) 

(29-37). EED and SUZ12 are named as such in humans, and named Esc and su(z)12 in 

Drosophila, but in Arabidopsis EED is named fertilization independent endosperm (FIE) 

and SUZ12 is named embryonic flower 2, vernalization 2 or fertilization independent 

seed 2 (EMF2, VER2, FIS2) (36, 38, 39). CAC-3, the accessory subunit, is named 

mammalian retinoblastoma binding protein 46/48 (RBAP46/48) in humans and 

multicopy suppressor of IRA1-5 (MSI1-5) in Arabidopsis (40-42).  

In mouse embryonic stem cells (mESCs) and plants, the histone variant H2A.Z 

has been implicated directly in the regulation of H3K27 methylation (43-45). H2A.Z is 

one of the most extensively studied and conserved histone variants and is enriched at 

transcription start sites (TSS) and vertebrate enhancers (46-53). H2A.Z has been 

functionally linked to a multitude of seemingly discordant functions including, gene 

activation and gene repression (46, 54-61). Although much is known about H2A.Z itself 

and its genomic location, mechanisms behind its various actions are not well understood. 

In mESCs, there is a strong correlation between the activity of PRC2, and colocalization 

of H2A.Z and H3K27me3 (62). This colocalization is found not only between the 

modification H3K27me3, but also with the PRC2 subunit SUZ12 in mESCs at 

developmentally important loci, such as the HOX clusters (48). The N- and C-terminal 

tails of H2A.Z can be acetylated or ubiquitylated, respectively, and these modifications 

either repress or stimulate the action of PRC2 through BRD2, a transcriptional activator 

or through Polycomb Repressive Complex 1 (PRC1) (43). In Arabidopsis thaliana, there 

is a genetic interaction between the chromatin remodeler PKL, which promotes 

H3K27me3, and PIE-1, the homologous protein to SWR-1, the histone variant exchanger 
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that deposits H2A.Z (45). In repressed genes in rice, H2A.Z is also found to be 

colocalized with H3K27me3 (44). The relationship between the histone variant H2A.Z 

and H3K27me3 is not fully understood in any eukaryote.  

Facultative heterochromatin in fungi 

Facultative heterochromatin has been studied in a multitude of organisms and in 

general functions as a system that controls conditional gene repression, but how this is 

accomplished is not fully understood (63). The classical or sequential model states that 

PRC2 methylates H3K27 and then PRC1 ubiquitylates H2A residues promoting 

compaction (11). This model has been refuted by studies which have found that PRC1 

can be recruited without PRC2 activity in PRC2-deficient mESCs (64). Knockdown of 

PRC1 has also been shown to lead to decreased binding of PRC2 indicating that PRC1 is 

required for PRC2 stable association (65). In addition, facultative heterochromatin exists 

in organisms that lack PRC1, namely fungi. This represents a gap in knowledge for how 

PRC1 and PRC2 function with each other in higher eukaryotes, and more importantly 

how PRC2 achieves gene repression in systems that lack PRC1.  

The percentage of the genome covered in H3K27me2/3 varies in different 

filamentous fungi that have been studied. It ranges from 5-7% in Neurospora crassa and 

Cryptococcus neoformans to 30% in Fusarium graminearum (25, 66, 67). In addition, in 

all the above and Magnaporthe oryzae, Fusarium fujikuroi, Zymoseptoria tritici, and 

Epichloё festucae the bulk of the H3K27 methylation found is close to the telomeres (68-

70). Even in Fusarium where 30% of the genome is covered in this modification, the 

regions of the chromosomes that are H3K27me marked may be ancestral telomeric sites 

that fused to form the chromosomal makeup that we now know (67). Although there are 
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still many genes marked by H3K27me2/3 of unknown function, secondary metabolites 

and effector genes are some of the better understood genes that can be located in such 

regions. Subtelomeric regions in filamentous fungi are generally enriched for genes 

specific to that species, such as these secondary metabolite clusters or effector genes (71, 

72).  

Secondary metabolites (SM) are part of defense or survival mechanisms and not 

required for primary metabolism or growth and development (73). Genes encoding SM 

are typically found in clusters, expressed when the cell is under nonoptimal conditions 

and include important compounds such as, cyclosporin, penicillin, and lovastatin (73). 

These gene clusters have been found in subterminal regions of chromosomes and in 

certain filamentous fungi their expression is controlled by epigenetic regulation (67-69, 

74). Filamentous fungal plant pathogens secrete effectors during infection, which hijack 

the plant’s immune system; these effectors are small secreted proteins and the genes that 

encode them have been found to be under epigenetic control (75, 76). Under laboratory 

conditions in Magnaporthe oryzae, these effector genes are normally silent and the 

removal of KMT6 activity (H3K27 methylation) alters expression for many, but not all. It 

is interesting to note that in organisms with genes that are enriched for H3K27me2/3, 

removal of this modification is not sufficient for upregulation (66, 67, 77), indicating that 

there is another tier of regulation for subsets of these genes.  

Abolishment of H3K27me2/3 in higher eukaryotes is lethal, which makes fungi 

good models to probe for insights into control and function of this modification. In 

organisms where the methyltransferase for H3K27 has been knocked-down or deleted 

there are wide-ranging effects including: upregulation of secondary metabolite and 
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effector genes, fruiting body formation defects (67, 77, 78), hyphal growth defects (69), 

conidiation defects (79), and loss of virulence (67, 79). When H3K27 methylation is 

removed or significantly depleted, in E. festucae, the alkaloid biosynthetic gene cluster 

exhibited derepression (68), 20 out of 47 predicted SM key enzymes were misregulated 

in F. fujikuroi (69), 14% of all genes became upregulated in F. graminearum (67), 75 

subtelomeric transcripts were derepressed in C. neoformans (66), and 130 out of ~770 

genes were upregulated in N. crassa (25). Although H3K27me2/3 itself is clearly 

important for gene repression of certain subsets of genes, these results clearly point to a 

complex system of regulation with multiple layers and likely more players involved. 

In Neurospora, we know there are at least two categories of H3K27 methylation, 

telomere-dependent and telomere-independent (Figure 1.3); placement of repetitive 

telomere repeat sequences (5’-TTAGGG-3’) in euchromatic loci induces de novo H3K27 

methylation across large regions (80). ASH-1 catalyzed H3K36me2 was recently found 

to mark inactive or silent genes and 95% of H3K27me2/3 domains are also marked by 

this modification (81). A forward genetics screen identified a new protein required for 

subtelomeric H3K27 methylation, PRC2 accessory subunit (PAS) (78). Strains lacking 

PAS have upregulated expression of telomere-proximal genes as well as specific loss of 

H3K27me2/3 in subtelomeric regions (78). Prior to this study, CAC-3/NPF, another 

accessory subunit of PRC2 was found to have a similar pattern of H3K27me2/3 loss at 

subtelomeric regions (25). In addition, my research has led to the knowledge that H2A.Z 

is required for normal internal patterns of H3K27 methylation. Deletion of this histone 

variant results in downregulation of EED and region-specific loss of H3K27me2/3 

genome wide.  
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Figures 

 

Figure 1.1: Nucleosome composition and core histones 

A) Nucleosomes are composed of ~147 bp of DNA wrapped 1.5 times around an octamer 

of histone subunits. There are two copies of the core histone subunits H2A, H2B, H3, and 

H4 in the histone octamer. Image created with BioRender.com. Adapted from Takatori et 

al 2013. 
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Figure 1.2: Euchromatin and Heterochromatin 

A) Euchromatin is loosely packed, transcriptionally active, contains regions of 

H3K4me3, and the histone variant H2A.Z flanks the transcription start site (TSS).  

B) Heterochromatin is densely packed, transcriptionally silent, and is marked by 

H3K27me3. Image created with BioRender.com. 
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Figure 1.3: Two mechanisms of Polycomb mediated silencing in Neurospora 

Sub-telomeric and internal regions have two mechanisms by which H3K27me2/3 is 

established. PRC2 catalyzes methylation of H3K27 through the action of SET-7, the 

catalytic subunit, which leads to repression of genes in these domains. The telomere 

repeat is able to recruit PRC2 where PRC2 can then deposit and H3K27me2/3. An 

unknown mechanism recruits PRC2 to internal domains. Many genes found in 

H3K27me2/3 domains are also enriched for H3K36me2. 
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CHAPTER 2 

THE HISTONE MODIFICATION H3K27ME3 AND TRANSCRIPTION FACTOR 

MOGTI1 COORDINATELY CONTROL EXPRESSION OF EFFECTOR GENES IN 

RICE BLAST FUNGUS12 
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Abstract  

Fungal pathogens are a major threat to global food production. Plant infection by 

fungi involves the secretion of effector proteins, which is imperative in facilitating 

invasion of plant cells. In Magnaporthe oryzae, the expression of effector genes is 

repressed in mycelial culture, but becomes induced during plant infection; however, the 

mechanisms governing this transcriptional reprogramming are not yet understood. We 

found through chromatin immunoprecipitation followed by Illumina sequencing that 40% 

of a total of 178 known and predicted effector genes possess enrichment of the repressive 

histone modification H3K27me3 during mycelial growth. Deletion of the H3K27me3 

methyltransferase, KMT6, derepressed many of these effector genes. In addition, the 

overexpression of the transcription factor MoGti1 also upregulated the expression of 

these genes, and in a KMT6 deletion background, the effect is synergistic for 21 effector 

genes. The synergistically upregulated genes were found to be upregulated in previous 

microarray studies that examined post infection expression in M. oryzae. Together, these 

data suggest that there are two components, H3K27me3 and MoGti1, which are important 

in the transcriptional regulation of effector genes needed for plant colonization.  

Introduction 

The emergence of filamentous fungal pathogens is a major threat to global food 

production. During plant infection, fungal pathogens secrete effector molecules to exploit 

host plants and to facilitate invasion of plant cells. Effectors typically function as 

essential pathogenicity determinants of plant-pathogen interactions. For instance, 

avirulence (Avr) effector proteins can interfere with the plant immune response to 

promote colonization in the absence of the cognate host resistant (R) proteins, referred to 
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as effector-triggered susceptibility (ETS). In the presence of corresponding R proteins, 

however, plant defense response is triggered to suppress colonization (effector-triggered 

immunity, ETI). While the function of fungal effectors has been extensively studied (1, 

2), the mechanisms regulating effector gene expression remain largely unknown.  

During plant infection, filamentous fungi undergo transcriptional reprogramming 

to mediate colonization. Regulated expression of effector genes is one of the most critical 

reprogramming actions. Expression of effector genes is typically suppressed during 

mycelial growth in axenic culture but is highly induced during plant infection. This is 

consistent with in planta-specific functions of effectors to facilitate fungal invasion. 

Transcriptomic studies in both oomycetes and fungi have revealed concerted waves of 

effector gene expression during different infection stages, suggesting that globally 

induced effector gene expression during plant infection is a shared property of 

filamentous pathogens (3-8). Thus, this expression pattern raises the question of how 

effector genes are globally repressed during mycelial growth and activated in waves 

during plant infection.  

Filamentous fungi are multicellular organisms. All cells are genetically 

homogeneous but can be structurally and functionally heterogeneous at different 

development stages, due to differential gene expression. As mentioned above, expression 

of effector genes is typically repressed in mycelia and conidia, but highly induced in 

appressoria and invasive hyphae produced during plant infection. Heterochromatic 

regions possess less accessibility than euchromatin and are transcriptionally silent (9). 

The two overarching types of heterochromatin are constitutive heterochromatin and 

facultative heterochromatin (10). Constitutive heterochromatin is marked by tri-
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methylated lysine 9 on the histone H3 tail (H3K9me3) and found in repeat-rich regions of 

the genome (11). In fungi, facultative heterochromatin is most abundantly located at the 

subtelomeric regions of the chromosome and is marked by H3K27me2/3 (12). 

Accumulating evidence suggests that epigenetic regulation in the form of these repressive 

chromatin modifications might be important for global repression of effector genes in a 

number of filamentous pathogens. Indeed, in Leptosphaeria maculans, expression of 

small secreted protein (SSP)-encoding genes was induced in axenic culture by silencing 

epigenetic regulators including Heterochromatin Protein 1 (HP1) or DIM5, which 

catalyzes H3K9me3 (13). It still remains to be investigated whether other epigenetic 

modifications (e.g., H3K27me3) are involved in regulating effector gene expression. 

Nonetheless, absence of H3K27me3 derepresses expression of secondary metabolite 

(SM) biosynthetic genes as well as putative secreted pathogenicity factors in Fusarium 

graminearum (14), possibly indicating that H3K27me3 also plays roles in effector gene 

expression.  Additionally, a recent study reports that deletion of KMT1 and KMT6 

catalyzing trimethylation of H3K9 and H3K27, respectively, deregulates expression of 

pathogenicity-related genes, including some putative effector genes, in Zymoseptoria 

tritici (15).  

H3K27 methylation is found mostly in subtelomeric regions on all chromosomes 

in the filamentous fungi Neurospora crassa, F. graminearum and Cryptococcus 

neoformans (16). Interestingly, the subtelomeric regions in Magnaporthe oryzae and 

Phytophthora infestans are characterized by a high density of Transposable Elements 

(TEs)  and known effector genes (17-19). This is consistent with the idea that 
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H3K27me3, a well-characterized transcriptionally repressive mark, might repress gene 

expression during growth outside the host.  

Conversely, the concerted waves of effector gene expression that occur during 

plant infection suggest that one or more global transcriptional regulators must direct 

coordinated activation of effector genes in planta. One good candidate is the WOPR 

transcription factor, which was initially characterized as a master regulator of 

morphological switching and virulence in the human fungal pathogen Candida albicans 

(white-opaque regulator 1, Wor1; (20)). Wor1 homologs were subsequently identified in 

various plant pathogenic fungi; all deletion mutants show both up- and downregulation of 

many effector genes (21-27). However, it is still unknown whether the WOPR 

transcription factor is under epigenetic control or can regulate effector gene expression in 

a cooperative manner with epigenetic machinery.  

In this study, we profiled genome-wide distributions of histone modifications 

(H3K4me2, H3K9me3, H3K27me3 and H3K36me3) during mycelial growth of rice blast 

fungus Magnaporthe oryzae using chromatin immunoprecipitation followed by high-

throughput sequencing (ChIP-seq). We found that a large proportion of known and 

predicted effector genes in M. oryzae are enriched with H3K27me3. Then we 

demonstrated that H3K27me3 is involved in epigenetic repression of effector gene 

expression during mycelial growth using RNA-sequencing and quantitative PCR (qRT-

PCR). Interestingly, many effector genes that exhibited de-repression due to loss of 

H3K27me3 by MoKMT6 knockout during mycelial growth were also induced during 

plant infection of a wild-type strain at 36 hours post inoculation (hpi). To investigate 

transcriptional activation of effector genes, we overexpressed MoGti1, an M. oryzae 
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Wor1 homolog, and found expression of some effector genes were significantly 

upregulated even during mycelial growth. Then, we investigated the possible interplay 

between epigenetic (H3K27me3) and transcriptional (MoGti1) regulation on effector 

gene expression and uncovered a synergistic effect when MoGti1 was overexpressed in 

the mutant strain lacking H3K27me3. Our data demonstrate H3K27me3-mediated 

repression of effector genes during mycelial growth and MoGti1-mediated activation of 

effector genes during plant infection. Taken together, this strongly suggests synchronized 

control of effector gene expression by epigenetic and transcriptional regulation in a 

temporal manner.   

Results 

Histone modifications of known and predicted effector genes in M. oryzae 

To investigate the role of histone modifications in regulating effector gene 

expression, we carried out ChIP-seq to determine the genome-wide distributions of four 

well-conserved histone H3 modifications: H3K4me2, H3K9me3, H3K27me3 and 

H3K36me3. Chromatin was extracted from M. oryzae mycelia cultured in complete 

medium (hereafter referred to as “axenic culture”), in which most M. oryzae effector 

genes are transcriptionally repressed (28). Our ChIP-seq results revealed that two 

repressive histone marks, H3K9me3 and H3K27me3, were predominantly enriched in 

presumed heterochromatic regions, such as chromosomal ends, which contrasts to the 

distribution of the active H3K4me2 mark (Fig 2.1). Distributions of H3K9me3 and 

H3K27me3 were not colocalized but neighboring. Each mark was deposited at distinct 

genomic regions with little to no overlap (Fig 2.1). As reported for other fungi, most 
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chromosomes exhibit enrichment of H3K27me3 in subtelomeric regions with additional 

domains of H3K27me3 found at internal regions.    

Based on existing literature, we curated a list of 24 M. oryzae effector genes that 

are repressed during mycelial growth in axenic culture but activated during various 

infection stages (2.1 Table). These effector genes include avirulence genes and 

pathogenicity genes. Loci for the 23 of the 24 previously identified effector genes are 

located in or near H3K27me3 domains (Fig 2.1). We constructed heatmaps to depict 

enrichment of H3K27me3, H3K36me3, H3K9me3, and H3K4me2 across the 

transcription start sites (TSS) of all 24 known effector genes. This confirmed high 

enrichment of H3K27me3 as well as H3K36me3 spanning both the promoters and gene 

bodies, whereas H3K4me2 and H3K9me3 were not enriched in these effector genes 

(Table 2.1). This striking association of the repressed effector genes with silencing 

H3K27me3 marks prompted us to expand our analysis to a total of 448 known and 

predicted effector genes that we identified in M. oryzae isolate O-137. We found that 

~30% of these effector genes (132/448) are enriched with H3K27me3. In contrast, only 

~6.2% (819/13,144) of the entire M. oryzae genome is enriched with H3K27me3. Then, 

we constructed heatmaps to depict enrichment of H3K27me3, H3K36me3, H3K9me3, 

and H3K4me2 across the TSS of all 448 known and predicted effector genes (Fig 2.2). 

We performed k-means clustering with k=2 based on H3K27 methylation enrichment and 

this method placed 40% of the effector genes into cluster 1, based on higher levels of 

H3K27me3 (40%, 178/448). These genes also displayed higher levels of H3K36me3 

enrichment in both the promoter and the gene body, mirroring our previous results (Fig 

2.2). However, the remaining 60% (268/448) of effector genes were grouped into cluster 
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2 based on their lower enrichment of H3K27me3 (Fig 2.2), including a constitutively 

expressed effector gene MC69 (29). In addition, H3K36me3 enrichment at effector gene 

loci in cluster 2 is lower than that of cluster 1 (Fig 2.2). H3K9me3 enrichment at both 

clusters is comparable to the level of H3K9me3 throughout the entire genome, showing 

no bias for H3K9me3 at these loci. The patterns exhibited by both clusters of all 

modifications are strikingly different than the pattern of modifications when viewed on 

the TSSs for all genes (Fig 2.2B). Our clusters have little to no H3K4me3, as opposed to 

all genes where there is the characteristic spike of H3K4me3 immediately after the TSS 

(Fig 2.2B). 

Deletion of the histone methyltransferase MoKMT6 eliminates H3K27 

trimethylation in M. oryzae 

To further characterize the role of H3K27me3 in regulating effector gene 

expression, we decided to focus on MoKMT6 (MGG_00152) in M. oryzae. MoKMT6 was 

previously cloned from a wheat-pathogenic strain of M. oryzae and shown to encode a 

histone methyltransferase responsible for catalyzing methylation of H3K27 (30). We first 

identified the same gene in the rice-pathogenic M. oryzae strain O-137 by BLAST 

analysis and used a homologous recombination strategy to generate MoKMT6 deletion 

mutants. Compared to wild-type and ectopic strains, all deletion mutants (n=8) produced 

noticeably lighter mycelia when grown on conidia-inducing OMA media, indicating 

defects in conidiation. Indeed, the ∆mokmt6 deletion mutant strain CKF3472 (chosen for 

further studies) showed reduced conidiation and virulence on rice (Fig 2.3A and Table 

2.2). Complementation of the deletion strain with the wild-type allele restored virulence 

defects but not conidiation (Fig 2.3A and Table 2.2). These phenotypes were consistent 
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with previous observations where MoKMT6 was disrupted in a wheat-pathogenic strain 

of M. oryzae (30). ChIP-seq analysis clearly showed that the enrichment of H3K27me3 

was lost in the ∆mokmt6 mutant but was restored in the complementation strain (Fig 

2.3B), confirming that MoKMT6 is responsible for deposition of H3K27me3 in M. 

oryzae.   

Loss of H3K27me3 results in de-repression of effector genes  

We used qRT-PCR to compare the expression of nine effector genes during 

mycelial growth in axenic culture of wild type and ∆mokmt6. These effector genes 

include five AVR genes (AVR-Pik, AVRPiz-t, AVR-Pi9, ACE1, and PWL2), two 

biotrophy-associated genes (BAS3 and BAS4), and two virulence genes (Slp1 and MC69). 

Seven out of nine genes were enriched with H3K27me3 in wild type but not in in the 

∆mokmt6 mutant during mycelial growth (Fig 2.4 and Table 2.3). We found that the 

transcript levels of all seven effector genes in the ∆mokmt6 mutant were significantly 

increased, ranging from 3.5-fold (i.e, PWL2) to over 150-fold (i.e, AVRPiz-t  and BAS4), 

compared with those in wild type (Fig 2.4A, 2.4B, and Table 2.3). These results indicate 

that H3K27me3 is involved in repressing expression of these effector genes during 

mycelial growth in axenic culture and that, consequently, loss of H3K27me3 results in 

de-repression. Furthermore, we found that the expression of MC69, which has no 

enrichment of H3K27me3 during mycelial growth of wild type, was not changed in the 

∆mokmt6 mutant (Fig 2.4C). Interestingly, AVR-Pi9 was clustered into the group of lower 

H3K27me3 enrichment in our hierarchical clustering, but the genome-wide loss of 

H3K27me3 led to its de-repression during mycelial growth (Fig 2.4A), indicating the 
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H3K27me3 regulates effector gene expression through both direct and indirect 

mechanisms.  

Regulation of effector gene expression by the transcription factor MoGti1  

Gene expression is increasingly shown to be regulated by both histone 

modifications and transcription factors (TFs) (31, 32). To investigate the interrelationship 

between H3K27me3 and TFs in regulation of effector gene expression, we focused on the 

M. oryzae TF MoGti1 and effector gene BAS4. MoGti1 is a homolog of the Wor1 TF, 

and deletion of MoGti1 in M. oryzae results in altered expression of several effector 

genes, including BAS4 (26). BAS4 expression was strongly induced immediately after 

appressorium-mediated host penetration at 25 hpi (Fig 2.5A and 5B). We found that the 

BAS4 promoter contains the core motif (TTAAAGTTT), recognized by Wor1 (33), 

suggesting that the expression of BAS4 is directly regulated by MoGti1. This is further 

supported by qRT-PCR results revealing low expression of MoGti1 and BAS4 during 

axenic growth and increased expression during the course of plant infection, with earlier 

induction of MoGti1 (Fig 2.5B).  

To further confirm that MoGti1 positively regulates BAS4 expression, we 

transformed M. oryzae ectopically with the MoGti1 coding sequence under control of the 

constitutive promoter of the ribosomal protein RP27 gene. Four randomly selected 

transformants showed more than 10-fold increase of MoGti1 expression, compared to 

wild type, in axenic culture. One transformant (MoGti1oe; CKF3790AB) that exhibited 

the highest fold increase, ~55-fold, was chosen for further experiments. We found that 

the transcript level of BAS4 was significantly increased, ~250-fold, in MoGti1oe relative 

to wild type in axenic culture (Fig 2.5C).    
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We then examined another eight effector genes (AVR-Pik, AVR-Pi9, AVRPiz-t, 

PWL2, ACE1, MC69, Slp1, and BAS3) in both wild type and MoGti1oe during mycelial 

growth in axenic culture (Fig 2.5C and Table 2.3). Similar to BAS4, the expression of 

AVR-Pik, PWL2, and BAS3 was significantly upregulated in MoGti1oe compared to wild 

type. Interestingly, we also found that the expression of some effector genes was 

downregulated (i.e., AVR-Pi9), or not altered (i.e., AVRPiz-t, ACE1, Slp1, and MC69) in 

MoGti1oe compared to wild type. Taken together, we suggest that MoGti1 plays both a 

positive and a negative role in regulating expression of a subset of effector genes in M. 

oryzae. 

Double control of effector gene expression by H3K27me3 and MoGti1 

Since deletion of MoKMT6 (Δmokmt6) or overexpression of MoGti1 (MoGti1oe) 

leads to increased expression of BAS4 and other effector genes (Fig 2.4 and 2.5), we 

asked whether the combination of Δmokmt6 and MoGti1oe would lead to an additive or 

synergistic effect on effector gene expression. To answer this, we generated M. oryzae 

strains, ectopically overexpressing MoGti1 in the Δmokmt6 mutant background and 

subsequently identified one strain, CKF4034 (Δmokmt6-MoGti1oe), in which the level of 

MoGti1 overexpression was comparable to that in the MoGti1oe strain. The qRT-PCR 

assays with RNA isolated from axenic cultures showed that Δmokmt6 or MoGti1oe alone 

increased the BAS4 transcripts by ~150-fold or ~250-fold, respectively. Strikingly, the 

Δmokmt6-MoGti1oe strain increased BAS4 expression by ~20,000-fold (Fig 2.6A). 

Similar results were also observed in another independent Δmokmt6-MoGti1oe 

transformant. This synergistic effect was consistently observed for other effector genes, 
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such as AVR-Pik, BAS3 and PWL2, whose expression, just like BAS4, was increased by 

Δmokmt6 or MoGti1oe alone (Table 2.3).  

To gain insight into the synergistic effect of Δmokmt6 and MoGti1oe on effector 

gene expression, we first tested if H3K27me3 plays a role in regulating MoGti1 

expression by measuring the MoGti1 transcript in Δmokmt6 using qRT-PCR. We found 

that MoGti1 expression was significantly induced (~3-fold) in Δmokmt6 compared to 

wild type, suggesting that H3K27me3 is somehow involved in repression of MoGti1 

expression (Fig 2.6B).  In F. graminearum and N. crassa, H3K27me3 loss can upregulate 

both H3K27me3-marked and non-H3K27me3-marked genes (14, 34, 35). To determine if 

MoGti1 is a H3K27me3-marked gene, we examined H3K27me3 distribution at the 

MoGti1 locus in axenic culture. Interestingly, our ChIP-seq analyses demonstrate lack of 

H3K27me3 at the MoGti1 locus, even though removal of H3K27me3 upregulates this 

gene (Fig 2.6B). Taken together, these results suggest that H3K27me3 is likely repressing 

an upstream activator of MoGti1. 

Four effector genes (AVR-Pik, BAS3, BAS4, and PWL2) in our qRT-PCR analysis 

showed increased expression in MoGti1oe, as well as enrichment of H3K27me3 in wild 

type (Table 2.3). We then tested if MoGti1 overexpression can alter H3K27me3 patterns 

at these loci. To this end, we first measured the transcripts of MoKMT6 in both wild type 

and MoGti1oe and found no significant difference of MoKMT6 expression between them 

(Fig 2.6C). ChIP-seq results showed no noticeable difference of the H3K27me3 patterns 

from wild type at individual loci (Fig 2.6C). Similarly, we found almost indistinguishable 

differences of H3K27me3 in MoGti1oe from wild type when viewed genome-wide using 

heatmaps of all wild-type peak locations (Fig 2.6D). These data suggest that altered 
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expression of effector genes due to MoGti1oe does not involve changes in the histone 

modification and silencing mark H3K27me3.  

Previously, we showed that MoGti1 overexpression upregulated expression of a 

subset of effector genes (Fig 2.5C). The deletion of MoKMT6 was able to induce 

expression of both MoGti1 and effector genes in axenic culture (Fig 2.4 and 2.6B). This 

raises a question whether induced effector gene expression by MoKMT6 deletion is solely 

due to upregulated MoGti1 expression. Due to the comparable expression of MoGti1 in 

both MoGti1oe and Δmokmt6-MoGti1oe strains, any differences of effector gene 

expression between these two strains is likely due to the presence or absence of 

H3K27me3. We indeed found that H3K27me3 loss led to the remarkable upregulation of 

effector gene expression (AVR-Pik, BAS3, BAS4, and PWL2) in Δmokmt6-MoGti1oe 

compared to MoGti1oe. This suggests that induced effector gene expression (AVR-Pik, 

BAS3, BAS4, and PWL2) by MoKMT6 deletion is not solely due to upregulated MoGti1 

expression but also because of the absence of H3K27me3. This was further confirmed by 

induced expression of effector genes ACE1, AVRPiz-t and AVR-Pi9 in Δmokmt6. Because 

their expression was unchanged or negatively regulated by MoGti1 (Fig 2.5), the 

upregulation of these effector genes in Δmokmt6 is likely due to the loss of H3K27me3.  

Trimethylation of H3K27 and the transcription factor MoGti1 globally control 

expression of effector genes 

To investigate expression changes in strains lacking H3K27me3 and/or 

overexpressing MoGti1, we performed RNA-seq on wild-type, Δmokmt6, MoGti1oe, and 

Δmokmt6-MoGti1oe strains during mycelial growth in axenic culture. We found that 

expression of seven of nine qRT-PCR tested effector genes showed consistent expression 
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patterns in the RNA-seq data in Δmokmt6 and MoGti1oe respectively (Table 2.4). The 

remaining two effector genes AVR-Pik and PWL2 lacked read coverage in the wild-type 

strain but had sufficient read coverage in Δmokmt6 and MoGti1oe based on RNA-seq, 

suggesting possible upregulated expression, which is also consistent with qRT-PCR 

results. The consistency between qRT-PCR and RNA-seq results serves as validation of 

these RNA-seq data. Overall, the expression levels of 32.1% (144/448) of known and 

predicted effector genes were differentially regulated by the removal of H3K27me3 

including 125 upregulated and 19 downregulated genes and 42% (75/178) of the cluster 1 

genes (enriched for H3K27me3) were upregulated upon removal of this modification 

(Table 2.5). Similarly, the overexpression of MoGti1 in mycelia led to an altered 

expression of ~20% (89/448) of this effector gene set, where we found 63 upregulated 

effector genes including BAS3, BAS4 and SPD5, and 26 downregulated effector genes, 

including AVR-Pi9 (Table 2.5). Considering that effector genes only represent 3.4% 

(448/13,144) of the genes in the entire M. oryzae genome, we suggest that both 

H3K27me3 and MoGti1 globally control expression of effector genes in M. oryzae.  

H3K27me3 is involved in repressing expression of genome-wide effector genes 

We next asked if expression of the 448 known and predicted effector genes 

changes upon removal of H3K27me3. We compared expression levels of H3K27me3-

enriched (cluster 1) and -unenriched effector genes (cluster 2) in wild type and Δmokmt6. 

As expected, expression levels of cluster 1 effector genes in the wild-type strain were less 

than that of cluster 2 effector genes (Fig 2.7). However, the loss of H3K27me3 in 

Δmokmt6 mutant resulted in significantly induced expression of cluster 1 effector genes, 

but not for cluster 2 effector genes (Fig 2.7). These data suggest that H3K27me3 plays an 
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important role in repressing expression of effector genes in M. oryzae. This is also 

supported by the higher percentage of upregulated effector genes (87%, 125/144) in 

Δmokmt6 than that of downregulated genes (13%, 19/144). In particular, many of the 

known effector genes (15/24 genes), of which expression is repressed during mycelial 

growth (Table 2.1), were detected to be upregulated, while none were downregulated 

(Table 2.5). For the remaining 424 effector genes, the number of upregulated effector 

genes was approximately six times higher than that of downregulated genes (110 vs. 19).  

Synergistic effect of H3K27me3 and MoGti1 on effector gene expression  

Because effector genes that are typically silent in culture were upregulated in the 

absence of H3K27me3 and these genes are known to be upregulated during plant 

infection [24], we sought to determine if H3K27me3 and MoGti1 had a synergistic effect 

on their induction. Using the RNA-seq dataset we compared the Δmokmt6-MoGti1oe 

strain with Δmokmt6 and MoGti1oe. We found that the Δmokmt6-MoGti1oe strain had a 

similar number of upregulated effector genes to the total number for both Δmokmt6 and 

MoGti1oe strains combined (Table 2.4). Notably, the expression of 36 effector genes was 

significantly upregulated in both Δmokmt6 mutant and MoGti1oe (Table 2.7). Out of the 

36 genes, 58% (21/36) exhibit a fold change increase in the Δmokmt6-MoGti1oe strain 

compared to the individual strains. For example, BAS4 is upregulated in Δmokmt6 and 

MoGti1oe by 14.8-fold, and 37.6-fold, respectively; however, in Δmokmt6-MoGti1oe 

BAS4 is upregulated by 1,531.8-fold (Table 2.7). Taken together, these data suggest that 

H3K27me3 and MoGti1 synergistically control expression of a subset of effector genes in 

M. oryzae. We analyzed the transcriptomic data generated from infected rice sheath by 

M. oryzae O-137 at 36 hpi from a previous study [24].  Interestingly, 17/21 (81%) of 
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these synergistically upregulated effector genes in Δmokmt6-MoGti1oe were also highly 

induced during biotrophic invasion of the rice sheath at 36 hpi by a wild-type M. oryzae 

strain (Table 2.7), indicating a temporal correlation between H3K27me3-MoGti1 

regulatory mechanisms on effector gene expression and the biotrophic invasion stage.  

Effector genes upregulated during biotrophic invasion are enriched with H3K27me3 

during mycelial growth  

Since expression of 15/24 (62.5%) known effector genes were derepressed in 

Δmokmt6 (Table 2.4) and these genes are known to be induced during plant infection 

(Table 2.1), we asked if other predicted effector genes enriched for H3K27me3 are 

induced during plant infection. As expected, many predicted effector genes (33.7%, 

151/448) were upregulated by more than two-fold at 36 hpi, including 75% (18/24) of 

known effector genes. Conversely, only 10.3% of all genes in the genome were induced 

at 36 hpi (Table 2.5).  Almost 50% (86/178) of predicted effector genes enriched for 

H3K27me3 (cluster 1 genes) were induced by two-fold or more at 36 hpi. Conversely, 

only ~25% (65/268) of the remaining effector genes (cluster 2) were induced (Table 2.5). 

This suggests that, indeed, many effector genes induced during plant infection are 

enriched for H3K27me3 during mycelial growth. Considering that effector genes exhibit 

stage-specific expression across the infection cycle (3, 6), identification of 86 induced 

effector genes that are upregulated at 36 hpi and also enriched by H3K27me3 during 

mycelial growth is notable, highlighting a key role of H3K27me3 in regulation of 

pathogenicity genes. It is possible that other predicted effector genes marked with 

H3K27me3 during axenic growth will also exhibit increased expression in planta during 

earlier or later infection stages.  
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We next compared the gene expression changes that occur during plant infection 

at 36 hpi to the expression changes we observed in the ∆mokmt6 strain. The overall 

percentage of genes upregulated in the ∆mokmt6 strain and the in planta 36 hpi strain 

were similar at 8.0% (1053) and 10.3% (1351), respectively. In addition, the cluster 1 

effector genes, showed the same upregulation pattern between the two, where ∆mokmt6 

had 42.1% (75/178) and 36 hpi had 48.3% (86/178) (Table 2.5). However, this was not 

true for the comparison of cluster 2 effector genes (31% [11/268]) and 36 hpi (24.3% 

[65/268]) (Table 2.5). For a more direct comparison of effector genes that are upregulated 

in both ∆mokmt6 and 36 hpi, we restricted our search to genes that were upregulated by 

at least 2-fold in each. We identified 46 genes in common. Of these, 80% (37/46) are 

enriched for H3K27me3 and these include seven known effector genes such as, AVRPiz-t 

and BAS4 (Table 2.6). Taken together, these results suggest there exists a mechanism 

during plant infection at 36 hpi that is able to reverse silencing mediated by KMT6 and 

H3K27me3. 

Discussion 

In this study, we have found that expression of effector genes in M. oryzae is 

controlled by two layers of regulatory control: epigenetic (H3K27me3) and 

transcriptional (MoGti1) regulation (Fig 2.8). Specifically, histone H3K27 trimethylation, 

deposited by MoKMT6, plays a role in repressing expression of effector genes that are 

enriched for H3K27me3 during mycelial growth (Fig 2.1, 2.2, 2.3, and 2.4). Our data 

suggests a possible reduction of H3K27me3 at effector gene loci during plant infection 

(Table 2.6). It is not clear yet if highly and widely upregulated effector gene expression 

during plant infection is due to altered histone modifications. Previously, reduced 
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H3K9me3 derepressed expression of effector genes in axenic culture but does not change 

expression pattern of effector genes during primary infection of L. maculans (13), 

indicating that the repressive histone modification (H3K9me3) might be reduced at 

effector gene loci during plant infection. In our study, absence of H3K27me3 derepresses 

expression of H3K27me3-enriched effector genes under non-inducible conditions (Fig 

2.4). Interestingly, expression of many known and predicted effector genes that are 

enriched by H3K27me3 during mycelial growth is also highly upregulated during plant 

infection (Table 2.1, 2.6, and 2.8). Particularly, the transcript level of BAS4 during plant 

infection of the wild-type strain at 25 hpi is massively induced and is significantly higher 

than that even during mycelial growth of ∆mokmt6-MoGti1oe strain. These results 

indicate that the highly induced expression of H3K27me3-enriched effector genes during 

plant infection may be correlated with H3K27me3 removal at corresponding effector 

gene loci. Indeed, ChIP-qPCR in vitro and in planta analyses of a putative effector gene 

in Z. tritici reveals that reduced H3K27me3 levels at this putative effector gene locus is 

correlated with its upregulated expression in planta (15). Additionally, in planta 

exclusively induced SM genes lolitrems (ltm) and ergot alkaloids (eas) are also correlated 

with reduced H3K27me3 levels at each locus when compared to axenic culture in 

Epichloe festucae (36). These results suggest that to allow efficient transcription, fungal 

H3K27me3 must be removed from individual H3K27me3-enriched gene loci during plant 

infection. A similar observation has been reported in mouse AtT-20 cells, for instance, 

high H3K9me2 levels are strongly depleted but H3K4me1 and H3K27ac levels are 

increased after the pioneer factor Pax7 action at pioneered sites, which facilitates the 

binding of other TFs and coactivators to promote transcription (e.g. p300) (32). Thus, it is 
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possible that the genome-wide or local removal of H3K27me3 during plant infection 

results in open chromatin and gain of active histone modifications (e.g. H3K4me2 and 

H3K27ac) at effector gene loci to accelerate transcription. If this is the case, one or more 

histone demethylases may be critical for plant infection. Alternatively, it is also possible 

that H3K27me3 persists in planta, but H3K27me3-mediated repression is lost due to 

altered activity of a yet-unknown H3K27me3-binding protein. Future studies will 

distinguish between these and other possible mechanisms for reactivating H3K27me3-

repressed M. oryzae effector genes during plant infection. 

Effector genes are regulated by multiple mechanisms  

Our study indicates that expression of effector genes is also under control of other 

regulations besides H3K27me3 and MoGti1 in M. oryzae. We observed unaltered 

expression of MC69 either by removal of H3K27me3 or by overexpression of MoGti1 

(Fig 2.4C). One possibility is regulation by other histone modifications in addition to 

H3K27me3. Our ChIP-seq result reveals that 40% (178/446) of effector genes have 

relatively high enrichment of H3K27me3 during mycelial growth of M. oryzae (Fig 2.2). 

That only a subset of H3K27me3-enriched effector genes was derepressed indicates that 

activating signals may be required to upregulate expression of other H3K27me3-enriched 

effector genes in addition to H3K27me3 loss. However, there are still 60% (268/446) of 

effector genes with low or no H3K27me3 enrichment at the same growth stage and 

condition, such as MC69, of which expression is not controlled by H3K27me3 (Fig 2.2 

and Table 2.3). These results indicate that H3K27me3 plays a role, but is not the only 

factor in repressing effector gene expression during mycelial growth of M. oryzae. As 

discussed in L. maculans and Z. tritici, expression of effector or putative effector genes is 
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upregulated due to the absence of H3K9me3 in axenic culture (13, 15). Interestingly, we 

also found an enrichment of H3K9me3 in a small subset of effector genes, although 

future investigation is needed to confirm the role of H3K9me3 on effector gene 

expression in M. oryzae.   

Another possibility is regulation by various transcription factors. Indeed, MoGti1 

has been previously shown to control expression of a subset of, but not all, effector genes 

in M. oryzae (26). Our MoGti1 overexpression study confirms this observation and 

includes new observations that provide a more complete understanding of the 

complexities of MoGti1 regulation of effector gene expression (Fig 2.5 and Table 2.3). 

Similarly, in Ustilago maydis, MoGti1 ortholog Ros1 has been reported as a 

transcriptional regulator for downregulation of effector genes that are essential during 

early infection but upregulation of effector genes during late infection (8, 27). In addition 

to Ros1, multiple transcriptional regulators have been identified in U. maydis, like Rbf1 

and Fox1, to control expression of effector genes at different infection stages (8). 

Interestingly, we have also noticed that MoGti1 expression during plant infection 

coincides with BAS4 and AVR-Pik upregulation and AVR-Pi9 downregulation around the 

appressorium-mediated penetration stage (Fig 2.5B, Zhu et al., unpublished and (37)). 

This temporal association between expression of MoGti1 and various effector genes 

suggests that MoGti1 is only one of the transcriptional regulators that controls expression 

of effector genes at a specific stage. Although no other TFs have been demonstrated to 

regulate effector gene expression in M. oryzae, so far 13 TFs from different families in 

various fungi have been found to control expression of effector or candidate effector 
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genes (38). Thus, it is possible that, in addition to MoGti1, multiple other TFs are also 

involved in effector gene regulation during plant infection of M. oryzae.  

MoGti1 overexpression is not able to reprogram H3K27me3 patterns but might 

override repressive effects of H3K27me3 on effector gene expression 

We did not find any evidence that ectopic overexpression of the transcription 

factor MoGti1 changed H3K27me3 patterns during mycelial growth in M. oryzae (Fig 

2.6C, 2.6D), although ectopic expression of transcription factors mediating epigenetic 

reprogramming has been reported in animal studies. For example, in human cell lines 

having the physiologic phosphatidylinositol 3-kinase (PI3K) pathway, overexpression of 

the master transcription factor Nrf2 that plays roles in cellular detoxification decreases 

levels of H3K27me3 but increases H3K4me3 in promoters of the Nrf2’s targets mTOR 

and NQO1 (39). Additionally, the ectopic expression of four transcription factors — 

OCT4, SOX2, KLF4 and MYC (OSKM) in mouse embryonic fibroblasts leads to the 

genome-wide change of H3K4me2, but H3K27me3 remains largely unchanged (40). 

Alternatively, ectopic overexpression of MoGti1 could result in epigenetic 

reprogramming (e.g. H3K27ac) that we did not investigate in this study.  

Despite the unaltered H3K27me3 pattern both globally and locally when MoGti1 

is ectopically overexpressed during mycelial growth of M. oryzae, expression of many 

H3K27me3-enriched effector genes is still significantly induced (Fig 2.5C). It appears 

that repression of effector genes by H3K27me3 can be overridden by overexpression of 

MoGti1 under our experimental condition. How is a transcription factor able to access the 

condensed chromatin to activate gene expression? We propose two possible explanations. 

First, overexpression of the transcription factor MoGti1 might recruit chromatin 
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modifiers to increase the chromatin accessibility leading to the transcription of effector 

genes. For instance, chromatin modifiers BRG1/BRM can be recruited to promoters of 

pro-inflammatory genes by a transcription co-factor MRTF-A to steer the transcription of 

downstream genes in animal cells (41). Second, Petruck et al. (2017) found the delayed 

H3K27me3 accumulation on nascent DNA after DNA replication following induction of 

embryonic stem cell differentiation, thus providing a “window of opportunity” for 

recruitment of induced transcription factors to their binding sites (42). Therefore, it is 

possible that MoGti1 that is constitutively overexpressed during mycelial growth gains 

access to its binding sites on nascent DNA immediately after DNA replication to lead to 

expression of downstream effector genes.  

Taken together, our work has uncovered a complex interplay between chromatin 

modifications and sequence-specific transcription factors in orchestrating stage-specific 

expression of pathogenicity genes in M. oryzae.  

Materials and Methods 

Strains and growth conditions 

M. oryzae field isolate O-137 was used as the wild-type strain and the recipient of 

fungal transformations. M. oryzae strains are the fungal transformants. The fungi were 

maintained in frozen storage (-20°C) and cultured on oatmeal agar (OMA) plates at 25°C 

under continuous light (43).  

Vector construction and fungal transformation 

To obtain a MoKMT6 knock-out mutant of M. oryzae, a homologous gene 

replacement strategy was applied as previously described (44). Briefly, the 5’- (1.4 kb) 

and 3’-(1.3kb) flanking regions of MoKMT6 were amplified by PCR from genomic DNA 
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of M. oryzae isolate O-137. The Neomycin phosphotransferase–II (NTPII) gene was 

cloned from pBV141 (45). Each primer was designed with a restriction enzyme site at 5’ 

end. PCR was performed using Phusion High-Fidelity PCR Master Mix with HF Buffer 

(Thermo Scientific™). The PCR cycling program consisted of an initial denaturation for 

2 min at 98°C, two cycles of 30 s denaturation at 98°C, 30 s annealing at 56°C, 1 min 

extension at 72°C and 25 cycles of 30 s denaturation at 98°C, 30 s annealing at 62°C, 1 

min extension at 72°C, followed by a final extension for 10 min at 72°C. PCR products 

were isolated from gels using E.Z.N.A.® Gel Extraction Kit (Omega Bio-tek). The three 

fragments were first cloned in pJET1.2 using CloneJET PCR Cloning Kit (Thermo Fisher 

Scientific) for sequence analysis and later into binary vector pBV108 (pGKO2)(44). 

NTPII gene was constructed between the two flanking regions using a restriction ligation 

strategy. Fungal transformation was performed using Agrobacterium tumefaciens 

mediated transformation (ATMT) according to previous description (44). After two 

rounds of selections on TB3 (0.3% yeast extract, 0.3% casamino acid, 20% sucrose) and 

V8 (8% V8 vegetable juice (Campbell's), pH6.97) media containing 800 µg/ml of G418 

(Fisher BioReagents) and 200 µM of Cerfotaxime (Gold Biotechnology), 72 independent 

fungal transformants were screened by negative selection on V8 media containing 800 

µg/ml of G418, 200 µM of Cerfotaxime and 5 µM of (+)-5-Fluoro-2''-deoxyuridine 

(F2dU, Acros organics). Eleven fungal transformants after negative selection were 

analyzed for gene replacement events by two different PCR amplification strategies that 

were used previously (46-48). Then the selected knock-out transformant was further 

confirmed by qRT-PCR assay.  
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Genetic complementation of MoKMT6 deletion mutant was performed by 

introducing a wild-type allele of MoKMT6 ectopically into Δmokmt6 genome, which 

resulted in a complemented strain carrying the wild-type allele of MoKMT6 at a random 

locus. Genomic sequences containing MoKMT6 coding sequence with its 5’- and 3’ 

flanking regions were amplified from genomic DNA of M. oryzae isolate O-137 with 

primers shown in Table S12 and first cloned into pJET1.2 and later into binary vector 

pCK1806. pCK1806 was generated by replacing XhoI-EcoRI fragment of pBV141 with 

Nourseothricin acetyltransferase gene (Nat1) amplified from pDONR207 (generously 

shared by Ane Sesma at Universidad Politécnica de Madrid, Madrid, Spain). Twenty 

independent transformants were selected on V8 media containing 400 µg/ml 

nourseothricin (Gold Biotechnology) and analyzed by PCR amplification. Then, two 

transformants were further confirmed by qRT-PCR analysis of BAS4 expression and 

ChIP-seq analysis of H3K27me3.  

To construct MoGti1 overexpression cassette, MoGti1 coding sequence with 300-

bp of the 3’-flanking region after stop codon was amplified from genomic DNA of M. 

oryzae O-137 with primers in Table S12. 1-kb of the strong constitutive M. oryzae 

ribosomal protein (P27) promoter was isolated from EcoRI-BamHI fragment of pBV126 

(49). Two fragments were first cloned into pJET1.2 and later into binary vector 

pCK1806. Twelve independent transformants were selected and behaved similarly to 

wild-type strain under microscopy examination. Then four transformants with wild-type 

and recipient strains were inoculated into liquid complete medium (CM, 10 mg/ml of 

sucrose, 6 mg/ml of casamino acids, and 6 mg/ml of yeast extract) for 5 days to isolate 

RNA for determining MoGti1 expression level.  
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To obtain dual transformants of Δmokmt6-MoGti1oe, we introduced MoGti1 

overexpression construct into a MoKMT6 deletion mutant. Twelve independent 

transformants were selected on V8 media containing 400 µg/ml nourseothricin. Then four 

transformants with wild-type and recipient strains were inoculated into liquid CM for 5 

days to isolate RNA for determining MoGti1 expression level. 

To monitor BAS4 expression at signal cell resolution, 1-kb 5’- and 0.5-kb 3’-

flanking regions of BAS4 coding sequence were amplified, respectively, from genomic 

DNA of M. oryzae isolate O-137. EGFP was isolated from BamHI-BsrGI fragment of 

pGXT (50), and the protein degradation signal peptide PEST was isolated from BsrGI-

NotI fragment of pBV118 (pd2EGFP-1)(51). EGFP:PEST was constructed between the 

two flanking regions using a restriction ligation strategy. All four fragments were fused 

into binary vector pBV1(pBHt2) (52). After fungal transformation, ten independent 

transformants were selected on V8 media containing 200 µg/ml hygromycin (Fisher) and 

purified by single spore isolation.  

Genomic DNA isolation  

Fungal conidia were harvested from ~10-day-old cultures on OMA plates. 1x105 

spores/ml in distilled water were inoculated into liquid complete medium and shaken at 

25°C, 100 rpm for 5 days under dark environment. Then fungal mycelia were collected 

and washed by filtration to remove extra water, and frozen immediately in liquid nitrogen 

and stored at −80°C for subsequent DNA extraction. The CTAB (cetyltrimethyl 

ammonium bromide) DNA extraction method was used to isolate genomic DNA from the 

mycelia samples (53).  
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Preparation of infected rice sheath and mycelia samples for gene expression analysis 

To examine expression of effector genes and the transcription factor MoGti1 

during plant infection, a time course qRT-PCR assay was performed. Briefly, rice sheath 

inoculations were performed by inoculating fungal spores at concentration of 1×105 

spores/ml in distilled water as described (54). 8cm-long sheath pieces from ~20-day-old 

plants were used. Fifteen infected rice sheath samples at each time point of 18 hours post 

inoculation (hpi), 24hpi, 33hpi and 40hpi were collected as described (28), and frozen 

immediately in liquid nitrogen and stored at −80°C for subsequent RNA extraction. 

Preparation of mycelia samples for RNA extraction was performed exactly as mycelia 

samples for genomic DNA extraction and ChIP-seq assay.  

ChIP-seq, ChIP-seq library construction and data analysis 

For preparation of mycelia for ChIP-seq samples, fungal mycelia after 5 days 

growth in CM were washed once by 1% phosphate-buffered saline (PBS) and transferred 

into 50 ml flasks containing 10 ml of PBS with 1% formaldehyde to perform chemical 

cross-linking at room temperature on a rotating platform for 30 min. The reaction was 

quenched with 125 mM glycine. ChIP methods were performed as described previously 

(55) and 1 µL of the relevant antibody was used. For Illumina sequencing, ChIP-seq 

libraries were prepared using ~10 ng of immunoprecipitated DNA and were constructed 

by end repair and A-tailing using the NEBNext Ultra II End Repair Module (cat. # 

E7546S). Illumina adaptors were ligated to repaired DNA molecules using the NEBNext 

Ultra II Ligation Module (cat. # E7595S). Ligation products were amplified to generate 

dual-indexed libraries using NEBNext Ultra II Q5 Hot Start HiFi PCR Master Mix (cat. # 
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M0543S). Libraries were pooled and sequenced on a NextSeq500 instrument at the 

Georgia Genomics and Bioinformatics Core to generate single or paired-end 75-bp reads. 

For ChIP-seq data analysis, short reads (<20-bp) and adaptor sequences were 

removed using TrimGalore (version 0.4.4) (56), cutadapt version 1.1 (57), and Python 

2.7.8, with fastqc command (version 0.11.3). Trimmed Illumina reads were aligned to the 

current Magnaporthe oryzae 70-15 MG8 genome assembly (accession # 

GCA_000002495.2) using BWA (version 0.7.15) (58), mem algorithm, which randomly 

assign multi-mapped reads to a single location. Files were sorted and indexed using 

SAMtools (version 1.9) (58). To plot the relative distribution of mapped reads, read 

counts were determined for each 25-bp window across the genome using igvtools and 

data were displayed using the Integrated Genome Viewer (59). The Hypergeometric 

Optimization of Motif EnRichment (HOMER) software package (version 4.8) (60) was 

used to identify H3K27me3 peaks in wild type against input using “findPeaks.pl” with 

the following parameters: -style histone. Bedtools (version 2.27.1) “intersect” (version 

2.26.0) (61) was used to determine the fraction/number of peaks that intersect with 

annotated genes. We defined genes enriched with H3K27me3 as genes that have 70% or 

more of an overlap with H3K27me3 regions using bedtools intersect (61) HOMER was 

also used to construct heatmaps using “annotatePeaks.pl” with the following options: -

hist 10 -size 2000/6000 -ghist for heatmaps centered on TSS and centered on K27me3 

peaks, respectively. Heatmaps for effector genes were constructed with R using the 

pheatmap package using a k-means of two. The 95th percentile value was set as the 

maximum value and pheatmap was used to generate heatmaps using HOMER -ghist 

matrix files as input. Karyotype plots of all assembled chromosomes with H3K27me3 
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enrichment and effector gene positions were generated using karyoploteR package (62) in 

R using the wild type H3K27me3 bam file. A custom cytoband file was created with the 

genomic coordinates of known effector genes from literature. 

RNA isolation, quantitative RT-PCR, RNA-seq library construction and RNA-seq 

analysis 

Total RNAs from mycelia and infected rice sheaths were extracted using a Trizol 

method (Invitrogen). Genomic DNA was removed by treatment with Turbo™ DNase 

(Ambion, Cat# AM1907) according to manufacturer’s instructions. 2 μg of total RNA 

extracted from infected rice tissue or mycelia grown for 5 days in CM was used to 

synthesize cDNA with ImProm II Reverse Transcriptase system (Promega). qRT-PCR 

was performed with the MX3005P (Stratagene) and CFX96™ (Bio-Rad) systems using 

the PowerUp™ SYBR™ Green Master Mix (Thermo Fisher/applied biosystem). 

Thermocycler conditions were as follows: 2 min at 50°C, 10 min at 95°C, followed by 40 

cycles of 95°C for 30 sec, 60°C for 30 sec, and 72°C for 30 sec. Primers used in qRT-

PCR are listed in Table 2.8. A final dissociation cycle was incorporated to ensure the 

specificity of each primer pair. Each qRT-PCR mixture (final volume 14 µl) contained 7 

µl of PowerUp™ SYBR™ Green Master Mix, 1.5 µl of forward and reverse primers (3.3 

nM concentrations for each), 2 µl of cDNA template and 2 µl of distilled water. Primers 

used for qRT-PCR assays are listed in Table S12. The relative expression level of each 

gene was calculated by the 2-∆∆CT method (63), with the M. oryzae actin gene 

(MGG_03982) as a control housekeeping gene. Briefly, the average threshold cycle (Ct) 

was normalized to that of actin gene for each of the treated samples as 2-ΔCt, where ΔCt = 

(Ct, effector gene - Ct, actin). The fold changes between the wild-type and mutants during 
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mycelia growth in liquid CM were calculated as 2-ΔΔCt, where ΔΔCt = (Ct, effector gene-Ct, 

actin) mutant - (Ct, effector gene - Ct, actin) wild-type. Two technical replicates for each of two or 

three biological replicates were performed. Mean and standard deviation were calculated 

from qRT-PCR results of three biological replicates.  

RNA-seq libraries were prepared from 1μg of total RNA and constructed with the 

Illumina Truseq Stranded mRNA Library Prep kit (cat #20020594) according to 

manufacturer’s directions. Libraries were pooled and sequenced on a NextSeq500 

instrument at the Georgia Genomics and Bioinformatics Core to generate paired-end 75-

bp reads.  

For RNA-seq data analysis, Illumina paired-end reads were mapped to the current 

Magnaporthe oryzae 70-15 MG8 genome assembly (accession # GCA_000002495.2) 

using the Hierarchical Indexing for Spliced Alignment of Transcripts 2 (HISAT2: version 

2.1.0) (64) with parameters –RNA-strandness RF then sorted and indexed using 

SAMtools (version 1.9) (65). FeatureCounts from Subread (version 1.6.2) (66) was used 

to generate gene level counts for all RNA bam files. Raw counts were imported into R 

and differential gene expression analysis was conducted using Bioconductor: DeSeq2 

(67). Box plots generated in R using DeSeq2 and ggplot2 (68), respectively. Heatmaps 

were constructed using the pheatmap package with scale “row” for all sample heatmap, 

pairwise comparisons were generated the same with the addition of hierarchical 

clustering of rows for H3K27me3 enriched and unenriched groups separately.  

Microarray analysis and comparison 

Microarray data of M. oryzae O-137 infected rice sheath at 36 hpi were 

downloaded from NCBI Gene Expression Omnibus (GEO), accession number GSE8517 
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(www.ncbi.nlm.nih.gov/geo) (28). Probe IDs and corresponding sequences from 

previously published microarray dataset (GSE8517) were compiled into a FASTA file 

and their corresponding genes were identified using BLAST against a local database of 

the current Magnaporthe oryzae 70-15 MG8 genome assembly (accession# 

GCA_000002495.2). Only genes that had two-fold upregulated in comparison to wild 

type were used for further analysis and comparisons.  

Effector prediction and data set 

The M. oryzae secretome data was previously generated by Zhang et al. (2018), 

which included 1426 secretory proteins. This secretome was used to predict M. oryzae 

effector genes by EffectorP 2.0 (http://effectorp.csiro.au/)(69), a machine learning 

method trained with characterized fungal effectors to predict effector proteins from 

secretomes. A total of 449 effector genes were identified from EffectorP2.0. Then 

BLAST (e-value cut-off = 1e-5) search of 449 effector genes identified that 434 effectors 

had homologous sequences in the genome of M. oryzae isolate O-137. Among them, 36 

known M. oryzae effector genes that were reported in literature were included, but 

another 14 known effector genes were not. Thus, we combined 434 predicted effector 

genes and 14 known effector genes as our dataset (a total of 448 known and predicted 

effector genes) for further analysis.  

Pathogenicity assay 

Rice (Oryza sativa) cultivar YT16 was planted as described (70). Long day 

conditions (14/10 h, day/night) in a growth chamber with daytime temperature of 28°C 

and nighttime temperature of 24 °C were applied for plant growth. Approximately 20-

day-old rice was used for whole-plant infection with 3×104 spores/ml in distilled gelatin 

http://www.ncbi.nlm.nih.gov/geo
http://effectorp.csiro.au/
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solution (0.25%) to assess mutant phenotypes. Seven days after inoculation, symptoms on 

the inoculated plants were recorded (43) and evaluated (71) as described. Briefly, the 

youngest leaf that was expanded when being inoculated was examined and documented 

with EPSON perfection 4870 Photo with 24-bit color, 600 dpi resolution and same 

document size (8.5 inch of width and 11.7 inch of height). Then, ImageJ (72) was used to 

process and measure diseased leaf area. Pixels in images were converted to centimeters 

with the Set Scale command, and a single leaf was analyzed each time. To measure the 

whole and diseased leaf area, we used Color Threshold with HSB color space. 

Appropriate thresholds to whole leaf area and specifically diseased leaf area were 

selected and measured, respectively.  

Confocal Microscopy 

Confocal microscopy was performed on a Zeiss LSM 880 Confocal Microscope 

with an upright microscope stand. Excitation/emission wavelengths were 488 nm/496 to 

544 nm for EGFP and 543 nm/565 to 617 nm for tdTomato. Images were processed using 

Zen Black software (version 10.0, Zeiss). 
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Figures 

 

 

Figure 2.1: 24 known effector genes are found in regions enriched for H3K27me3 

(A) Karyotype plot for all chromosomes, showing genome wide location of H3K27me3 

ChIP enrichment. Red arrows indicate genomic location of 23 known effector genes. The 

location of one effector gene (MGG_10234) is unplaced in seven chromosomes but still 

found in an H3K27me3-enriched region. (B) IGV genome browser screenshot of ChIP 
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for H3K4me2, H3K9me3, H3K36me3, and H3K27me3 enrichment for partial of 

Chromosome VII. Gray bars and small red arrows indicate known effector genes. 

 

Figure 2.2: Effector genes cluster into two classes based on H3K27me3 enrichment 

status 

(A) Heatmaps for all effector genes centered on the transcription start site (TSS) +/-

1000bp for a total window size of 2000bp. H3K27me3 heatmap was clustered using k-

means of two, to divide effector genes into enriched (cluster 1: top), vs unenriched 

(cluster 2: bottom). All other modifications are plotted in the same order as the 

H3K27me3 heatmap. (B) Metaplot of H3K27me3, H3K36me3, H3K4me2, H3K9me3 at 

all effector genes centered on TSS and +/-1000bp for a total window size of 2000bp, for 

cluster 1, cluster 2 (left/middle: on same scale) and all genes (right: on different scale).  
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Figure 2.3: MoKMT6 is required for the full virulence of M. oryzae and deposition of 

H3K27me3 

(A) Targeted deletion of MoKMT6 gene resulted in reduced pathogenicity on a fully 

susceptible rice cultivar YT16 in whole plant spray inoculation assay. Overexpression of 

MoGti1 gene did not affect pathogenicity. Inoculation with 0.25% of gelatin was used as 

the negative control. Bar chart showed the percentage of lesion area per marked leaf after 

infection with fungal spores from different strains. Error bar equals standard deviation of 

the mean. *** p<0.001 (Two-tailed student t-test). NS means no significant difference. 

(B) Heatmaps for all ~800 H3K27me3 peaks in genome ordered from smallest to largest. 
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Heatmaps are centered on peak center and +/-3000bp for a total window size of 6000bp. 

Deletion of MoKMT6 abolishes H3K27me3 peaks (middle), and reintroduction of wild-

type MoKMT6 restores all H3K27me3 peaks (right).  

 

Figure 2.4: H3K27me3 is involved in repressing effector gene expression during 

mycelial growth of M. oryzae 

(A) The expression of effector genes enriched with H3K27me3 were analyzed in strains 

of wild-type O-137 and Δmokmt6 that were grown in CM. Quantitative RT-PCR analysis 

of expression was used to measure relative transcripts of avirulence genes to M. oryzae 
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actin gene. (B) BAS4 expression was derepressed in the absence of H3K27me3 during 

mycelial growth. Left panel shows reduced H3K27me3 enrichment at BAS4 and nearby 

loci in Δmokmt6 compared to a wild-type. Right panel shows derepressed BAS4 

expression in mycelia of Δmokmt6. (C) MC69 expression was remained in the absence of 

H3K27me3 during mycelial growth. No H3K27me3 enrichment was observed at MC69 

and nearby loci (left panel) and no expression change was detected in Δmokmt6 compared 

to a wild-type (right panel). The abundance of effector gene transcripts in mutant is 

expressed relative to a value of 1 in the wild-type O-137. Mean values and standard 

deviation were calculated from three biological replicates. Two-tailed student t-test was 

performed to determine statistical difference. * indicates p<0.05, ** indicates p<0.01, 

*** indicates p<0.001 and NS means no significant difference was detected. See more 

examples in supplemental figure 5. 
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Figure 2.5: The transcription factor MoGti1 differentially regulates a subset of 

effector genes  

Expression of BAS4 during rice sheath infection was monitored by a fluorescent reporter 

strain (A) and qRT-PCR analysis (B). (A) At 18 hours post inoculation (hpi), only 

tdTomato control fluorescence was observed in an appressorium. But both EGFP 

fluorescence indicative of BAS4 expression and tdTomato fluorescence were observed at 

25hpi in appressorium and invasive hyphae. All images are projections of multiple z-

stacks. Bars: 10 μm. (B) Time-course qRT-PCR analysis at different time points (18, 25, 

33, 40 hpi) confirmed the BAS4 expression pattern and also indicated a coincide 

expression of BAS4 and MoGti1 during plant infection. (C) MoGti1 overexpression 

upregulated BAS4 expression during mycelial growth (left panel), downregulated AVR-
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Pi9 expression (middle panel), and did not alter AVRPiz-t expression (right panel) when 

compared to that in a wild-type. See more examples in supplemental figure 8. Mean 

values and standard deviation were calculated from three biological replicates. * indicates 

p<0.05, *** indicates p<0.001 and NS means no significant difference was detected. 

 

 

Figure 2.6: Double control of effector gene expression by H3K27me3 and MoGti1 

(A) BAS4 expression was synergistically upregulated during mycelial growth of 

∆mokmt6-MoGti1oe strain compared to that of ∆mokmt6 and MoGti1oe strain 

respectively by a qRT-PCR analysis. BAS4 expression in ∆mokmt6 and MoGti1oe strains 

were calculated from the same dataset to the Figure 4B and 5C. All four samples were 

prepared and run at same time. Mean values and standard deviation were calculated from 

three biological replicates. *** indicates p<0.001. (B) MoGti1 expression was 

upregulated during mycelial growth of ∆mokmt6 compared to wild-type (p<0.01, left 
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panel), though no H3K27me3 enrichment was observed at MoGti1 and nearby loci  (right 

panel). (C) Neither MoKMT6 expression level (left panel) nor H3K27me3 pattern at 

BAS4 and nearby loci (right panel) was affected by MoGti1 overexpression during 

mycelial growth. (D) Overexpression of MoGti1 does not change H3K27me3 in M. 

oryzae. Heatmaps for all ~800 H3K27me3 peaks in genome ordered from smallest to 

largest. Heatmaps are centered on peak center and +/-3000bp for a total window size of 

6000bp. Wild type (left), and overexpression MoGti1 peaks (right). 

 

Figure 2.7: Effector genes show distinct expression changes according to H3K27me3 

status   

Boxplots of normalized counts for effector genes enriched in H3K27me3 (left) and 

unenriched (right). Statistical significance indicated by *, using the Kruskal-Wallis test.  
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Figure 2.8. Expression of effector genes is coordinately controlled by histone 

modification H3K27me3 and transcription factor MoGti1  

During growth in axenic culture, H3K27me3, deposited by MoKMT6, is highly enriched 

at effector gene loci and thereby involves repressing effector gene expression. 

Meanwhile, MoGti1 expression is repressed by H3K27me3, although no H3K27me3 

enrichment is observed at MoGti1 locus. During plant infection, H3K27me3 enrichment 

is redistributed at effector gene loci and MoGti1 expression is upregulated. This allows 

MoGti1 or unknow transcription factors to efficiently access effector gene loci to regulate 

expression of effector genes. Green and red colors indicate repressed and upregulated 

expression respectively. Black and grey lines indicate enriched and removed H3K27me3 

at effector gene loci. 
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Tables 

Table 2.1: A total of 24 M. oryzae effector genes that are repressed during mycelial growth in culture but induced in planta 

Gene 
Name MGG_# Chromosome H3K27me3 

enrichmenta 
Repressed in 
myceliab Induced in plantac Reference 

ACE1 MGG_12447 2 High + +, 16hpi Bohnert et al., 2004; Fudal et al., 2007 

AVR-Pi9 MGG_12655 7 Low + +, 12hpi Wu et al., 2015 

AVR-Pik MGG_15972 2 High + +, 24hpi de Guillen et al, 2015; Dong et al., 2015 

AVR-Pita1 MGG_15370 6 Low + + Mosquera et al., 2009; 

AVRPiz-t MGG_18041 7 High + +, 24 hpi Li et al., 2009; Park et al., 2012;  
Dong et al., 2015 

BAS1 MGG_04795 1 High + + Mosquera et al., 2009 

BAS2 MGG_09693 4 Low + + Mosquera et al., 2009 

BAS3 MGG_11610 5 High + +, 16hpi, 24hpi, Mosquera et al., 2009; de Guillen et al, 
2015; Mogga et al., 2016 

BAS4 MGG_10914 5 High + +, 24hpi Mosquera et al., 2009; Mogga et al., 2016 

BAS107 MGG_10020 4 High + + Mosquera et al., 2009; Dong et al., 2015 

MAX MGG_02546 7 High + +, 24, 48hpi Dong et al., 2015; de Guillen et al, 2015 

MAX MGG_08414 2 High + +, 24hpi de Guillen et al, 2015 

MAX MGG_08482 4 High + +, 24hpi de Guillen et al, 2015 

MAX MGG_09675 7 High + +, 24hpi de Guillen et al, 2015; Dong et al., 2015 

MoCDIP3 MGG_07986 2 High + +, App, 96hpi Chen et al., 2013 

MoCDIP4 MGG_08409 2 Low + +, App, and 72hpi Chen et al., 2013 

MoCDIP5 MGG_10234 Unplaced Low + +, App, 96hpi Chen et al., 2013 

MoHEG6 MGG_08506 4 High + +, 24hpi Dong et al., 2015; Mogga et al., 2016 

MoHEG9 MGG_00043 5 High + +, 24hpi Mosquera et al., 2009; Dong et al., 2015; 
Mogga et al., 2016 

MoHEG12 MGG_06224 4 High + + Mosquera et al., 2009; Dong et al., 2015; 
Mogga et al., 2016 

PWL2 MGG_04301 6 High + + Sweigard et al., 1995; Mosquera et al., 2009 

SLP1 MGG_10097 4 High + + Mentlak et al., 2012; Dong et al., 2015 

SPD5 MGG_02154 1 High + + Dong et al., 2015; Sharpee et al., 2017 

SPD8 MGG_09379 6 High + + Mosquera et al., 2009; Dong et al., 2015; 
Sharpee et al., 2017 
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aH3K27me3 enrichment is profiled by ChIP-seq of M. oryzae mycelia grown in axenic culture. 

bUndetectable expression of effector genes either by RT-PCR, qRT-PCR, fluorescent reporter or RNA-seq during fungal growth in axenic culture. “+” means 

yes.  

cInduced expression during plant infection process including appressorium stage and invasive growth stage. “+” means yes. 
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Table 2.2: Phenotypic characterization of MoKMT6 knock-out and MoGti1 overexpression strains  

Strain Mycelial growth 
(mm)a 

Conidiation 
(x105/mL)b 

Conidia 
germination (%)c 

Appressorium 
formation(%)d 

Wild-type 69.0 ± 2.2 12.8 ± 4.1 99.0 ± 2.73 99.2 ± 1.27 
Δmokmt6 66.9 ± 0.50 0.15 ± 0.05** 98.4 ± 2.97 93.7 ± 11.2* 
Δmokmt6-MoKMT6 67.5 ± 1.5 3.3 ± 1.1* 98.5 ± 3.5 97.5 ± 3.54 
MoGti1oe 59 ± 1.2** 14.3 ± 4.8 98.1 ± 2.87 96.4 ± 3.43* 

       aVegetative growth of fungal mycelia was measured at 14 days post-inoculation on complete medium plates.  
       bConidia were counted after 12 days of growth on 5cm of OMA media incubated at 24°C under continues light. 
     Conidia were harvested by suspending them with 5 ml of distilled water per plate.  
       cGermination rate was measured 21-25 hours after inoculating on hydrophobic glass coverslips with conidia from 
     12-day-old OMA cultures. Germination rate was measured as the percentage ratio of germinated conidia to all 
     counted conidia.  
      dAppressorium formation rates were calculated 21-25 hours after inoculating on glass coverslips from 12-day-old 
    OMA cultures under a confocal microscope. Appressorium formation rate was measured as the percentage ratio 
    of mature appressoria to germinated conidia.  
    All data are presented as means ± SD from four biological replicates. Data were analyzed with two-tailed student 
     t-test. *, p<0.05; **, p<0.01.   
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Table 2.3: Summary of qRT-PCR tested effector genes in different backgrounds  

Effector MGG# H3K27me 
enrichment 

Induced 
expressio
n in 
Δmokmt6  
(Y:Yes, 
N:No) 

Regulated by 
MoGti1 

Relative expression   
(qRT-PCR, Fold change) 

Relative expression   
(RNA-seq,Log2FC) 

Δmokmt6 MoGti1oe Δmokmt6-
MoGti1oe Δmokmt6 MoGti1oe Δmokmt6-

MoGti1oe 

AVR-Pik MGG_15972 High Y Positive 18.5 1.8 219.8 1.4a,b -0.9a,b 4.9 

BAS4 MGG_10914 High Y Positive 156.0 263.0 20090.0 3.9 5.2 10.6 

BAS3 MGG_11610 High Y Positive 4.2 4.4 71.2 2.0 2.2 6.1 

PWL2 MGG_04301 High Y Positive 3.5 7.2 235.6 0a,b 0a,b 1.0a,b 

AVRPiz-t MGG_18041 High Y No influence 198.9 1.2b 243.2 6.8 -0.9b 6.8 

ACE1 MGG_12447 High Y No influence 10.5 0.8b 6.0 5.3 0.3b 4.8 

Slp1 MGG_10097 High Y No influence 21.3 0.7b 38.9 4.9 0.8b 7.0 

MC69 MGG_02848 Low N No influence 1.2b 0.9b 1.3b -0.06b -0.2b -0.05b 

AVR-Pi9 MGG_12655 Low Y Negative        5.1 0.2 1.1b 2.4 -5.1 0.02b 

aQuantification of expression data in RNA-seq is impacted by lack of reads in wildtype. (For AVR-Pik, the wild-type, Δmokmt6, MoGti1oe samples all have very few or no reads, the Δmokmt6-MoGti1oe 

has significantly more. For PWL2, wild-type has no reads, Δmokmt6 has very few, and the Δmokmt6-MoGti1oe has significantly more.) 

bThere is no statistical significant compared to wild-type (p>0.05). 

Effector MGG# H3K27me 
enrichment 

Induced in 
Δmokmt6  
(+:Yes, 
 -:No) 

Regulated 
by MoGti1 

Relative expression   
(qRT-PCR, Log2Fold change) 

Relative expression   
(RNA-seq, Log2FC) 

Δmokmt6 MoGti1oe Δmokmt6-
MoGti1oe Δmokmt6 MoGti1oe Δmokmt6-

MoGti1oe 

AVR-Pik MGG_15972 High + Positive 4.2 0.8 7.8 1.4a,b -0.9a,b 4.9 

BAS4 MGG_10914 High + Positive 7.3 8.0 14.3 3.9 5.2 10.6 

BAS3 MGG_11610 High + Positive 2.1 2.1 6.2 2.0 2.2 6.1 

PWL2 MGG_04301 High + Positive 1.8 2.8 7.9 0a,b 0a,b 1.0a,b 

AVRPiz-t MGG_18041 High + No influence 7.6 0.3b 7.9 6.8 -0.9b 6.8 

ACE1 MGG_12447 High + No influence 3.4 -0.3b 2.6 5.3 0.3b 4.8 

Slp1 MGG_10097 High + No influence 

 

4.4 -0.5b 5.3 4.9 0.8b 7.0 

MC69 MGG_02848 Low - No influence 

 

 

0.3b -0.2b 0.4b -0.06b -0.2b -0.05b 

AVR-Pi9 MGG_12655 Low + Negative 2.4 -2.3 0.1b 2.4 -5.1 0.02b 
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aQuantification of expression data in RNA-seq is impacted by lack of reads in wildtype. (For AVR-Pik, the wild-type, Δmokmt6, MoGti1oe samples all have very few or no reads, the Δmokmt6-MoGti1oe 

has significantly more. For PWL2, wild-type has no reads, Δmokmt6 has very few, and the Δmokmt6-MoGti1oe has significantly more.) 

bThere is no statistical significant compared to wild-type (p>0.05). 

Effector MGG# H3K27me 
enrichment 

Induced in 
Δmokmt6  
(+:Yes, 
 -:No) 

Regulated by 
MoGti1 

Relative expression   
(qRT-PCR, Log2Fold change) 

Relative expression   
(RNA-seq, Log2FC) 

Δmokmt6 MoGti1oe Δmokmt6-
MoGti1oe Δmokmt6 MoGti1oe Δmokmt6-

MoGti1oe 

AVR-Pik MGG_15972 High + Positive 4.2 0.8 7.8 NA NA 4.9 

BAS4 MGG_10914 High + Positive 7.3 8.0 14.3 3.9 5.2 10.6 

BAS3 MGG_11610 High + Positive 2.1 2.1 6.2 2.0 2.2 6.1 

PWL2 MGG_04301 High + Positive 1.8 2.8 7.9 NA NA NA 

AVRPiz-t MGG_18041 High + No influence 7.6 NC 7.9 6.8 NC 6.8 

ACE1 MGG_12447 High + No influence 3.4 NC 2.6 5.3 NC 4.8 

Slp1 MGG_10097 High + No influence 

 

4.4 NC 5.3 4.9 NC 7.0 

MC69 MGG_02848 Low - No influence 

 

 

NC NC NC NC NC NC 

AVR-Pi9 MGG_12655 Low + Negative 2.4 -2.3 NC 2.4 -5.1 NC 

NA means Log2Fold change is not available. Quantification of expression data in RNA-seq is impacted by lack of reads in wild-type. 

NC means there is no change for expressions compared to wild-type (p>0.05).
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Table 2.4: Percentage of up-/down-regulated genes and effector genes during mycelial growth of different fungal strains from 

transcriptomic analysis 

 Up-regulatedd Down-regulatedd 

∆mokmt6 
vs. wt 

MoGti1oe 
vs. wt 

∆mokmt6-MoGti1oe  
vs. wt 

∆mokmt6 
vs. wt 

MoGti1oe 
vs. wt 

∆mokmt6-MoGti1oe 
vs. wt 

Whole-genome 
(13144)a 

1858 
(14.1%) 

1524 
(11.6%) 

2979  
(22.7%) 

935 
(7.1%) 

1228 
(9.3%) 

2098 (16.0%) 

Effector 
genes 
(448) 

Predicted 
effectorsb 

110 
(24.6%) 

60  
(13.4%) 

167  
(37.3%) 

19 
(4.2%) 

25 
(5.6%) 

31 
(6.9%) 

Known 
effectorsc 

15 
(3.3%) 

3 
(0.7%) 

16 
(3.6%) 

0 1 
(0.2%) 

0 

aTotal number of genes with MGG_#: 13144  

bTotal number of effector genes that are predicted by EffectorP: 424 

cTotal number of known effector genes of which expression are repressed in mycelia: 24 

dUp regulated genes: Log2foldchange>0; Down regulated genes: Log2foldchange<0.  

padjusted <0.05  



 

72 

Table 2.5: High percentage of H3K27me3-enriched effector genes are upregulated 

in ∆mokmt6 mycelia and at 36hpi of WT  

aTotal number of genes with MGG_#: 13144 

bTotal number of effector genes which show high enrichment of H3K27me3 during mycelial growth: 178 

cTotal number of effector genes which show low enrichment of H3K27me3 during mycelial growth: 268 

dData is from Mosquera et al., 2009. 

padjusted <0.05  

 Up-regulated in mycelia 
(Log2FC>2) 

Up-regulated in planta 
(36hpi)d 

(Log2FC>2) 
∆mokmt6 
vs. wt 

MoGti1oe 
vs. wt 

∆mokmt6-
MoGti1oe  
vs. wt 

WT 

Whole-genome 
(13144)a 

1053 
(8.0%) 

462  
(3.5%) 

1470 
(11.2%) 

1351 
(10.3%) 

H3K27me3-enriched 
effector genes (178)b 

75 
(42.1%) 

23 
(12.9%) 

97 
(54.5%) 

86 
(48.3%) 

H3K27me3-
unenriched effector 
genes (268)c 

31 
(11.6%) 

21 
(7.8%) 

58 
(21.6%) 

65 
(24.3%) 



 

73 

Table 2.6: Majority of effector genes upregulated both in Δmokmt6 mycelia and at 

36hpi of WT show high enrichment of H3K27me3 during mycelial growth.  

# MGG_# H3K27me3 
enrichmenta Note 

1 MGG 01956 High  
2 MGG_02154 High SPD5 
3 MGG_05424 High  
4 MGG_06224 High MoHEG12 
5 MGG_07357 High  
6 MGG_07880 High  
7 MGG_07919 High  
8 MGG_08355 High  
9 MGG_08399 High  
10 MGG_08414 High MAX 
11 MGG_08480 High  
12 MGG_08482 High MAX 
13 MGG_08506 High MoHEG6 
14 MGG_08610 High  
15 MGG_08817 High  
16 MGG_09378 High  
17 MGG_10318 High  
18 MGG_10455 High  
19 MGG_10477 High  
20 MGG_10914 High BAS4 
21 MGG_11072 High  
22 MGG_15046 High  
23 MGG_15443 High  
24 MGG_15620 High  
25 MGG_15924 High  
26 MGG_16041 High  
27 MGG_16058 High  
28 MGG_16585 High  
29 MGG_16619 High  
30 MGG_16693 High  
31 MGG_16698 High  
32 MGG_17244 High  
33 MGG_17556 High  
34 MGG_17567 High  
35 MGG_17582 High  
36 MGG_18035 High  
37 MGG_18041 High AVRPiz-t 
38 MGG_02239 Low  
39 MGG_05403 Low  
40 MGG_07556 Low  
41 MGG_08407 Low  
42 MGG_08428 Low  
43 MGG_08435 Low  
44 MGG_09377 Low  
45 MGG_09693 Low BAS2 
46 MGG_12655 Low AVR-Pi9 

aH3K27me3 enrichment is profiled by ChIP-seq of M. oryzae mycelia grown in axenic culture.  
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Table 2.7: Majority of synergistically upregulated effector genes by H3K27me3 loss and MoGti1 overexpression are also 

upregulated at 36hpi of WT 

# MGG_# 
Fold change Synergistically 

up-regulateda 
(+:Yes; -:No) 

Induced at 
36 hpib 
(+:Yes; -:No) 

H3K27me3 
enrichmentc ∆mokmt6 MoGti1oe ∆mokmt6-

MoGti1oe 
1 MGG_01956 5.8 4.4 48.4 + + High 
2 MGG_08355 44.9 21.5 309.3 + + High 
3 MGG_08399 388.2 71.4 1651.4 + + High 
4 MGG_08480 167.9 231.7 725.5 + + High 
5 MGG_08610 913.7 187.0 2591.7 + + High 
 6 MGG_10455 38.3 100.3 1783.1 + + High 
7 MGG_10914(BAS4) 14.8 37.6 1531.8 + + High 
8 MGG_11072 386.8 712.5 1114.4 + + High 
9 MGG_11610(BAS3)  4.0 4.7 69.2 + + High 
10 MGG_15046 70.8 19.2 400.4 + + High 
11 MGG_15620 19.4 11.0 2494.7 + + High 
12 MGG_16057 3.7 3.6 10.4 + + High 
13 MGG_16058 108.6 8.7 194.0 + + High 
14 MGG_16585 17.2 37.0 1374.2 + + High 
15 MGG_17556 5.1 6.0 19.0 + + High 
16 MGG_18035 21.0 20.4 54.7 + + High 
17 MGG_08428 33.0 61.6 763.6 + + Low 
18 MGG_08376 23.0 7.6 89.6 + - Low 
19 MGG_08941 4.4 7.0 12.4 + - Low 
20 MGG_10456 7.2 2.1 11.2 + - Low 
21 MGG_17580 32.1 5.6 340.0 + - High 
22 MGG_02154(SPD5) 9.1 60.4 58.3 - + High 
23 MGG_00614 2.1 5.0 3.9 - + Low 
24 MGG_01974 1.8 2.1 3.6 - + Low 
25 MGG_05531 2.2 2.5 1.3d - + Low 
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26 MGG_07556 37.3 3.4 33.2 - + Low 
27 MGG_07558 9.9 4.7 1.3d - - High 
28 MGG_16188 2.2 4.2 5.4 - - High 
29 MGG_16553 192.3 19.4 52.2 - - High 
30 MGG_05406 1.8 1.6 1.7 - - Low 
31 MGG_05982 25.5 3.3 10.2 - - Low 
32 MGG_08543 8.6 2.9 4.5 - - Low 
33 MGG_09842 7.7 102.6 1.8d - - Low 
34 MGG_10531 41.9 56.2 50.4 - - Low 
35 MGG_14195 44.5 15.9 36.3 - - Low 
36 MGG_16869 2.2 7.5 7.5 - - Low 

 aSynergistically upregulated effector genes are defined that expression levels of effector genes in Δmokmt6-MoGti1oe are higher than the sum of individual 

expression levels in Δmokmt6 mutant and MoGti1oe, respectively. 

bData is from Mosquera et al., 2009 

cH3K27me3 enrichment is profiled by ChIP-seq of M. oryzae mycelia grown in axenic culture.  

dNot statistically significant (padjusted>0.05). 
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Table 2.8. PCR primers used in this study 

Name Sequence a (5’-3’) Applications 

CKP412 GCGTCGACTAAGTCCGGTAGTGTGAAGAGG MoKMT6 upstream for knockout 

CKP413 CGGAATTCCTTGTCACTTTTGCTCCCTCC MoKMT6 upstream for knockout 

CKP421 GGATCCGAAGTTCAACCGGCTCGC MoKMT6 downstream for knockout 

CKP428 TCTAGAAAGTCCTACGGGCACAAGGC MoKMT6 downstream for knockout 

CKP416 CGGAATTCTCGACAGAAGATGATATTG NTPII sequence  

CKP420 TCTAGATTAGAAGAACTCGTCAAG NTPII sequence/ MoKMT6 knockout screening 

CKP443 AGGCTCGGTCGAGAATTGAC MoKMT6 knockout screening 

CKP459 GGCAGGAGGGAGCAAAAGTGAC MoKMT6 knockout/ complementation screening 

CKP460 ATTCCGCCTTGTGCCCGTAG MoKMT6 knockout/ complementation screening 

CKP719J GGATCCATGACGGGCAAGCTCGG MoKMT6 sequence for complementation 

CKP720J TCTAGAGAGCAGCACAGGCCAAGG MoKMT6 sequence for complementation 

CKP565 GAATTCGCTGGGTAACTGATATTGAAGG Nat1 sequence 

CKP566 CTCGAGTCAGGGGCAGGGCATG Nat1 sequence 

CKP591 GGATCCATGTCGACTACGGGACAAGG MoGti1 sequence for overexpression 

CKP592 AAGCTTTCGCTTGAGAAATAATATGTATTCAGGC MoGti1 sequence for overexpression 

CKP110 GAATTCGGTAGCTTCTACGGATGC BAS4 1-kb upstream for expression reporter 

CKP234 GGATCCCAT TGTGAA AAGATTCGTTGTGG BAS4 1-kb upstream for expression reporter 

CKP548 GCGGCCGCGAGGGTTCTTTCACCTCG BAS4 0.5-kb downstream for expression reporter 

CKP549 AAGCTTCGGGGCTTTTGACAGTACCC BAS4 0.5-kb downstream for expression reporter 

CKP348 ACGGTGACCATATCGAGTGC ACE1 qRT-PCR 

CKP349 CGCGCTTATACGTCTCCTGG ACE1 qRT-PCR 

CKP795J AGGTGACGCCAAGATTTCCG AVR-Pi9 qRT-PCR 

CKP796J ACCAGTGCGTCTTTTCGACT AVR-Pi9 qRT-PCR 

CKP679J CACTTTGGGAACTGTCGCTG AVR-Pik qRT-PCR 

CKP680J TCGGGTACAGGAATACCAGGG AVR-Pik qRT-PCR 

CKP793J CGATAAGGAAGAAGGCGGGT AVR-Pizt qRT-PCR 

CKP794J TGTACGGGTGACGCGTTTTT AVR-Pizt qRT-PCR 

CKP611 TTGAGGAATTGTGCCCCGAC BAS3 qRT-PCR 

CKP612 CGCAGTCGATGACGCAGAT BAS3 qRT-PCR 

CKP329 TGCGACGACTGCACTATCTG BAS4 qRT-PCR 

CKP330 CGCCAAGGTTAGGGCATTTC BAS4 qRT-PCR 

CKP546 GTCATCACCCCCATCACCAAG MC69 qRT-PCR 

CKP547 TTTGGCAGGTCCGCGAAG MC69 qRT-PCR 

CKP333 CGACGTCCGAAAGGATCTGT Moactin qRT-PCR 

CKP334 TGCATACGGTCCGAAAGACC Moactin qRT-PCR 

CKP615 GCTCAGGTTACTTGTGGGCT MoGti1 qRT-PCR 

CKP616 AGGTGATGGCTGACACCTTG MoGti1 qRT-PCR 

CKP789J TGTAATGGACACACGCACGA MoKMT6 qRT-PCR 

CKP790J GGAGGTGTAACTGGTCAGCC MoKMT6 qRT-PCR 

CKP327 GGCGGGTGGACTAACAAACA PWL2 qRT-PCR 

CKP328 TACCATCCTATCGGGCCCTC PWL2 qRT-PCR 

CKP544 GTTCGCTACCATCACCACCC Slp1 qRT-PCR 

CKP545 GTTGCCCTGCACCGTGTAG Slp1 qRT-PCR 
     aUnderlined sequences correspond to restriction enzyme sites used for cloning:  

   BamHI (GGATCC), EcoRI (GAATTC), HindIII (AAGCTT), NotI (CGGCCG), SalI (GTCGAC), XbaI (TCTAGA) and XhoI 

(CTCGAG). 
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CHAPTER 3 

SHANNON ENTROPY AS A METRIC FOR CONDITIONAL GENE EXPRESSION 

IN NEUROSPORA CRASSA3 
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Abstract 

Neurospora crassa has been an important model organism for molecular biology 

and genetics for over 60 years. N. crassa has a complex life cycle, with over 28 distinct 

cell types and is capable of transcriptional responses to many environmental conditions 

including nutrient availability, temperature, and light. To quantify variation in N. crassa 

gene expression, we analyzed public expression data from 97 conditions and used 

Shannon entropy to calculate entropy values for Neurospora’s approximately 11,000 

genes. Entropy values can be used to estimate the variability in expression for a single 

gene over a range of conditions and to classify individual genes as constitutive or 

condition-specific. Shannon entropy has previously been used measure the degree of 

tissue specificity of multicellular plant or animal genes. We use this metric here to 

measure variable gene expression in a microbe and provide this information as a resource 

for the N. crassa research community. 

Introduction 

Across conditions, individual genes can display expression patterns that range 

from constitutive to highly condition-specific. When performing Quantitative Reverse 

Transcription PCR (qRT-PCR) it is crucial to identify constitutively expressed genes for 

experimental normalization. Conversely, highly regulated, condition-specific gene 

promoters are often used in molecular biology to drive conditional expression of a gene 

under investigation (e.g., an essential gene) or to control expression of reporter genes in 

certain cell types or environmental conditions (e.g., a gene encoding a fluorescent 

protein). Such genes or promoters are often identified by examining gene expression 

across just a handful of experimental conditions; however, with the increase in publicly 
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available transcriptomics data it is possible to quantify variation in gene expression 

across many conditions for a given organism. 

In 1963, Claude Shannon laid the basis for information theory, and described the 

unit known as Shannon entropy (1). A simplistic definition of Shannon entropy is that it 

describes the amount of information a variable can hold (2). In our case, a variable is a 

gene, and the information is the collection of expression values from different conditions. 

If a gene is classified as having low entropy, then the expression values would be 

generally consistent across different conditions or possess a low amount of information. 

Instead, if a gene is classified as having high entropy, then the expression of this gene 

would be highly variable across different conditions and contain a high amount of 

information.  

Since entropy describes information contained in a variable, there are a number of 

uses for such a metric. Previous studies have used entropy to investigate cell and tissue 

specific expression of genes (3), identify potential therapeutic targets (4), characterize 

periodicity in gene expression (5), identify cancerous tissue samples (6), and make 

genomic comparisons (7). Studies using entropy have been carried out in human cell lines 

(8), mouse (3), plants (9), yeast (10), bacteria, phage, and metagenomes (11) but not yet 

in filamentous fungi. 

Neurospora crassa has a 43Mb genome encoding approximately ~11,000 genes 

(12). There is a whole genome knock out collection, and genetic, genomic, and epigenetic 

studies have been carried out with this organism for more than 60 years (13). Indeed, N. 

crassa has been used as a model organism for epigenetics, testing fungal enzymes for 

biomass degradation, and circadian clock studies (14-16). As a resource for N. crassa 
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researchers, we generated an entropy value for most genes in the N. crassa genome using 

publicly available RNA-seq data, and we validated this approach using previously 

published lists of housekeeping or inducible genes. This resource has a number of useful 

applications for the N. crassa community.  

Methods  

Public data collection: 

Entropy calculations were made for all genes in the N. crassa genome using 

public RNA-seq data sets (97 conditions from a total of 173 separate sets, including 

replicates). Table S1 contains SRA accession numbers, short descriptions, total reads, and 

mapped reads for each public data set used. 

Mapping, TPM and entropy calculations: 

HiSat2 (version 2.1.0) (17) was used to map all of the SRA accessions to the 

NC12 genome (NCBI assembly: GCA_000182925.2) using appropriate parameters 

specific for paired or single end sequence reads (with parameters –RNA-strandness RF or 

R) to produce bam files which were then sorted and indexed using SAMtools (version 

1.3) (18). If experiments contain replicates, the replicate bam files were merged together 

before obtaining counts with featureCounts from Subread (version 1.6.2) (19). 

FeatureCounts was used with parameters -T exon to generate all counts at the gene level. 

Counts were imported into R where we obtained TPM using the function calculateTPM 

from the R package scater (20). This package takes in feature-level (in our case, gene-

level) counts and gene lengths and outputs the TPM values for each gene. TPM values 

were then used to calculate the Shannon entropy using the R package BioQC (21). The 

function entropySpecificy was used to calculate the entropy values for all genes in the 
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genome.  To examine specific genes sets, we converted from NCU accession numbers to 

gene identifiers from NCBI Genome Assembly NC12 (GCA_000182925.2) and plotted 

the kernel density estimation with rug plots. 

Results and Discussion 

Shannon entropy values are useful in measuring the amount of variation in 

expression levels across different tissues or growth conditions. In order to calculate 

Shannon entropy values for all Neurospora crassa genes, we first compiled a list of 

available RNA-seq data sets present in the NCBI sequence read archive (SRA). To 

calculate accurate entropy values, we needed to gather many observations of gene 

expression across different conditions. We searched the SRA database (22) for N. crassa 

RNA-sequencing entries that were processed at different developmental stages or grown 

under different conditions. In total we gathered 173 accessions, which represent 97 

developmental or growth conditions. We then developed a pipeline to generate entropy 

values for each gene (Figure 3.1A). We first mapped to the NC12 N. crassa genome 

using HiSat2 (17) to generate bam files. The bam files were then used to generate read 

counts for each gene in each condition using featureCounts (19), which assigns reads to 

genomic features. Once the count file was created, we calculated normalized expression 

values using the Transcripts per Million (TPM) normalization method to create a matrix 

of normalized expression values for all genes in all conditions. We then used this 

expression matrix to calculate the Shannon entropy value for each gene (21).  This 

generated entropy values for 10,300 out of 10,398 genes. The remaining 98 genes had 0 

read counts in all conditions, so we were unable to calculate entropy. Our final entropy 

values range from 0.0506 to 6.599. 70% of the genes in the genome possess low entropy 
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values between 0.05 and 1 (7,180/10,300) (Figure 3.1B). These values include the 

constitutively expressed genes in the genome. Entropy values above one represent only 

30% of the genome (3,120/10,300), corresponding to genes with more condition-specific 

expression patterns. 

Validation of entropy as a measure of gene expression variation in N. crassa.  

In order to determine if entropy values are a reliable predictor of expression 

variability in a microbe, we examined the entropy values generated here for published 

gene sets expected to be enriched for constitutively expressed genes, or conversely, for 

genes with highly condition-specific expression. If entropy value is a reliable measure of 

gene expression variation across conditions, housekeeping genes should be enriched for 

genes with low entropy values, whereas sets of conditionally-induced genes are expected 

to be enriched for high entropy values. Two previous studies identified genes useful for 

RT-qPCR controls in N. crassa. One of which published a list of 38 genes classified as 

“housekeeping” genes based on previously generated microarray and RNA-seq datasets 

under three different conditions (quinic acid (QA) induction, circadian gene expression 

profiling, and light response) (23), and the other study identified four genes by using 

previous transcriptomic studies and genes used in related organisms to generate 

candidates that were validated by quantitative PCR under different conditions (24). To 

visualize the distribution of entropy values in this set of 42 “housekeeping” genes, we 

plotted a kernel density estimation (KDE) of entropy values (Figure 3.2A). The KDE is a 

smoothed version of a histogram estimated from the underlying data. As expected, the 

highest density of data points in the housekeeping data set is around 0.25 (low entropy) 

and the density falls sharply around 0.75 (Figure 3.2A). Two genes in this set possess 
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entropy values above 1.6 and they encode an exo-beta-1,3-glucanase and a UDP-glucose 

dehydrogenase. We plotted a heatmap depicting TPM values for each gene in each 

condition with genes ranked by entropy values from low to high (top to bottom) (Figure 

3.2B). Genes with higher entropy values showed significant induction of gene expression 

under certain conditions, whereas genes with low entropy values displayed consistent 

expression values across all conditions. Thus, these data highlight the need for a 

comprehensive analysis of conditional gene expression when selecting constitutive 

control genes.  

We further validated the use of entropy as a measure for constitutive gene 

expression by using the same approach with a published list of 2,624 genes involved in 

transcription and translation, reasoning that genes involved in these essential processes 

would be expressed at similar levels in all conditions. (25). The distribution of entropy 

values for transcription and translation genes resembles the distribution of entropy values 

for housekeeping genes, where the highest density is concentrated at the low end of 

entropy values (Figure 3.2C). Many of the genes that possess entropy values above 1.6 

are either hypothetical proteins or genes associated with cellular transport or metabolism. 

We again examined the TPM values for each gene in this set in a heatmap ranked by 

entropy from low to high and again find mostly steady expression across conditions 

(Figure 3.2D). 

We next asked if higher entropy values were associated with inducible genes. The 

highest entropy values imply that a gene must only be expressed under specific 

conditions and may only show expression in one or a few of the conditions in the entire 

RNA-seq dataset. Using genes induced in different conditions, we repeated the same 
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analysis to examine the distribution of entropy values across multiple gene sets. To 

determine if higher entropy values were indeed associated with tissue specific gene 

expression, we created KDE plots for 513 genes induced by light (Figure 3.3A) and 3,259 

genes that have expression changes during sexual development (Figure 3.3C) (26) (27). 

In both cases, there is a shift in distribution of entropy values toward higher entropy 

values compared to “housekeeping” or “transcription and translation” genes. We 

examined TPM values for each gene in each condition using a heatmap ranked by 

entropy values from low to high (top to bottom) and find that a majority of genes in each 

gene set show variable expression across conditions, as expected (Figure 3.3B, 3.3D). 

Genes that have regulation changes during perithecial (sexual) development also show a 

shift to the right, but with retention of more low entropy genes than in the light induced 

gene set (Figure 3.3C). Plotting the TPM values in an entropy ranked heatmap shows that 

approximately half of these genes are constitutively expressed across conditions and half 

are variably expressed, which we see in the lower entropy values in the density plot 

(Figure 3.3D). This implies that half of these genes are not specific to sexual or 

vegetative cell types even though they show transcriptional changes throughout 

development (27). 

 As a final confirmation that entropy can be used as a reliable metric to assess the 

variation or lack of variation in gene expression levels across many conditions, we 

plotted the expression levels of 100 genes with the highest entropy values and 100 genes 

with the lowest entropy values. We took the log2 TPM values for all conditions (columns) 

and plotted them for each gene (row) in a heatmap for both the top and bottom 100 genes. 

As expected, genes in the high entropy group displayed highly variable and condition-
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specific expression (Figure 3.4A), whereas genes with the lowest entropy values show 

mostly uniform expression across all conditions (Figure 3.4B). Together, these data 

demonstrate that entropy is an effective tool for measuring variation in gene expression 

levels.  

 We wanted to examine correlations between repressive chromatin modifications 

and our set of RNA-seq experiments. We plotted the TPM expression values for sets of 

genes that are found in repressive domains throughout the genome. Interestingly, we 

found that a large group of H3K27me2/3 marked genes were upregulated during sexual 

development (Figure 3.5). A particularly important open question is when establishment 

of H3K27 methylation takes place in N. crassa. This is the first report of H3K27me2/3-

target gene expression changes during sexual development in N. crassa, which could be 

an indication of establishment taking place during sexual development. Not only is this 

finding important in understanding the mechanisms of establishment, it also demonstrates 

that cell type transitions in N. crassa may be governed by similar mechanisms as in 

higher eukaryotes.  

The information and code generated in the course of this study could prove useful 

in a number of ways. First, identifying genes that are induced in a certain condition and 

display a high entropy value will help identify genes that are condition-specific. In 

addition, examining entropy values for individual genes can be a useful approach for 

finding new inducible promoters to use for genetic studies. Condition-specific expressed 

genes are good starting targets to test for this purpose. The entropy metric determined 

here can also be used to confirm constitutive expression of genes chosen as controls for 

RT-PCR. In examining the housekeeping genes from previously published studies it is 
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clear that not all will function as good controls under all conditions, a limitation 

recognized by the authors. We combined all of their housekeeping genes together, 

whereas they had them divided into housekeeping genes usable for different conditions in 

qRT-PCR (QA induction, light response studies, and circadian experiments). Here we can 

choose genes that will work across all conditions (provided the conditions were 

represented in the initial dataset). Our metric allows for a more quantitative way to 

identify condition-specific genes, as opposed to investigating individual datasets or using 

controls from previous studies which may not perform as expected. In addition, this 

methodology is scalable; the initial inclusion of more conditions will only increase the 

robustness of the metric produced. As more data are published, more datasets can be 

incorporated. This approach can be used across other fungi in addition to N. crassa, 

provided there are sufficient RNA-seq data publicly available. 
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Figures 

 

Figure 3.1: Pipeline schematic and histogram of entropy values for all genes 

A) Schematic of pipeline starting at SRA accessions and endings at entropy values for 

each gene. 

B) Histogram of entropy values for all genes. The y-axis is the number of genes found in 

each bin. The x-axis shows the binned entropy values.  
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Figure 3.2: Validating entropy values with previously published housekeeping genes 

and genes related to transcription and translation 

A) Kernel density estimation (KDE) plot of housekeeping genes. The rug plot, black lines 

on the bottom in the KDE plot represents the individual data points that create the 

estimation. The y-axis is the probability density, which is the probability for each unit 

(gene) on the x-axis. The total area below the KDE curve integrates to one. In short, the 

peaks of the curve are analogous to the values that appear most frequently in the data set. 
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B) Heatmap of log2 transformed TPM values for all housekeeping genes (rows) ranked 

by entropy (low to high). Entropy values are depicted by the brown to green heatmap on 

the left side where brown is low (top) and green is high (bottom). Each condition 

(column) has been assigned a category: Metabolism (gold), Development (green), or 

Light Response (blue). The categories are represented at the top of the heatmap in the 

three different colors. 

C) Kernel density estimation plot of genes related to transcription and translation with 

rug plot. The rug plot, black lines on the bottom in the KDE plot represents the individual 

data points that create the estimation. The y-axis is the probability density, which is the 

probability for each unit (gene) on the x-axis. The total area below the KDE curve 

integrates to one. In short, the peaks of the curve are analogous to the values that appear 

most frequently in the data set. 

D) Heatmap of log2 transformed TPM values from all transcription and translation related 

genes (rows) ranked by entropy (low to high). Entropy values are depicted by the brown 

to green heatmap on the left, where brown is low (top) and green is high (bottom). Each 

condition (column) has been assigned a category: Metabolism (gold), Development 

(green), or Light Response (blue). The categories are represented at the top of the 

heatmap in the three different colors. 
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Figure 3.3: Validating entropy values with previously published light induced genes 

and genes induced during sexual development 

A) Kernel density estimation plot of light induced genes with rug plot. The rug plot, 

black lines on the bottom in the KDE plot represents the individual data points that create 

the estimation. The y-axis is the probability density, which is the probability for each unit 

(gene) on the x-axis. The total area below the KDE curve integrates to one. In short, the 

peaks of the curve are analogous to the values that appear most frequently in the data set. 
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B) Heatmap of log2 TPM values for all light induced genes (rows) ranked by entropy 

(low to high). Entropy values are depicted by the brown to green heatmap on the left side 

where brown is low (top) and green is high (bottom). Each condition (column) has been 

assigned a category: Metabolism (gold), Development (green), or Light Response (blue). 

The categories are represented at the top of the heatmap in the three different colors. 

C) Kernel density estimation plot of sexual development genes with rug plot. The rug 

plot, black lines on the bottom in the KDE plot represents the individual data points that 

create the estimation. The y-axis is the probability density, which is the probability for 

each unit (gene) on the x-axis. The total area below the KDE curve integrates to one. In 

short, the peaks of the curve are analogous to the values that appear most frequently in 

the data set. 

D) Heatmap of log2 TPM values for all developmental genes (rows) ranked by entropy 

(low to high). Entropy values are depicted by the brown to green heatmap on the left side 

where brown is low (top) and green is high (bottom). Each condition (column) has been 

assigned a category: Metabolism (gold), Development (green), or Light Response (blue). 

The categories are represented at the top of the heatmap in the three different colors. 
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Figure 3.4: Log2 TPM values for highest and lowest ranked genes 

A) Log2 TPM values for the 100 highest ranked genes (entropy) split by TPM values 

above 1 (top) and below 1 (bottom). Each row represents a genes and the gene names are 

listed on the right side of the heatmap. Each condition (column) has been assigned a 

category: Metabolism (gold), Development (green), or Light Response (blue). The 

categories are represented at the top of the heatmap in the three different colors. 

B) Log2 TPM values for the 100 genes lowest ranked genes (entropy). Each row 

represents a genes and the gene names are listed on the right side of the heatmap. Each 
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condition (column) has been assigned a category: Metabolism (gold), Development 

(green), or Light Response (blue). The categories are represented at the top of the 

heatmap in the three different colors. 

 

Figure 3.5: Log2 TPM values for H3K27me2/3-target genes clustered by condition 

Heatmap of log2 TPM values for 624 H3K27me2/3-target genes (rows) ranked by 

entropy (low to high) and clustered by condition (column). Entropy values are depicted 

by the brown to green heatmap on the left side where brown is low (top) and green is 

high (bottom). Each condition (column) has been assigned a category: Metabolism 
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(gold), Development (green), or Light Response (blue). The categories are represented at 

the top of the heatmap in the three different colors. 
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CHAPTER 4 

NORMAL PATTERNS OF HISTONE H3K27 METHYLATION REQUIRE THE 

HISTONE VARIANT H2A.Z IN NEUROSPORA CRASSA4 
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Abstract 

Neurospora crassa contains a minimal Polycomb repression system, which 

provides rich opportunities to explore Polycomb-mediated repression across eukaryotes 

and enables genetic studies that can be difficult in plant and animal systems. Polycomb 

Repressive Complex 2 is a multi-subunit complex that deposits mono-, di-, and tri-methyl 

groups on lysine 27 of histone H3, and tri-methyl H3K27 is a molecular marker of 

transcriptionally repressed facultative heterochromatin. In mouse embryonic stem cells 

and multiple plant species, H2A.Z has been found to be co-localized with H3K27 

methylation. H2A.Z is required for normal H3K27 methylation in these experimental 

systems, though the regulatory mechanisms are not well understood. We report here that 

Neurospora crassa mutants lacking H2A.Z or SWR-1, the ATP-dependent histone 

variant exchanger, exhibit a striking reduction in levels of H3K27 methylation. RNA-

sequencing revealed downregulation of eed, encoding a subunit of PRC2, in an hH2Az 

mutant compared to wild type and overexpression of EED in a ∆hH2Az;∆eed background 

restored most H3K27 methylation. Reduced eed expression leads to region-specific 

losses of H3K27 methylation suggesting that differential dependence on EED 

concentration is critical for normal H3K27 methylation at certain regions in the genome. 

Introduction 

In eukaryotes, DNA-dependent processes in the nucleus are regulated by 

chromatin-based mechanisms (1). One heavily studied group of proteins that are 

particularly important for maintaining stable gene repression are the Polycomb Group 

(PcG) proteins. In plants and animal cells, PcG proteins assemble into Polycomb 

Repressive Complexes 1 and 2 (PRC1 and PRC2), which play key roles in repression of 
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developmental genes (as reviewed in 2, 3-6). PRC2 is a multi-subunit complex that 

deposits mono-, di-, and tri-methyl groups on lysine 27 of histone H3, and tri-methyl 

H3K27 is a molecular marker of transcriptionally repressed facultative heterochromatin 

(7-10). PcG proteins are absent from the model yeasts, Saccharomyces cerevisiae and 

Schizosaccharomyces pombe, but core PRC2 components have been identified and 

characterized in several fungi, including Neurospora crassa, Fusarium graminearum, 

Cryptococcus neoformans, Epichloë festucae, and Fusarium fujikuroi (11-17). In these 

fungi, PRC2 is required for repression of key fungal genes suggesting that this enzyme 

complex is functionally conserved between fungi, plants, and animals (13, 14, 18).  

In N. crassa, the catalytic subunit of PRC2 is SET-7, a protein with homology to 

EZH1/EZH2 in humans and curly leaf (CLF), medea (MEA), or swinger (SWN) in 

Arabidopsis (9, 10, 19-25). Neurospora EED is essential for catalysis and is a homolog of 

mammalian Enhanced Ectoderm Development (EED), Drosophila Extra Sex Combs 

(Esc) and Arabidopsis Fertilization Independent Endosperm (FIE) (24, 26, 27). SUZ-12 is 

the third essential component of PRC2 in Neurospora and is named SUZ12 in humans, 

su(z)12 in Drosophila and embryonic flower 2 (EMF2), vernalization 2 (VER2), or 

fertilization independent seed 2 (FIS2) in Arabidopsis (24, 28). N. crassa CAC-3/NPF is 

an accessory subunit homologous to mammalian retinoblastoma binding protein 46/48 

(RBAP46/68) in humans, and multicopy suppressor of IRA1-5 (MSI1-5) in Arabidopsis 

(29-31). In contrast to PRC2, PRC1 components appear to be absent from the fungal 

kingdom (14, 32).  

 The presence of a minimal Polycomb repressive system in well studied fungi such 

as N. crassa provides an opportunity to explore the diversity of Polycomb-mediated 
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repression across eukaryotes and enables genetic studies that can be difficult in plant and 

animal systems. Indeed, genetic studies have provided insights into PRC2 control in 

Neurospora. Deletion of cac-3/npf causes region-specific losses of H3K27me3 at 

telomere-proximal domains, and telomere repeat sequences are sufficient to nucleate a 

new domain of H3K27me3-enriched chromatin (14, 33). In constitutive heterochromatin 

domains, heterochromatin protein-1 (HP1) prevents accumulaton of H3K27me3 (34, 35). 

Thus, regulation of H3K27 methylation occurs at multiple levels. Despite recent 

advances, the mechanisms that regulate PRC2 in fungal systems and eukaryotes in 

general is poorly understood.  

In addition to the core histones (H2A, H2B, H3, and H4), eukaryotes also encode 

non-allelic histone variants. One of the most conserved and extensively studied histone 

variants is H2A.Z, which is enriched proximal to transcription start sites (TSS) and in 

vertebrate enhancers (36-43). Functional studies of H2A.Z have linked presence of this 

variant in nucleosomes to gene activation, gene repression, maintaining chromatin 

accessibility, and a multitude of other functions (38, 44-51). Notably, H2A.Z has been 

implicated in the direct regulation of H3K27 methylation in mouse Embryonic Stem 

Cells (mESCs) and in plants (52-54). In mESCs, there is a strong correlation between the 

activity of PRC2, enrichment of H3K27me3, and the presence of H2A.Z (55). Co-

localization of SUZ12, a subunit of PRC2, and H2A.Z has been found in mESCs at 

developmentally important genes, such as HOX clusters (40). In addition, H2A.Z is 

differentially modified its N- and C- terminal tails at bivalent domains that are “poised” 

for activation or repression upon differentiation (54, 56). N-terminal acetylation 

(acH2A.Z) or C-terminal ubiquitylation (H2A.Zub) repress or stimulate the action of 
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PRC2 through interactions with the transcriptional activator BRD2 or the PcG protein 

complex PRC1 (54). It is important to note that functional studies of H2A.Z are 

challenging because this histone variant is essential for viability in most organisms, 

including Drosophila, Tetrahymena, mouse, and Xenopus (57-62).  

In Arabidopsis thaliana, a genetic interaction between PICKLE (PKL), a 

chromatin remodeler which promotes H3K27me3, and PIE-1 (homolog to SWR-1), the 

remodeler which deposits H2A.Z, was recently reported (53). PKL has been found by 

ChIP-seq at loci enriched for H3K27me3 and is proposed to determine levels of 

H3K27me3 at repressed genes in Arabidopsis (63). In rice callus and seedlings, H2A.Z is 

found at the 5’ and 3’ ends of genes that are highly expressed. In repressed genes, H2A.Z 

is found along the gene body, and this pattern closely mimics the presence of H3K27me3 

(52). This is a notable difference between plants and other eukaryotes. 

We investigated the relationship between H2A.Z and PRC2 in the filamentous 

ascomycete Neurospora crassa and report that H2A.Z is required for normal enrichment 

of H3K27me2/3 across the genome. Our findings show that loss of H2A.Z leads to 

region-specific losses of H3K27me2/3 in N. crassa. Expression levels of eed, encoding a 

PRC2 subunit, are reduced in the absence of H2A.Z and ectopic expression of eed can 

restore H3K27me2/3 in an H2A.Z-deficient strain. Together, these data suggest that 

H2A.Z regulates facultative heterochromatin through transcriptional regulation of the 

PRC2 component EED and points to differential requirements for EED at discrete PRC2-

target domains.  
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Materials and Methods 

Strains and growth media: Strains used in this study are listed in (Table S1). Strains 

were grown at 32˚C in Vogel’s Minimal Medium (VMM) with 1.5% sucrose or glucose 

for DNA based protocols, and RNA based protocols, respectively (64). Liquid cultures 

were shaken at 180 rpm. Crosses were performed on Synthetic Crossing (SC) medium in 

the dark at room temperature (64). Ascospores were collected 14 days after fertilization. 

To isolate cross progeny, spores were spread on solid VMM plates containing FGS (1X 

Vogel’s salts, 2% sorbose, 0.1% glucose, 0.1% fructose, and 1.5% agar) and incubated at 

65˚C for 1 hour as previously described (64), after which spores were picked using a 

sterile inoculating needle and transferred to agar slants with appropriate medium 

(typically VMM). To test for sensitivity to DNA damaging agents, 5 µL of a conidial 

suspension was spotted on VMM containing FGS (1X Vogel’s salts, 2% sorbose, 0.1% 

glucose, 0.1% fructose, and 1.5% agar) plates containing concentrations of methyl 

methanesulfonate (Sigma Aldrich cat. # 129925-5g) between 0.010% and 0.03% (w/v).  

To construct the N-terminal FLAG-tagged eed allele, we amplified the eed region 

with primers, MK #51: GGCGGAGGCGGCGCGATGCAAATTTGTCGGGACCG and 

MK #52: TTAATTAATGGCGCGTTACTTCCCCCACCGCTGAA (Table S7), from 

wild type genomic DNA (FGSC 4200). The amplified fragment was cloned into the AscI 

site of pBM61::CCGp-N-3xFLAG (65) by InFusion cloning (Takara, cat. # 639648). The 

new plasmid was then digested with DraI and transformed into a his-3;mus-52::bar 

strain. Primary transformants were selected on VMM plates, and then back-crossed to 

wild type to isolate homokaryons (his-3::Pccg-1-3xflag-eed). We next crossed the 

homokaryon (his-3::Pccg-1-3xflag-eed) to ∆eed::hph (FGSC 14852) to obtain ∆eed;his-
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3::Pccg-1-3xflag-eed. 3xFLAG-EED expression and deletion of eed deletion were 

confirmed by western blots probed with anti-FLAG antibody (Sigma Aldrich, cat. # 

F1804) and genotyped by PCR with primers, LL #155: 

TCGCCTCGCTCCAGTCAATGACC and LL #466: TGTGGGCGATTTGAGCGTGC, 

respectively. The ∆eed;his-3::Pccg-1-3xflag-eed strain was then crossed to the 

∆hH2Az::hph (FGSC 12088) strain to obtain ∆hH2Az;∆eed;his-3::Pccg-1-3xflag-eed. 

3xFLAG-EED expression and deletion of eed were confirmed by western blots with anti-

FLAG antibody (Sigma Aldrich, cat. # F1804) and genotyping with eed deletion primers 

(see above). Deletion of hH2Az was confirmed by PCR with primers AC #24: 

GAACAAGCCGATTGCTGTCC and AC #23: TGTATAGAACGCTGCCAAGGA. 

For the H2AZ-GFP gene replacement construct, a 1-kb segment including the end 

of the hH2Az coding region was amplified by PCR with primers #1577: 

CGGAAAGGGCAAGTCGTCTG and #1578: 

CCTCCGCCTCCGCCTCCGCCGCCTCCGCCAGCCTCCTGAGCCTTGGCCT and a 

500-bp segment of the 3’ flanking region was amplified with primers #1579: 

TGCTATACGAAGTTATGGATCCGAGCTCGCTGCACCGAAAAACTCGACG and 

#1580: GTGACGAGGGGAGATTGCTC. The cassettes containing the GFP segment and 

the hph gene were amplified using M13 forward and reverse primers from 

pGFP::hph::loxP (65). The three fragments were mixed and then assembled by 

overlapping PCR with primers #1577 and #1580 above. The cassette was transformed 

into the ∆mus-52 strain (FGSC 15968) by electroporation. 

Transformation and complementation assays: Transformations were performed as 

previously described (66). To carry out ectopic complementation of the ∆hH2Az::hph 
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strain, two linear gene fragments were electroporated into the mutant strain. Specifically, 

the bar (confers Basta resistance) was amplified with primers LL #148 

CCGTCGACAGAAGATGATATTGAAGGAGC and LL #149 

AATTAACCCTCACTAAAGGGAACAAAAGC (67) and the wild-type hH2Az gene 

fragment including its native promoter (genomic coordinate 1390154-1393398 of 

GCA_000182925.2 assembly accession) was amplified with primers AC #27 

CCCAATCCTAGAATCCCGTCG and AC #21 TAAAAGAGCTGCTGTCGCACG, and 

fragments were co-integrated into the ∆hH2Az::hph strain, followed by selection of 

transformants on Basta-containing plates (VMM with 2% sorbose, 0.1% glucose, 0.1% 

fructose, 1.5% agar, and 200 ug/mL Basta). Transformants were transferred to agar slants 

and then screened by PCR, and Southern blots with the North2South Biotin Random 

Prime Labeling and Detection Kit (ThermoFisher cat. #17175) and the wild-type hH2Az 

gene fragment generated from primers AC#27: CCCAATCCTAGAATCCCGTCG and 

AC#21: TAAAAGAGCTGCTGTCGCACG was used as a probe. Genomic DNA was 

extracted from wild type, ∆hH2Az, and the two complemented strains (ACt9-3, ACt12-

1). 500ng of DNA from all strains were subjected to double restriction digests with Eco-

RI-HF (NEB cat # R3101S) and Eco-RV-HF (NEB cat # R3195S) in CutSmart Buffer. 

Digests were incubated at 37˚C overnight and then subjected to heat inactivation for 20 

minutes at 65˚C. Digests were run on a 0.7% agarose gel and transferred overnight to a 

nylon membrane which was then UV crosslinked. Hybridization and detection were 

followed from manufacturer’s instructions. 

Race tube assay: Race tubes were prepared with 15 mL of VMM plus 1.5% sucrose and 

1.5% agar. Strains were grown on VMM plates with 1.5% sucrose and 1.5% agar for 16 
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hours before using a 6mm cork borer to extract mycelial agar plugs from the edge of 

growing hyphae. This plug was used for inoculating each tube at one end. Strains were 

inoculated in triplicate. Measurements were taken at 9, 23, 47 and 60 hours to determine 

linear growth rates. 

Protein extraction and western blotting: Strains were grown at 32˚C shaken in 

18x150mm glass test tubes at 180rpm in 5 mL VMM with 1.5% sucrose. After 16 hours, 

tissue was harvested using filtration, washed once in phosphate buffered saline (PBS), 

and suspended in 1 mL of ice-cold protein extraction buffer (50mM HEPES pH 7.5, 

150mM NaCl, 0.02% NP-40, 1mM EDTA, 1mM phenylmethylsulfonyl fluoride [PMSF; 

Sigma, P7626], one tablet Roche cOmplete mini EDTA-free Protease Inhibitor Cocktail 

[Roche, cat. # 11836170001]). Tissue was subjected to sonication by Diagenode 

Bioruptor UCD-200 to deliver 22.5 30 second pulses at 4˚C. After two rounds of 

centrifugation at 13,200 rpm for 10 minutes, supernatant was mixed with 2x Laemmli 

buffer and boiled for 5 minutes. Samples for FLAG and H2A.Z western blots were 

separated by SDS-polyacrylamide gel electrophoresis (SDS-PAGE) and transferred to 

polyvinylidene difluoride (PVDF) membranes in Tris-Glycine transfer buffer (25mM 

Tris, 200mM glycine) or CAPS transfer buffer (10mM, pH 11) containing 20% methanol 

at constant 100V for 1 hour at 4˚C respectively. Membranes were blocked with Tris-

buffered saline (TBS; 10mM Tris, pH 7.5, 150mM NaCl) including 3% milk powder or 

Phosphate-buffered saline including Tween 20 (PBS-T; 137mM NaCl, 2.7mM KCl, 

10mM Na2HPO4, KH2PO4, 0.01% Tween-20) includeing 30% milk powder for 1 hour 

and incubated overnight with anti-FLAG antibody (Sigma Aldrich, cat. # F1804) in TBS 

plus 3% milk or H2A.Z antibody in PBS-T plus 3% milk. Detection was performed with 
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horseradish peroxidase-conjugated secondary antibodies and SuperSignal West Femto 

chemiluminescent substrate (ThermoFisher, cat. # 34094). 

Chromatin immunoprecipitation (ChIP): To carry out ChIP, conidia were inoculated 

in 5 mL of liquid VMM plus 1.5% sucrose and grown for 18 hours for wild type and 

other strains with typical growth rates. Slow growing ∆hH2Az::hph strains were grown 

for 24 hours to isolate cultures at a similar developmental stage. ChIP was performed as 

described previously (68-70). In brief, mycelia were harvested using filtration and were 

washed once in PBS prior to cross-linking for 10 minutes in PBS containing 1% 

formaldehyde on a rotating platform at room temperature. After 10 minutes, the reaction 

was quenched using 125mM glycine and placed back on the rotating platform for five 

minutes. Mycelia were harvested again using filtration, washed once with PBS, then 

resuspended in 600 µl of ChIP lysis buffer (50mM HEPES, pH 7.5, 140mM NaCl, 1mM 

EDTA, 1% Triton X-100, 0.1% sodium deoxycholate, one tablet Roche cOmplete mini 

EDTA-free Protease Inhibitor Cocktail (Roche, cat. # 11836170001) in 15 mL conical 

tubes. Chromatin was sheared by sonication after lysing cell walls with the QSONICA 

Misonix S-4000 ultrasonic processor (amplitude 10, 30 second processing, one second 

on, one second off), using the Diagenode Bioruptor UCD-200 (Intensity level: Medium, 

three rounds of 15 minutes (30 seconds on, 30 seconds off) to deliver 22.5 30 second 

pulses at 4˚C. Water temperature was kept at a constant 4˚C by using a Biorad cooling 

module (cat. # 170-3654) with variable speed pump to circulate 4˚C water while 

processing samples. Lysates were centrifuged at 13,000 rpm in an Eppendorf 5415D 

microcentrifuge for five minutes at 4˚C. For ChIP reactions with antibodies against N. 

crassa H2A.Z, 1 µl, 2.5 µl, or 5 µl of antibody was used (antibody supplied by Dr. Qun 
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He, China Agricultural University (71, 72)). For detection of H3K27 di- and tri-

methylation (H3K27me2me3; Active Motif 39535), and GFP-tagged H2A.Z (GFP; 

Rockland 600-301-215) 1 µl of the relevant antibody was used. Protein A/G beads (20 

µl) (Santa Cruz, cat. # sc-2003) were added to each sample. Following overnight 

incubation, beads were washed twice with 1 mL lysis buffer without protease inhibitors, 

once with lysis buffer containing 500mM NaCl, once with lysis buffer containing 50mM 

LiCl, and finally with TE (10mM Tris-HCl, 1mM EDTA). Bound chromatin was eluted 

in TES (50mM Tris pH 8.0, 10mM EDTA, 10% SDS) at 65˚C for 10 minutes. Chromatin 

was de-crosslinked overnight at 65˚C. The DNA was treated with RNase A for two hours 

at 50˚C, then with proteinase K for two hours at 50˚C and extracted using phenol-

chloroform-isoamyl alcohol (25:24:1) followed by chloroform extraction. After final 

chloroform extraction, DNA was precipitated using ethanol precipitation with two 

volumes of ethanol, 1/10 volume 3M NaOAc, pH 5.2, and 0.025mg/mL glycogen 

overnight at -20˚C. DNA pellets were washed with 70% ethanol and resuspended in TE 

buffer. Samples were then prepared for Illumina sequencing.  

RNA extraction: Conidia were inoculated into 100 x 15mm plates containing 25 mL of 

VMM + 1.5% glucose and grown for 36-48 hours to generate mycelial mats. Using a 

9mm cork borer, 5-7 disks were cut out of the mycelial mat and transferred to 125 mL 

flasks with 50 mL of VMM + 1.5% glucose and allowed to grow for 12 hours at 29˚C in 

constant light while agitating at ~90-100 rpm. Disks were harvested using filtration and 

flash frozen with liquid nitrogen. Frozen tissue was transferred to 1.5 mL RNase-free 

tubes with 100 µl sterile RNase-free glass beads and vortexed to lyse tissue in 

phenol:chloroform (5:1) pH 4.5. Three sequential acid phenol:chloroform extractions 
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were performed followed by ethanol precipitation using two volumes of ethanol and 1/10 

volume of 3M NaOAc pH 5.2, incubated overnight at -20˚C. Samples were centrifuged at 

13,2000 rpm in 4˚C for 30 minutes and pellets were then washed in RNase-free 70% 

ethanol, and resuspended in RNase-free water. Samples were quantified using the 

Invitrogen Qubit 2.0 fluorometer (cat. # Q32866) and RNA quality was checked on a 

denaturing agarose gel. After quality was verified 10 µg of RNA for each sample was 

subjected to Turbo DNase treatment (Invitrogen, cat. # AM2238) at 37˚C for 30 minutes 

and then another acid phenol:chloroform extraction was performed to inactivate enzyme 

and purify the RNA. Samples were subjected to another ethanol precipitation as 

described above, this time with the addition of 1 µL of RNase-free glycogen (5 mg/mL). 

Samples were centrifuged at 13,200 rpm in 4˚C for 30 minutes and the pellets were 

washed with RNase-free 70% ethanol, then resuspended in RNase-free water. Quality 

and quantity were again checked with denaturing gel and with the Invitrogen Qubit 2.0 

fluorometer. Samples were then prepared for Illumina sequencing.  

ChIP library preparation: Libraries were constructed as described (68-70). In brief, the 

NEBNext Ultra II End Repair/dA-tailing Module (cat. # E7546S), NEBNext Ultra II 

Ligation Module (cat. # E7546) were used to clean and A-tail DNA after which Illumina 

adapters were ligated. The ligation products were amplified to generate dual-indexed 

libraries using NEBNext Ultra II Q5 Hot Start HiFi PCR Master Mix (cat. # M0543S). 

Size selection with magnetic beads was performed after the adapter ligation and PCR 

steps with Sera-Mag SpeedBeads (cat. # 65152105050250) suspended in a solution of 

(20mM PEG 8000, 1mM NaCl, 10mM Tris-HCl, 1mM EDTA) (73). 
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RNA library preparation: Libraries were prepared according to the Illumina TruSeq 

mRNA stranded Library Kit (cat. # RS-122-2101). In brief, mRNA selection via polyA 

tails was performed using RNA purification beads and washed with bead washing buffer. 

Fragmentation and cleanup were performed enzymatically using the Fragment, Prime, 

Finish Mix and incubated at 94˚C for eight minutes. First strand synthesis using the 

SuperScript II RT enzyme and First Strand Synthesis Act D Mix was incubated as 

described and second strand synthesis used the Second Strand Marking Mix with 

resuspension buffer was incubated for one hour to generate cDNA. The final steps in the 

library preparation are the same as the above ChIP-seq library preparation with exception 

of two extra bead cleanup steps: one prior to A-tailing and adapter ligation, two after 

adapter ligation.  

Libraries were pooled and sequenced on a NextSeq500 instrument at the Georgia 

Genomics and Bioinformatics Core to generate single or paired-end reads. 

Data Analysis 

For ChIP-seq data, short reads (<20 bp) and adaptor sequences were removed using 

TrimGalore (version 0.4.4), cutadapt version 1.14 (74), and Python 2.7.8, with fastqc 

command (version 0.11.3). Trimmed Illumina reads were aligned to the current N. crassa 

NC12 genome assembly available from NCBI (accession # GCA_000182925.2) using the 

BWA (version 0.7.15) (75), mem algorithm, which randomly assign multi-mapped reads 

to a single location. Files were sorted and indexed using SAMtools (version 1.9) (76). To 

plot the relative distribution of mapped reads, read counts were determined for each 50 bp 

window across the genome using DeepTools to generate bigwigs (version 3.3.1) (77) 

with the parameters –normalizeUsing CPM (counts per million) and data were displayed 
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using the Integrated Genome Viewer (78). The Hypergeometric Optimization of Motif 

EnRichment (HOMER) software package (version 4.8) (79) was used to identify 

H3K27me3 peaks in wild type and ∆hH2Az against input using “findPeaks.pl” with the 

following parameters: -style histone. Bedtools (version 2.27.1) “intersect” (version 

2.26.0) was used to determine the number of peaks that intersect with other peak or gff 

files, for determining PRC2-target genes the parameter of -f 0.70 was used. Heatmaps, 

Spearman correlation matrix (Figure S5) and line plots were constructed with DeepTools 

(version 3.3.1) (77).  

For RNA-seq data, short reads (<20 bp) and adaptor sequences were removed using 

TrimGalore (version 0.4.4), cutadapt version 1.14 (74), and Python 2.7.8, with fastqc 

command (version 0.11.3). Trimmed Illumina single-end reads were mapped to the 

current N. crassa NC12 genome assembly using the Hierarchical Indexing for Spliced 

Alignment of Transcripts 2 (HISAT2: version 2.1.0) (80) with parameters –RNA-

strandness R then sorted and indexed using SAMtools (version 1.9) (76). FeatureCounts 

from Subread (version 1.6.2) (81) was used to generate gene level counts for all RNA 

bam files. Raw counts were imported into R and differential gene expression analysis was 

conducted using Bioconductor: DeSeq2 (82). Volcano plot and box plots were generated 

in R using DeSeq2 and ggplot2 (83).  

Data Deposition: Raw sequence data associated with this paper are available through the 

NCBI GEO database (accession # GSE146611). Supplementary data have been uploaded 

to figshare. 
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Results 

Normal patterns of H3K27me2/3 enrichment require the presence of H2A.Z or 

SWR-1  

Normal H3K27me2/3 patterns in plants and in mESCs depend on the histone 

variant H2A.Z (40, 53), but the underlying mechanism is ill-understood. To determine if 

H2A.Z also plays a role in Polycomb Group repression in N. crassa, we performed ChIP-

seq to examine H3K27me2/3 enrichment in an H2A.Z deletion strain (∆hH2Az::hph, 

hereafter ∆hH2Az) and compared this to wild type and ∆set-7. Inspection of the data in 

the IGV genome browser (78) revealed that the ∆hH2Az mutant displayed a significant 

reduction in H3K27me2/3 (Figure 4.1A). This reduction was apparent on all 

chromosomes (Figure S1) but H3K27me2/3 was not completely abolished, as observed in 

the ∆set-7 strain, which lacks the catalytic subunit of PRC2 (Figure 4.1A). To quantify 

the change in H3K27me2/3 patterns, we called peaks of H3K27me2/3 enrichment using 

Hypergeometric Optimization of Motif EnRichment (HOMER; version 4.8) (79). We 

identified 325 peaks of H3K27me2/3 in wild type, hereafter referred to as PRC2-target 

domains (Table S2). Consistent with previous studies, these peaks comprised ~6% of the 

N. crassa genome (14, 34). These regions are typically larger than single genes, ranging 

in size from 500 bp to 108 kb, with an average size of 7.7 kb. We next plotted 

H3K27me2/3 levels across the 5’ end of all 325 domains for wild type and ∆hH2Az 

(Figure 4.1B). Inspection of heatmaps and the genome browser revealed that 

H3K27me2/3 levels were reduced in many, but not all PRC2-target domains in ∆hH2Az. 

Using HOMER software to identify PRC2-target domains in ∆hH2Az revealed 239 peaks 

(Table S3). These were slightly smaller, with an average size of 5.5 kb, and comprised 
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only 3% of the N. crassa genome. To determine if the peaks observed in the ∆hH2Az 

strain are in wild type locations we only compared peaks from assembled contigs. Using 

bedtools intersect we found that all peaks in ∆hH2Az overlap with wild type peaks, 

indicating that ∆hH2Az exhibits significant loss of H3K27me2/3 from normal domains 

but does not gain H3K27me2/3 in new locations (Table S4).  

Since H2A.Z is required for maintaining genome stability in yeast and animals, 

our findings raised the possibility that a second site mutation could be responsible for the 

observed phenotype (47, 48, 84, 85). To confirm that loss of H3K27me2/3 was due to the 

absence of H2A.Z, we first backcrossed the original deletion strain (FGSC 12088) to wild 

type (86). Four independent ∆hH2Az progeny all displayed similar reduction in 

H3K27me2/3 levels (Figure S2). In addition, the backcrossed ∆hH2Az strain displayed 

slow and variable growth (Figure S3) and was hypersensitive to the DNA damaging 

agent MMS. This is consistent with previous studies that have demonstrated poor growth 

of ∆hH2Az in Saccharomyces cerevisiae and in N. crassa (71, 87).  

We next introduced a wild type copy of the hH2Az gene with its native promoter 

into ∆hH2Az (Figure S4A, B). This complemented defects in growth and MMS-

sensitivity, and fully restored H3K27 methylation, suggesting loss of H2A.Z was 

responsible for all observed phenotypes in the deletion mutant (Figure 4.1C and 4.1D, 

S3). Using HOMER software to identify PRC2-target domains in the complemented 

strains (n=2) revealed an average of 449 peaks with an average size of 6.6 kb comprising 

~7% of the N. crassa genome. To determine if the peaks observed in the complemented 

strains are in wild type locations, we only compared peaks from assembled contigs. 

Using bedtools intersect we found that most peaks in overlap with wild type peaks. The 
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six peaks that were reported as not intersecting were viewable in the genome browser in 

the same location as wild type, but of a slightly different amplitude which affects peak 

calling and is likely due to ChIP efficiency from multiple different experiments. Because 

a specific chromatin remodeling complex, SWR1, exchanges H2A.Z for H2A in plants, 

yeast and animals (88-92), we next examined H3K27me2/3 in a deletion strain lacking 

the N. crassa homolog of the SWR1 ATPase (∆swr-1 also known as ∆crf1-1)(93). The 

swr-1 mutant displayed a similar reduction in H3K27me2/3 (Figure 4.1C and 4.1D). 

Together, these data demonstrate that H2A.Z is required for normal H3K27me2/3 in N. 

crassa. 

Deletion of hH2Az results in region-specific loss of H3K27me2/3 

Visual inspection of the ChIP-seq data revealed losses of H3K27me2/3 from 

PRC2-target domains located at internal (i.e., non-subtelomeric regions >200kb from the 

telomere repeats) chromosome sites, but not at telomere-proximal sites (i.e., <200kb from 

the telomere repeats) (Figure 4.2A). To quantify this, we inspected ChIP-seq results for 

H3K27me2/3 for both classes and found retention of H3K27 methylation in telomere-

proximal regions with progressive loss in domains farther from chromosome ends. 

Previously published work showed that a cac-3/npf deficient strain has H3K27me2/3 loss 

which was primarily observed in the telomere-proximal regions (14); cac-3/npf encodes 

an accessory subunit of PRC2 in N. crassa homologous to the conserved PRC2 

components Msl1-5, NURF55, Rpbp46/48, found in plants, Drosophila, and humans, 

respectively.  

To better visualize which regions of the genome in the ∆cac-3/npf or ∆hH2Az 

strains lose enrichment of H3K27me2/3, we again divided all 325 H3K27me2/3 peaks in 



 

115 

the wild-type strain into telomere-proximal sites (123 peaks, average size 8,261 bp) 

(Figure 4.2B, top) and internal sites (186 peaks, average size 7,509 bp) (Figure 4.2B, 

bottom). The loss was again most dramatic at the internal regions in the hH2Az deletion 

strain, where most PRC2-target domains showed significant reduction of H3K27me2/3 

levels. Specifically, we found that telomere-proximal regions show normal levels of 

H3K27me2/3.  

Previous work demonstrated that the placement of repetitive telomere repeat 

sequences (5’-TTAGGG-3’) in a euchromatic locus can induce de novo H3K27 

methylation across large regions (33). Together, these data demonstrate that the absence 

of H2A.Z is more detrimental for the establishment and/or maintenance of internal 

domains of H3K27me2/3 in N. crassa.  

Neurospora H2A.Z localizes to promoter regions but not to PRC2-target domains 

We next asked if H2A.Z co-localizes with H3K27 methylation, as has been 

reported for plants and mESCs (40, 52, 53). We used a strain expressing a C-terminal 

H2A.Z-GFP fusion protein to perform ChIP-seq with antibodies against H3K27me2/3 

and GFP. We confirmed the H2A.Z-GFP was functional by testing the growth rate with 

race tubes, as disruption of H2A.Z function leads to significantly impaired growth in 

Neurospora (Figures S3 and S5).Visual inspection of the enrichment profiles in a genome 

browser revealed a mostly mutually exclusive localization pattern (Figure 4.3A). There 

are some small H2A.Z peaks in PRC2-target domains, such as in Figure 4.3A; however, 

these were rare (Figure 4.3B). The genomic locations with the highest enrichment for 

H2A.Z-GFP are the regions immediately before and after the TSS of most genes, with 

low enrichment in gene bodies and 3’ ends (Figure 4.3C). On average we find little 
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enrichment of H2A.Z-GFP in the promoters and gene bodies of H3K27me2/3 enriched 

genes or at the center of H3K27me2/3 peaks, confirming that H3K27me2/3 and H2A.Z 

are largely mutually exclusive (Figure 4.3D and 4.3E).  

 To validate H2A.Z enrichment, we also performed ChIP-seq on wild type using 

an antibody raised against the native N. crassa H2A.Z protein (71). We performed a 

western blot using the H2A.Z antibody on both the chromatin and soluble fractions of 

wild type, H2A.Z-GFP, and ∆hH2Az and identify a 15 kD band in the chromatin fraction 

only in wild type confirming our ability to use this antibody to recognize H2A.Z (Figure 

S6C). These H2A.Z ChIP-seq experiments show the same localization as the H2A.Z-GFP 

ChIP-seq experiments (Figure S6A and S6B). Using HOMER we called peaks and found 

that there were far fewer peaks identified, which is likely due to the higher signal-to-

noise ratio when using the H2A.Z antibody. Overall, 695 peaks were identified as 

compared to 3,104 in the H2A.Z-GFP strain; however, when viewed in the genome 

browser the peaks clearly overlap (Figure S6A) and when we intersected the peaks to 

determine if they were in the same location we find that 80% of the peaks were in 

common with the GFP peaks (Figure S6D). The localization of H2A.Z-GFP at the TSS of 

5,704 genes (over half of all genes) is similar to findings in multiple other organisms (36-

43).  

H2A.Z is crucial for proper regulation of 11% of the genes in N. crassa, including 

eed  

Previous studies have implicated H2A.Z in multiple roles related to transcription 

including gene activation and repression (40, 48, 51, 54, 94, 95). We therefore asked if 

H2A.Z regulates H3K27me2/3 by regulating expression of one or more PRC2 
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components. We performed RNA sequencing of wild type, ∆hH2Az, ∆set-7, and the 

double mutant ∆hH2Az;∆set-7 to determine which genes exhibit differential expression in 

the absence of H2A.Z. Deletion of histone variant H2A.Z causes both positive and 

negative mis-regulation of a large number of genes (Figure 4.4A). After Benjamini-

Hochberg correction (96), there are 1,066 genes with differential transcription (adjusted p 

value < 0.05 and fold change >= 1.5). Of these 1,066 genes, there are similar numbers of 

genes up- and downregulated in the absence of H2A.Z (559 genes upregulated and 507 

downregulated) (Figure 4.4A, Table S6). 

H2A.Z distribution flanks the TSS throughout much of the genome, and we 

wanted to know if this distribution was different for the transcripts that were mis-

regulated in the ∆hH2Az strain. There is higher enrichment at the TSS for transcripts that 

get downregulated in the absence of H2A.Z than there is for transcripts that are 

upregulated in the absence of H2A.Z (Figure 4.4C). These data suggest that in 

Neurospora H2A.Z may be more important for activation of genes than for repression.  

We looked more closely at the PRC2-target genes and their differential expression 

status. Using the previously generated domains of internal and telomere-proximal 

H3K27me2/3 domains, we found 506 internal and 262 telomere-proximal genes. Out of 

these, 78 PRC2-target genes are mis-regulated (FDR corrected p value < 0.05 and fold 

change >= 1.5) in the ∆hH2Az strain. 31 are located in internal domains and 41 are 

located in telomere-proximal domains. Due to the stringency of the intersections between 

domains and genes, there are six that are denoted as other (six genes are not covered by 

70% or more H3K27me2/3). There are approximately even numbers of genes that are up 

(46) and downregulated (32); however, we find a large number of the internal genes are 
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upregulated (27) in comparison to the telomere-proximal genes that are almost evenly up 

and downregulated (Figure 4D).  

 We next examined expression levels of genes encoding individual PRC2 

components (Figure 4.4B). We found that expression of eed is significantly reduced in 

∆hH2Az by more than 9-fold (FDR-corrected p value = 8.96 x 10-07), whereas cac-3/npf, 

suz-12, and set-7 were expressed at similar levels in both wild type and ∆hH2Az (Figures 

4.4A and 4.4B).  

The eed gene showed the most dramatic change in expression compared to wild 

type in either ∆hH2Az or ∆hH2Az;∆set-7, but is expressed normally in the single mutant 

∆set-7. This indicated that deletion of H2A.Z is likely responsible for its downregulation. 

As an essential component of PRC2, EED is required for catalytic activity. EED is also 

important for recognition of the H3K27me2/3 mark and has been implicated in 

maintenance and/or spreading of H3K27me3 from nucleation sites (97, 98). Since H2A.Z 

is localized proximal to the promoters of a little over half the genes (5,704) in the N. 

crassa genome, we examined the H2A.Z localization at the eed gene. There is a large 

peak of H2A.Z enrichment at the promoter of eed (Figure 4.4B), which appears to be 

crucial for normal eed expression. Promoters of other PRC2 components are also 

enriched for H2A.Z, but apparently are not dependent on H2A.Z for their expression. 

Together, these data suggest that H2A.Z is required for the proper expression of eed. 

Overexpression of EED rescues H3K27 methylation levels in the absence of H2A.Z 

To determine if downregulation of eed is responsible for the depletion of 

H3K27me2/3 observed in ∆hH2Az, we constructed a strain which lacks both eed and 

hH2Az, and we introduced N-terminal tagged 3xflag-eed into the his-3 locus driven by 
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the strong constitutive clock controlled gene-1/glucose-repressible gene-1 (ccg-1/grg-1) 

promoter (his-3::Pccg1-3xflag-eed). We calculated expected expression levels of this 

construct using native ccg-1 levels observed in our RNA-seq experiment, and we expect 

eed to be expressed at approximately 100 times the native level. To confirm this construct 

was being expressed at the same level in both the ∆eed and ∆eed;∆hH2Az backgrounds, 

we performed an anti-FLAG western blot (Figure S4C). Our results confirm that the 

deletion of H2A.Z does not alter 3xFLAG-EED expression driven by the ccg-1 promoter. 

After performing H3K27me2/3 ChIP-seq in this strain, we find that the majority of 

H3K27me2/3 peaks are recovered in the genome (Figure 4.5A), but the growth 

phenotype of the ∆eed;∆hH2Az strain is only partially rescued (Figure S4D). Strains with 

deletions of either set-7 or eed, which lack any H3K27me2/3, and exhibit a wild type like 

growth rate (34, 35). Therefore, we conclude that the defective growth of ∆hH2Az strains 

is likely due other functions of H2A.Z and not the loss of H3K27me2/3. There are some 

qualitative differences in peak shape and not all peaks are fully restored (Figure 4.5B), 

which could indicate that H2A.Z contributes to normal H3K27me2/3 via additional 

mechanisms. To quantify the restoration of peaks in the overexpression strain, we called 

peaks of H3K27me2/3 using HOMER. We identified a total of 445 peaks, which 

comprised ~6% of the genome, analogous to wild type. The restored domains tended to 

be smaller than wild type ranging from 500 bp to 59 kb, with an average size of 6.1 kb. 

To determine if the peaks observed in this strain are in wild type locations, we again 

compared only peaks from assembled contigs. Using bedtools intersect we found 301 

peaks in common (out of 308 wild type peaks on assembled contigs) indicating that the 

peaks in the overexpression strain were smaller but located in the same regions as in wild 
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type. Nevertheless, the significant restoration of H3K27me2/3 suggests that reduced eed 

expression is the major contributor to the loss of H3K27me2/3 in the ∆hH2Az strain.  

Discussion 

 H2A.Z is a highly conserved histone variant that has been linked to gene 

activation and repression, and control of H3K27 methylation. We report here that N. 

crassa H2A.Z is required for normal methylation of H3K27 in facultative 

heterochromatin domains. In contrast to the situation in plants and animals, we find that 

N. crassa H2A.Z does not co-localize with H3K27me2/3. In undifferentiated mammalian 

cells and in plant cells, H2A.Z co-localized with PRC2 components, H3K27me3, SUZ12 

or both (40, 52-56). In mESCs, H2A.Z is found at developmentally important loci where 

SUZ12 is also enriched (40, 56). In addition, this histone variant is proposed to regulate 

lineage commitment by functioning as a “molecular rheostat” to drive either activation or 

repression of genes (52, 54, 99). This co-localization of PRC2 and H2A.Z is not seen in 

differentiated murine cells, and ubiquitylated residues on the C-terminal tail of H2A.Z 

have been hypothesized as integral for cells to maintain undifferentiated status (54, 56). 

In plants, H2A.Z displays significant co-localization with H3K27me3 in the gene bodies 

of PcG-repressed genes even in differentiated tissues (52, 53). Our work highlights an 

important structural difference between facultative heterochromatin in plants and 

filamentous fungi. In both plants and animals, PRC1 and PRC2 work together to maintain 

stable gene repression in a number of ways including, the classic hierarchical model 

(100), ubiquitylation of H2A proteins (101), and inhibition of machinery involved in 

transcription (102). PRC1 monoubiquitylates H2A.Z in these organisms, which is 

important for Polycomb binding and repression (43, 54). H2A.Z may not be required for 
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H3K27me2/3 in fungi due to the absence of PRC1. Although we did not observe co-

localization of H2A.Z and H3K27me2/3 in N. crassa, it remains possible that these two 

chromatin features overlap in specific developmental cell types (e.g., during sexual 

development or meiosis). Future work is needed to test this possibility.  

 In N. crassa we generally find histone H2A.Z at the promoters of a large number 

of genes in the genome. When viewing the localization using a metaplot, which averages 

the enrichment of all H2A.Z marked nucleosomes, it appears that H2A.Z flanks the TSS. 

Genome-wide localization of H2A.Z has been performed in a variety of organisms 

including Arabidopsis, C. elegans, S. cerevisiae, mouse, and Drosophila. H2A.Z is 

generally found in the promoters of active and inactive genes, as well as at in vertebrate 

enhancers (36, 38-43). The +1 nucleosome, first nucleosome after the TSS, containing 

H2A.Z has been postulated as a lower energy barrier to transcription elongation in 

Drosophila and Arabidopsis (36, 37). Our data are consistent with an important 

promoter-specific role for N. crassa H2A.Z. 

 Indeed, in N. crassa we find that the eed gene contains a large peak of H2A.Z in 

the +1 nucleosome, and we find that H2A.Z is required for the proper expression of eed. 

To our knowledge this is the first report of H2A.Z specifically regulating the eed gene. 

Previous studies in mESCs demonstrate that appropriate binding of multiple factors to the 

eed promoter are required for the normal expression of eed (103, 104). It is also possible 

that there are transcription factors that can bind to the sequence associated with the 

H2A.Z-containing nucleosome. Nucleosomes that contain H2A.Z protect approximately 

120 bp of DNA from MNase digestion as opposed to nucleosomes with canonical H2A 
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that protect 147 bp (105). This may leave more sequence available for transcription factor 

binding between H2A.Z-containing nucleosomes.     

 We observed that reduced eed expression levels leads to region-specific losses of 

H3K27me2/3, rather than a more general, or global, reduction. In contrast to our work, 

reduced Eed is reported to cause a global decrease in H3K27me3 in mESCs. In these 

cells, reduced expression of Eed was observed following downregulation of Oct3/4, 

which in turn led to a global reduction of H3K27me3 (103, 104). In N. crassa, repetitive 

sequences (e.g., the canonical telomere repeats) are sufficient to induce an artificial 

H3K27me3 domain when inserted into a locus normally devoid of H3K27me3 (33). It is 

interesting that even though we also observe the loss of H3K27 methylation throughout 

much of the genome, regions proximal to the telomeres retained H3K27me2/3. This 

suggests that PRC2 is being recruited to the telomeric region and the downregulation of 

eed causes a defect in the propagation of the H3K27me2/3 modification into 

topologically associated, nearby regions, and we will address this possibility in future Hi-

C studies. Another possibility is that the internal domains have a special requirement for 

EED in spreading, or for the maintenance of H3K27 methylation following DNA 

replication. Alternatively, EED may interact directly with transcription factors that 

control assembly of facultative heterochromatin at certain internal domains, while other 

PRC2-associated proteins may be more important for targeting PRC2 to telomeres. 

Future studies are needed to distinguish between these possible working models.  
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Figures 

 

Figure 4.1: H2A.Z is required for normal patterns of H3K27 methylation 

A) Genome browser images illustrate H3K27me2/3 enrichment on N. crassa Linkage 

Group (“chromosome”) III for wild type, ΔhH2Az, and Δset-7. A segment of 

chromosome III is displayed at higher resolution to illustrate depletion of internal 

H3K27me2/3 domains. 
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B) H3K27me2/3 in the ΔhH2Az strain exhibits striking depletion of the most 

H3K27me2/3 domains, with overall lower enrichment of this modification. Heatmaps 

display 325 PRC2-target domains (rows) ordered by wild type enrichment for wild type, 

ΔhH2Az, and Δset-7 strains centered on the 5’ end of each domain + or – 1,000 bp for a 

total window size of 2,000 bp.  

C) Genome browser images illustrate H3K27me2/3 enrichment on chromosome III for 

two ectopic complemented strains of ΔhH2Az+hH2Azwt and the ∆swr-1 strain. The 

segment of chromosome III is displayed at higher resolution to illustrate rescue by 

complementation and depletion of H3K27me2/3 in ∆swr-1 background.  

D) Heatmaps of H3K27me2/3 rescue in complemented strains (ΔhH2Az+hH2Azwt [ACt9-

3 and ACt12-1]) and depletion in the ∆swr-1 strain. The heatmaps are ordered as in B and 

depict the domain boundary + or – 1,000 bp for a total window size of 2,000bp.  
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Figure 4.2: Deletion of hH2Az results in region-specific loss of H3K27me2/3 

A) Genome browser images illustrate H3K27me2/3 enrichment on Linkage Group 

(“chromosome”) III for wild type, ΔhH2Az, Δcac-3/npf, and Δset-7. The two segments of 

chromosome III are displayed at higher resolution to visualize region-specific loss. Left 

panel displays the end of the chromosome to ~300 kb (left panel) and from ~400-600 kb 

(right panel). The telomere-proximal H3K27me2/3 regions are only moderately affected 
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by the deletion of hH2Az, whereas internal domains show a more dramatic loss of 

H3K27me2/3. 

B) Heatmaps of H3K27me2/3 enrichment for wild type, ΔhH2Az, Δcac-3/npf, and Δset-7 

across PRC2-target domains organized by their proximity to the telomere. The top 

section is restricted to domains that are <200 kb away from the chromosome ends 

(“telomere-proximal domains”), plotted from largest to smallest (123 domains). The 

bottom of the heatmaps contain the domains that are >200 kb away from chromosome 

ends (“internal domains”), also plotted from largest to smallest (186 domains). Heatmaps 

are centered on the 5’ edge of PRC2-target domains + or –1,000 bp for a total window 

size of 2,000 bp. The ΔhH2Az strain retains most telomere-proximal H3K27me2/3, as 

opposed to the Δcac-3/npf strain where almost all H3K27me2/3 enrichment is lost from 

telomere-proximal regions.  
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Figure 4.3: H3K27me2/3 and H2A.Z are not co-localized in N. crassa mycelium 

A) Genome browser images of ChIP-seq for H2A.Z-GFP (green) and H3K27me2/3 

(blue) enrichment across Linkage Group (“chromosome”) VII. A segment of 

chromosome VII is displayed at higher resolution to visualize the distinct patterns of each 

modification. Distinct peaks are located at the start of many genes in the genome yet few 

H2A.Z peaks are present within transcriptionally silent PRC2-target domains. 
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B) Heatmaps of H3K27me2/3 (blue) and H2A.Z-GFP (green) enrichment ordered by 

H3K27me2/3 enrichment. Heatmaps are centered on the transcription start site (TSS) for 

all 10,397 genes, + or – 1,000 bp for a full window size of 2,000 bp.  

C) Gene profile of H2A.Z-GFP (green line) and H3K27me2/3 (blue line) enrichment for 

all 10, 397 genes (fit to 1000 bp for gene body length) in the genome – 1,000 bp upstream 

of TSS and + 1,000 bp downstream of TES. 

D) Gene profile of H2A.Z-GFP (green line) and H3K27me2/3 (blue line) enrichment for 

only H3K27me2/3 genes (589 genes) enriched in the genome – 1,000 bp upstream of 

TSS and + 1,000 bp downstream of TES. 

E) Line plot centered on 325 PRC2-target domains displays very low enrichment for 

H2A.Z-GFP (green line) and high enrichment for H3K27me2/3 (blue line). 
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Figure 4.4: H2A.Z is important for the proper regulation of a large number of genes 

in N. crassa, including eed 

A) Volcano plot of differentially expressed genes in ∆hH2Az. Deletion of hH2Az 

misregulates a large number of genes in both directions; however, there are slightly more 

genes that are upregulated upon deletion of hH2Az. It is likely that H2A.Z is necessary 

for the proper expression of a large percentage of genes in N. crassa. EED is labeled and 
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highlighted in green on the plot. Genes enriched for H3K27me2/3 are in grey (FDR 

corrected p-value > 0.05) or pink (FDR corrected p-value < 0.05) corresponding to their 

significance values. The eed gene is significantly downregulated in the deletion strain. 

B) Genome browser images of each gene and its corresponding H2A.Z enrichment, for 

all PRC2 components, there is enrichment of H2A.Z near the TSS. Boxplots of 

normalized counts for all subunits of PRC2 (eed [light blue], set-7 [purple], suz-12 [pink] 

cac-3/npf [dark blue]) in wild type, ∆hH2Az, ∆set-7, and ∆hH2Az;∆set-7 backgrounds. 

Downregulation of eed is dependent on hH2Az deletion. 

C) Heatmap showing the difference of H2A.Z-GFP enrichment for all transcripts that are 

misregulated in the ∆hH2Az strain. Heatmap is ordered by enrichment with the top panel 

transcripts that are upregulated in ∆hH2Az (559), and the bottom panel transcripts that 

are downregulated in ∆hH2Az (507). 

D) Volcano plot of 548 differentially expressed PRC2-target genes divided by their 

proximity to the end of the chromosome. Genes that are not significant are in black, 

significant telomere-proximal genes are in orange, significant internal genes are in 

purple, and other genes are in gray (other are genes that do not overlap 70% or more with 

H3K27me2/3 domains). More internal genes show upregulation (27) than 

downregulation, and the telomere-proximal genes show a similar number of up and 

downregulated genes. 
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Figure 4.5: Overexpression of eed rescues H3K27 methylation levels in the absence 

of H2A.Z 

A) Partial restoration of H3K27 methylation throughout the genome in a ∆hH2Az;∆eed 

strain containing his-3::Pccg-1-3xFlag-eed and overexpressing eed at ~100x the native 

level. Most H3K27 methylation is restored, though there are some qualitative differences 

in the peak patterns between the overexpression strain and wild type. 
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B) Heatmaps of H3K27me3 enrichment across PRC2-target domains sorted by first by 

telomere-proximal (123 domains) or internal domains (186 domains) and then by 

enrichment centered on each domain + or – 1,000 bp for a full window size of 2,000 bp 

for wild type, ∆hH2Az, ∆eed;his-3::Pccg-1-3xflag-eed, and ∆eed;∆hH2Az;his-3::Pccg-1-

3xflag-eed. Not all domains are fully rescued to wild type levels.  
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CHAPTER 5 

RTT109 IS REQUIRED FOR NORMAL PATTERNS OF H3K27ME2/3 IN 

NEUROSPORA CRASSA 

Introduction 

RTT109 (regulator of Ty1 transposition 109) is a fungal-specific acetyltransferase 

which can acetylate multiple lysine resides on the H3 histone protein (1, 2). Histone 

acetyltransferases are a diverse group of enzymes that can acetylate histone and non-

histone proteins (3). Originally, rtt109 was discovered through a mutant screen which 

sought to identify mutations that resulted in increased Ty1 mobility in the Saccharomyces 

cerevisiae genome (4). It was further characterized by two genetics screens in 2001 with 

the goal of identifying mutants required for resistance to genotoxic agents (5, 6). In 2007, 

its function as a histone H3 lysine 56 (H3K56) acetyltransferase was discovered in yeast 

and it was implicated in transcriptional regulation (7-9). Acetylation of histones is an 

important post-translational modification which is imperative in transcriptional activity as 

well as chromatin structure and assembly (3, 10).   

Because K56 is located on the globular domain of the histone and not the 

unstructured tail, acetylation of this residue dramatically changes the contacts between 

the nucleosome and the DNA wrapped around in a way that opens up the DNA (11-13). 

Two chaperones are implicated in directing the specificity of RTT109, ASF-1 and VPS75 

(1). H3K56 acetylation occurs on nascent H3-H4 dimers prior to nucleosome assembly 

generally leading to transcriptional activity where this modification is found (12). 
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However, in 2011, there was a report of rtt109 acting as both an activator and repressor 

of gene expression depending on the interplay between ASF-1 and RTT109 (14).  

One important group of proteins that are required for maintaining stable gene 

repression are the Polycomb Group (PcG) proteins. These proteins can assemble into 

multiple different complexes, namely Polycomb Repressive Complexes 1 and 2 (PRC1 

and PRC2) in animals and plants and have important roles in regulation of developmental 

genes (15-19). PRC2 is responsible for depositing mono-, di-, and trimethylation of the 

histone H3 lysine 27 residue and is a molecular hallmark of facultative heterochromatin, 

which is conditionally repressed (20-23). 

In human cells, EZH2, the catalytic subunit of the human PRC2, is acetylated at 

lysine 348 by P300/CBP-associated factor (PCAF) (24). RTT109 is a structural homolog 

to the metazoan p300/CBP coactivator, which contains an acetyltransferase domain (25). 

In order to determine if any lysine acetyltransferases (KATs) regulate PRC2 in 

Neurospora crassa, we performed a KAT RNA-seq screen to determine which, if any, 

were involved in the regulation of PRC2. Interestingly, we find that the deletion strain of 

rtt109 has broad upregulation of a large subset of PRC2-target genes and loss of select 

H3K27me2/3 domains on certain chromosomes. 

Results 

∆rtt109 exhibits upregulation of a subset of PRC2-target genes 

PRC2-target genes are known to be repressed by the H3K27me3 modification, at 

least partially (26). However, when the H3K27 methyltransferase itself is deleted in N. 

crassa, only a subset of genes are upregulated, suggesting these genes are controlled by a 

complex system of regulation (27, 28). PRC2 is known to be acetylated at lysine 348 in 
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human cells on EZH2 (24), the catalytic subunit, and to determine if any KATs are 

involved in H3K27me2/3 we performed an RNA-seq screen. This screen revealed that 

there are many PRC2-target genes upregulated in the ∆rtt109 strain as compared to wild 

type (Fig. 5.1). In strains lacking set-7, the H3K27 methyltransferase, only a subset of 

genes are upregulated; however, in strains lacking rtt109 we see broader upregulation of 

H3K27me2/3 marked genes.  

rtt109 deletion exhibits depletion of K27me3 only in specific regions 

Because there was a substantial impact on expression of PRC2-target genes we 

wanted to know if the H3K27me2/3 pattern was also altered in the ∆rtt109 strain. We 

performed chromatin immunoprecipitation followed by high-throughput sequencing 

(ChIP-seq) on three replicates and found that some of the PRC2-target domains show 

losses, but not all (Fig. 5.2). Each ChIP-seq replicate shows conflicting results (Fig. 5.3A, 

5.3B). We found almost no H3K27me2/3 at all in the first strain tested; however, this 

strain had a second mutation in the background, mus-51::bar. The mus-51 deletion was 

part of the protocol used to generate the whole genome knock-out collection; this deletion 

impairs the non-homologous end joining machinery in N. crassa allowing for efficient 

homologous recombination.  

To obtain a strain that only contained the rtt109 deletion we backcrossed the 

strain to wild type and isolated progeny. The second ChIP-seq experiment was performed 

on the backcrossed strain ACx81-1 (progeny from the backcross to wild type). This 

experiment either shows that there is little to no H3K27me2/3 present, or that the 

experiment failed and that is what we are detecting. In the third replicate, which is an 
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aged version of the second replicate, we find almost normal H3K27me2/3 at many 

regions in the genome but still observe losses at other regions.  

We used ChIP followed by qPCR to investigate specific regions of the genome to 

determine H3K27 methylation enrichment and found that subtelomeric regions tested 

retain their normal methylation (data not shown) as opposed to three separate internal 

regions (NCU04707, NCU04877, NCU09834) which appear to lose most of their 

enrichment (Fig. 5.4A). This region-specific loss is similar to recent findings in another 

strain, ∆hH2Az. 

Since our previous results in a strain lacking H2A.Z showed region-specific loss 

due to mis-regulation of eed (29), a component of PRC2, we wanted to know if the 

expression of the PRC2 subunits were equivalent to wild type levels. We checked the 

TPMs for each component of PRC2 (and hH2Az) and find that they are expressed at 

levels similar to wild type in the ∆rtt109 strain (Table 5.1). Together, this indicates some 

other mechanism is causing the depletion of H3K27me2/3 observed in the rtt109 deletion 

strain.  

H3K27 methylation molecular phenotype is rescued by complementation 

To determine if the depletion of H3K27me2/3 is due to the absence of rtt109 we 

performed an ectopic complementation using the bar gene fragment, which confers basta 

resistance, and a fragment of the rtt109 gene including the native promoter. We find that 

H3K27me2/3 is restored in these strains (DDt1-7, DDt1-14) by using ChIP-qPCR (Fig. 

5.4A). Strains lacking rtt109 or K56 acetylation are known to be sensitive to MMS and 

other DNA damaging agents (30). We spot tested on MMS containing plates to confirm 
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that the complemented strain rescued the MMS sensitivity phenotype as well and indeed 

it did (Fig 5.4B). 

Discussion 

Deletion of rtt109 changes the genome-wide patterns of H3K27 methylation. As 

an acetyltransferase with structural homology to P300, it is possible that RTT109 is 

acetylating PRC2, and the removal of this enzyme inhibits the function of PRC2. It is 

worth noting that p300 itself does not acetylate EZH2, but the PCAF complex (24, 25). It 

is also possible that RTT109 is regulating an unknown component of PRC2, or another 

gene that acts upstream of PRC2, similar to a function of the histone variant H2A.Z. 

Future studies are necessary to identify what role RTT109 plays in the regulation of 

H3K27me2/3. 

These conflicting replicates of H3K27me2/3 ChIP experiments in ∆rtt109 strains 

are not easily explained. These data may point to a connection between the mus-51 

deletion when in combination with other mutations that cause loss/depletion of 

H3K27me2/3. This has been observed in one other strain (unpublished data), acf-1 when 

combined with mus-51. Further experiments are needed to validate this hypothesis. 

Because K56 is the substrate for RTT109, we have obtained an engineered strain 

with arginine in place of the lysine at residue 56. This strain mimics unmodified K56. If 

lack of acetylation of K56 is causative for the H3K27me2/3 depletion observed, this 

engineered strain should phenocopy the ∆rtt109 strain results. Other follow-up 

experiments include H3K27me2/3 ChIP-seq of the RTT109 chaperones ∆asf-1 and ∆vps-

75. These experiments are the first steps toward elucidating which pathway the depletion 

of H3K27me2/3 is connected to.  
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Materials and Methods 

Strains and Media 

Strains used in this study are listed in (Table 5.2). Strains were grown at 32˚C in 

Vogel’s Minimal Medium (VMM) with 1.5% sucrose or 2% sucrose for DNA based 

protocols, and RNA based protocols, respectively (31). Liquid cultures were shaken at 

180 rpm. Crosses were performed on Synthetic Crossing (SC) medium in the dark at 

room temperature (31). Ascospores were collected 14 days after fertilization. To isolate 

cross progeny, spores were spread on solid VMM plates containing FGS (1X Vogel’s 

salts, 2% sorbose, 0.1% glucose, 0.1% fructose, and 1.5% agar) and incubated at 65˚C for 

1 hour as previously described (31), after which spores were picked using a sterile 

inoculating needle and transferred to agar slants with appropriate medium (typically 

VMM). To test for sensitivity to DNA damaging agents, 5 µL of a conidial suspension 

was spotted on VMM containing FGS (1X Vogel’s salts, 2% sorbose, 0.1% glucose, 

0.1% fructose, and 1.5% agar) plates containing concentrations of methyl 

methanesulfonate (Sigma Aldrich cat. # 129925-5g) between 0.010% and 0.03% (w/v).  

Transformation and complementation assays 

Transformations were performed as previously described (32). To carry out 

ectopic complementation of the ∆rtt109::hph strain, two linear gene fragments were 

electroporated into the mutant strain. Specifically, the bar (confers Basta resistance) was 

amplified with primers LL #148 CCGTCGACAGAAGATGATATTGAAGGAGC and 

LL #149 AATTAACCCTCACTAAAGGGAACAAAAGC (33) and the wild type rtt109 

gene fragment including its native promoter (from assembly accession 

GCA_000182925.2) was amplified with primers NCU09825_3Fcomp: 
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ATAGGACGGCGGGTTGTATG and NCU09825_5Rcomp: 

ACTGGACTGGACTGGATGGA, and fragments were co-integrated into the 

∆rtt109::hph strain, followed by selection of transformants on Basta-containing plates 

(VMM with 2% sorbose, 0.1% glucose, 0.1% fructose, 1.5% agar, and 200 ug/mL Basta). 

Transformants were transferred to agar slants and then screened by spot testing on Basta 

and MMS containing plates. 

Chromatin immunoprecipitation (ChIP) 

To carry out ChIP, conidia were inoculated in 5 mL of liquid VMM plus 1.5% 

sucrose and grown for 18 hours for wild type and other strains with typical growth rates. 

ChIP was performed as described previously (34-36). In brief, mycelia were harvested 

using filtration and were washed once in PBS prior to cross-linking for 10 minutes in 

PBS containing 1% formaldehyde on a rotating platform at room temperature. After 10 

minutes, the reaction was quenched using 125mM glycine and placed back on the 

rotating platform for five minutes. Mycelia were harvested again using filtration, washed 

once with PBS, then resuspended in 600 µl of ChIP lysis buffer (50mM HEPES, pH 7.5, 

140mM NaCl, 1mM EDTA, 1% Triton X-100, 0.1% sodium deoxycholate, one tablet 

Roche cOmplete mini EDTA-free Protease Inhibitor Cocktail (Roche, cat. # 

11836170001) in 15 mL conical tubes. Chromatin was sheared by sonication after lysing 

cell walls with the QSONICA Misonix S-4000 ultrasonic processor (amplitude 10, 30 

second processing, one second on, one second off), using the Diagenode Bioruptor UCD-

200 (Intensity level: Medium, three rounds of 15 minutes (30 seconds on, 30 seconds off) 

to deliver 22.5 30 second pulses at 4˚C. Water temperature was kept at a constant 4˚C by 

using a Biorad cooling module (cat. # 170-3654) with variable speed pump to circulate 
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4˚C water while processing samples. Lysates were centrifuged at 13,000 rpm in an 

Eppendorf 5415D microcentrifuge for five minutes at 4˚C. For detection of H3K27 di- 

and tri-methylation (H3K27me2me3; Active Motif 39535) 1 µl of the relevant antibody 

was used. Protein A/G beads (20 µl) (Santa Cruz, cat. # sc-2003) were added to each 

sample. Following overnight incubation, beads were washed twice with 1 mL lysis buffer 

without protease inhibitors, once with lysis buffer containing 500mM NaCl, once with 

lysis buffer containing 50mM LiCl, and finally with TE (10mM Tris-HCl, 1mM EDTA). 

Bound chromatin was eluted in TES (50mM Tris pH 8.0, 10mM EDTA, 10% SDS) at 

65˚C for 10 minutes. Chromatin was de-crosslinked overnight at 65˚C. The DNA was 

treated with RNase A for two hours at 50˚C, then with proteinase K for two hours at 50˚C 

and extracted using phenol-chloroform-isoamyl alcohol (25:24:1) followed by 

chloroform extraction. DNA pellets were washed with 70% ethanol and resuspended in 

TE buffer. Samples were then prepared for Illumina sequencing or ChIP-qPCR. 

ChIP-qPCR 

ChIP-qPCR was carried out with primers to three genic regions (NCU04707, 

NCU09834, NCU04877) that are normally marked by H3K27me2/3, and a control region 

of euchromatin LL#13, LL#14, primers are listed in Table 5.3. Primers were designed to 

generate ~100bp amplicons. Input samples were diluted 1:50 and IP samples were diluted 

1:10 with sterile distilled water prior to qPCR. 10 µL reactions were assembled for each 

well were assembled as follows: 5ul Biorad SYBR Green mastermix, 0.5 µL Forward 

Primer, 0.5 µL Reverse Primer, 2 µL distilled sterile water and 2 µL of input or IP as 

template. qPCR was carried out on the Biorad C1000 thermocycler as previously 

described (36). 
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ChIP library preparation 

Libraries were constructed as described (34-36). In brief, the NEBNext Ultra II 

End Repair/dA-tailing Module (cat. # E7546S), NEBNext Ultra II Ligation Module (cat. 

# E7546) were used to clean and A-tail DNA after which Illumina adapters were ligated. 

The ligation products were amplified to generate dual-indexed libraries using NEBNext 

Ultra II Q5 Hot Start HiFi PCR Master Mix (cat. # M0543S). Size selection with 

magnetic beads was performed after the adapter ligation and PCR steps with Sera-Mag 

SpeedBeads (cat. # 65152105050250) suspended in a solution of (20mM PEG 8000, 

1mM NaCl, 10mM Tris-HCl, 1mM EDTA) (37). 

Data Analysis 

For ChIP-seq data, short reads (<20 bp) and adaptor sequences were removed 

using TrimGalore (version 0.4.4), cutadapt version 1.14 (38), and Python 2.7.8, with 

fastqc command (version 0.11.3). Trimmed Illumina reads were aligned to the current N. 

crassa NC12 genome assembly available from NCBI (accession # GCA_000182925.2) 

using the BWA (version 0.7.15) (39), mem algorithm, which randomly assign multi-

mapped reads to a single location. Files were sorted and indexed using SAMtools 

(version 1.9) (40). To plot the relative distribution of mapped reads, read counts were 

determined for each 25-bp window across the genome using igvtools and data were 

displayed using the Integrated Genome Viewer (version 2.3.72) (41). The 

Hypergeometric Optimization of Motif EnRichment (HOMER) software package 

(version 4.8) (42) was used to identify H3K27me3 peaks in wild type and ∆rtt109 against 

input using “findPeaks.pl” with the following parameters: -style histone.  
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Figures 

 

Figure 5.1: Lysine acetyltransferase expression of PRC2-target genes 

Boxplot showing transcripts per million values for three replicates each of multiple 

putative and known lysine acetyltransferases reveals upregulation of PRC2-target genes 

in ∆rtt109. In wildtype, expression levels are near 0 and only ∆rtt109 shows marked 

upregulation of these genes. 
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Figure 5.2: Selective H3K27me2/3 loss in ∆rtt109 strain 

A) IGV genome browser screenshot showing ChIP-seq for H3K27me2/3 for the entire 

length of chromosome III. The bottom panel shows a higher resolution view of the 

selective losses of H3K27me2/3 domains on the long arm of the chromosome. 
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B) IGV genome browser screenshot showing ChIP-seq for H3K27me2/3 for the entire 

length of chromosome IV. The bottom panel shows a higher resolution view of the 

selective losses of H3K27me2/3 domains on the short arm of the chromosome.  
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Figure 5.3: Replicates ∆rtt109;∆mus51 and ∆rtt109 strains show variable 

H3K27me2/3 depletion 

A) IGV genome browser screenshot showing ChIP-seq for H3K27me2/3 for the entire 

length of chromosome III. The bottom panel shows a higher resolution view of the 

variable losses of H3K27me2/3 domains on the long arm of the chromosome. 

B) IGV genome browser screenshot showing ChIP-seq for H3K27me2/3 for the entire 

length of chromosome IV. The bottom panel shows a higher resolution view of the 

variable losses of H3K27me2/3 domains on the short arm of the chromosome.  
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Figure 5.4: Complementation of ∆rtt109 with ectopic rtt109 fragment mostly restores 

H3K27me2/3 and rescues MMS sensitivity 

A) ChIP-qPCR results for three replicates of wild type, two replicates of ∆rtt109 

(ACx81-1 older strain), ∆set-7 (S238), and two replicates of two complemented primary 

transformants ∆rtt109+rtt109wt (DDt1-7, DDt1-14). ∆rtt109 has a dramatic loss at the 

three loci tested and complemented strains show higher enrichment of H3K27me2/3 than 

the deletion strain, although they are not completely restored to wild type levels. 

B) Spot tests on plates containing different concentrations of MMS demonstrate 

complementation of rtt109 rescues the MMS sensitivity of the deletion strain. 

Tables 

Table 5.1: Comparison of average TPM values from three replicates for PRC2 

components 

Gene Average TPM in ∆rtt109  Average TPM in wild type 

eed 3.820 3.348 

set-7 3.085 3.631 

cac-3 44.224 53.134 

suz12 7.548 8.253 

hh2az 75.663 68.689 

 

Table 5.2: Strains used in this study 

Genotype Strain # Additional information Reference 
∆rtt109::hph;∆mus-51::bar NCU09825 FGSC12340 (1) 

∆rtt109::hph ACx81-1 progeny from cross of NCU09825 
x S1 

This study 

∆rtt109::hph;rtt109+ DDt1-7 Primary transformant rtt109 
complementation 

This study 

∆rtt109::hph;rtt109+ DDt1-14 Primary transformant rtt109 
complementation 

This study 
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Wild type S2 FGSC2489 (1) 

Wild type S1 FGSC4200 (1) 

∆set-7::hph S238 NCU07496 (FGSC11182) (1) 

 

1. Colot, H. V., G. Park, G. E. Turner, C. Ringelberg, C. M. Crew et al., 2006 A high 
throughput gene knockout procedure for Neurospora reveals functions for multiple 
transcription factors. Proc Natl Acad Sci U S A 103: 10352-10357. 

 
 

Table 5.3: Primers used in this study 

Name Sequence 

NCU04707rev TGACGAATCAGGGTTTG 

NCU04707fwd GAGCTCGAGAACACACAGATAC 

NCU09834rev TGGTACAGATGTCATTGTCTGG 

NCU09834fwd GAATTCGGACGAGGAAGAAGAG 

NCU04877rev GTTGAGGAACAAATGGCAAGAG 

NCU04877fwd GACGCCGACACAGTTATTCT 

LL 13 CACACTTCACTTGGTCGCA 

LL 14 ATGACCCCTTGATGTGATGTA 

LL 148 CCGTCGACAGAAGATGATATTGAAGGAGC 

LL 149 AATTAACCCTCACTAAAGGGAACAAAAGC 

NCU09825_3FComp ATAGGACGGCGGGTTGTATG 

NCU09825_5Rcomp ACTGGACTGGACTGGATGGA 

  



 

164 

 

 

CHAPTER 6 

DISCUSSION 

The work presented in this dissertation represents meaningful contributions to 

understanding the function and control of facultative heterochromatin in filamentous 

fungi. First, detailed analyses showed how facultative heterochromatin regulates effector 

gene expression in Magnaporthe oryzae, an economically important pathogen of rice. 

Additionally, we identified similar expression patterns between the overexpression of 

transcription factor MoGti1 to post-infection microarray data and found a synergistic 

effect on effector gene expression when both H3K27me3 was removed and MoGti1 was 

overexpressed. This is the first investigation to show combinatorial regulation of effector 

genes by the Polycomb Repressive Complex 2 and a transcription factor in a filamentous 

fungus. Next, my work has generated a metric to determine the extent of conditional gene 

expression based on entropy. This metric can be used to identify and/or validate 

constitutive and inducible genes using a quantitative approach. In the process of creating 

this metric we have demonstrated for the first time that expression of PRC2-target genes 

are induced during specific stages of sexual development in the fungus N. crassa. We 

next investigated the regulation of facultative heterochromatin using N. crassa as a model 

organism. We found that deletion of H2A.Z leads to region-specific depletion of 

H3K27me3 in N. crassa, and we determined that the histone variant H2A.Z regulates 

facultative heterochromatin indirectly by controlling eed expression. Finally, we have 
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begun the characterization of an acetyltransferase mutant, rtt109, which causes broad 

upregulation of PRC2-target genes with variable losses in H3K27me2/3. 

The histone modification H3K27me3 and transcription factor MoGti1 coordinately 

control expression of effector genes in rice blast fungus 

Understanding the biological impacts of facultative heterochromatin on 

Magnaporthe oryzae has far reaching implications in potential plant pathogen control. 

The destruction of cereal crops by M. oryzae affects more than 60 million people 

annually and has been a historically difficult disease to control (1). Elucidation of basic 

mechanisms governing how effector genes, the genes that are responsible for hijacking 

the plant’s immune response, will prove to be valuable in designing crop protection 

strategies (2) (3). Effector genes are in a repressed state during mycelial growth on plates 

and have rapid transcriptional changes upon plant infection (4-9). We wanted to know if 

previous reports of effector gene regulation by H3K27me3 (10), was also true in M. 

oryzae. Collaboratively, we determined that most previously published and 

experimentally validated known M. oryzae effector genes were located in regions of the 

genome enriched for H3K27me3 and removal of this modification altered their 

expression patterns to mimic post-infection expression patterns. Not only did removal of 

H3K27me3 upregulate effector genes that are normally silent in axenic culture, but it also 

attenuated the virulence of this pathogen when tested on rice leaves. In addition, we 

found the transcription factor MoGti1 has transcriptional consequences to effector genes 

when overexpressed. Some effector genes are upregulated, and some are downregulated. 

The mis-regulation of these genes is amplified when the overexpression of MoGti1 and 

the deletion of the methyltransferase for H3K27me3 are combined in one strain. This 
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demonstrates that the mechanisms governing expression of effector genes are not found 

in a single pathway. We discovered that there are at least two layers of regulation, one 

epigenetic modification and one transcription factor, that activate effectors, which 

suggests the proper transcriptional regulation of these genes is remarkably important in 

pathogenic fungi. Additionally, these data demonstrate the complexities of Polycomb 

repression in this filamentous fungus and how Polycomb regulated genes contribute to 

the infection life cycle of this devastating plant pathogen. 

Shannon entropy as a metric for conditional gene expression in Neurospora crassa 

 In order to understand more about the expression changes of these conditionally 

repressed genes, we created a metric by which all genes in the genome were classified by 

their expression variation across many conditions. By gathering public datasets of RNA-

seq data performed under numerous conditions we generated an entropy value for most 

genes in the Neurospora genome. This is the first quantitative analysis of expression 

variation for single genes in filamentous fungi and these data can be used to validate 

housekeeping genes for normalization in qRT-PCR as well as in selecting a constitutive 

or inducible promoters for synthetic biology and molecular genetics approaches. Thus, 

this project provides a community resource of entropy values for Neurospora researchers 

to use. In addition, including the pipeline used to create the entropy values allows others 

the ability to create their own values for another organism, or to produce new values for 

Neurospora by adding their own datasets to the list we provided.  

An obvious question arose while working on this project: what expression 

patterns do the conditionally repressed genes, PRC2-target genes, have across all the 

conditions collected? I plotted TPM values for all PRC2-target genes for all conditions 
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and found a group of genes that was upregulated during specific stages of sexual 

development. A particularly important open question is when establishment of H3K27 

methylation takes place in N. crassa. This is the first report of PRC2-target gene 

expression changes during sexual development in N. crassa, which could be an indication 

of this establishment taking place during sexual development.  

Loss of set-7 has been shown by our lab to promote sexual development in a 

∆dim-5 background. In contrast, homozygous crosses of ∆dim-5 produce barren 

perithecia. (11). In a recent study, the loss of epr-1, effector of Polycomb repression 1, 

was also shown to promote premature sexual development on unfertilized plates (12). 

Epr-1 is a homolog to ebs and shl in plants and these genes have been linked to gene 

repression and to binding H3K27 methylation (12). Deletion of set-7 results in loss of 

H3K27me2/3 throughout the genome (13) and deletion of epr-1 results in upregulation of 

PRC2-target genes without the loss of H3K27 methylation (12). However, both deletions 

cause premature sexual development (12). My work ties these findings together showing 

that PRC2-target genes exhibit de-repression during specific stages of sexual 

development, which suggests that cell type transitions, even in Neurospora, are governed 

by Polycomb group proteins. In Arabidopsis thaliana, in the fertilization-independent 

seed (FIS) mutants developing seeds can be found even when the flowers do not possess 

pollen, suggesting premature sexual development (14). The FIS proteins are Polycomb 

group proteins and possess homology to SUZ12 (15). Polycomb group proteins are also 

critically important during development in metazoans (16). This demonstrates a 

conserved mechanism for Polycomb group proteins in determining cell type/fate that 

would have existed in the ancestor to plants, fungi, and animals. 
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Normal patterns of histone H3K27 methylation require the histone variant H2A.Z 

 There are additional important open questions about the control of H3K27 

methylation in Neurospora. H2A.Z, the most well studied histone variant, has been 

proposed to be important for Polycomb repression in other organisms (17-19). I 

investigated the histone variant H2A.Z and its role in Polycomb regulated repression in 

Neurospora. My work uncovered that H2A.Z is critical for the proper expression of EED, 

a core subunit of PRC2. This regulation of expression ensures that the proper patterns of 

H3K27me2/3 are formed in specific regions of the genome, namely internal regions, or 

regions 200kb away from the chromosome ends. In addition, the genes found in the 

internal regions exhibit upregulation, which was not fully expected since the removal of 

H3K27me2/3 alone is not sufficient to upregulate all PRC2-target genes (13). This adds 

to the collective knowledge of PRC2, by revealing that specific regions of the genome are 

more dependent on EED related mechanisms than other regions of the genome.  

RTT109 is required for normal patterns of H3K27 methylation in Neurospora crassa 

Characterization of a second mutant strain, rtt109, shows upregulation of PRC2-

target genes and related depletion signatures to the H2A.Z mutant strain with internal 

depletion and retention at telomere-proximal sites. Conflicting H3K27me2/3 ChIP-seq 

replicates have exposed many unanswered questions. The depletion observed in the 

replicates could be due to an unknown factor RTT109 is interacting with under certain 

conditions. The absence of rtt109 is causative for upregulation of PRC2-target genes, and 

whether that is direct or indirect is an open question. Recently, epr-1, was found to 

upregulate H3K27me2/3 genes without the loss of H3K27me2/3 (12). All PRC2 

components have normal expression in this deletion strain and the loss of H3K27me2/3 
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in certain regions of the genome presents a more puzzling question and is currently more 

difficult to draw conclusions from. It is quite possible that this situation is similar to the 

H2A.Z story where the presence of RTT109 regulates an upstream regulator of PRC2, or 

even acetylates PRC2 itself. Future work is needed to elucidate the role of RTT109 in 

controlling facultative heterochromatin.  

To determine if acetylation of lysine 56, a known substrate of RTT109, is 

causative for the loss of H3K27 methylation, I will perform ChIP-seq for H3K27me2/3 in 

a strain that has an arginine in place of the lysine 56 residue. This strain mimics an 

unmodified lysine residue and cannot be acetylated. If loss of this critical modification is 

important for the facultative heterochromatin pathway, this ChIP-seq experiment will 

phenocopy the losses exhibited in the ∆rtt109 strain. If this experiment looks like wild 

type instead of phenocopying the deletion strain it would imply that RTT109 likely has 

another substrate that is of importance to this pathway. Other follow-up experiments 

include H3K27me2/3 ChIP-seq of the RTT109 chaperones ∆asf-1 and ∆vps-75 as well as 

acetylation assays to determine if RTT109 is in fact acetylating PRC2. These experiments 

are the first steps toward elucidating which pathway the depletion of H3K27me2/3 is 

connected to.  
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APPENDIX A 

THE MATERNAL TO ZYGOTIC TRANSITION REGULATES GENOME-WIDE 

HETEROCHROMATIN ESTABLISHMENT IN THE ZEBRAFISH EMBRYO5 
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Abstract 

The segregation of eukaryotic genomes into euchromatin and heterochromatin 

represents a fundamental and poorly understood process. Here, we demonstrate that 

genome-wide establishment of heterochromatin is triggered by the maternal to zygotic 

transition (MZT) during zebrafish embryogenesis. We find that prior to MZT, zebrafish 

lack hallmarks of heterochromatin including histone H3 lysine 9 trimethylation 

(H3K9me3) and condensed chromatin ultrastructure. Global establishment of 

heterochromatic features occurs following MZT and requires both activation of the 

zygotic genome and degradation of maternally deposited RNA. Mechanistically, we 

demonstrate that zygotic transcription of the micro RNA miR-430 promotes degradation 

of maternal RNA encoding the chromatin remodeling protein Smarca2, and that clearance 

of Smarca2 is required for global heterochromatin establishment in the early embryo. Our 

results identify MZT as a key developmental regulator of heterochromatin establishment 

during vertebrate embryogenesis and uncover a novel role for Smarca2 in protecting the 

embryonic genome against heterochromatinization. 

Introduction 

The segregation of eukaryotic genomes into regions of euchromatin and 

heterochromatin is fundamental to genome organization. At the molecular level, these 

domains are distinguished by different levels of chromatin compaction and unique sets of 

histone modifications. Highly condensed, constitutive heterochromatin is marked by 

trimethylation of histone H3 lysine 9 (H3K9me3) and is found predominately at 

repetitive sequences across the genome. Heterochromatin formation at these sequences 

promotes transcriptional repression, as well as genome stability, and depletion of 
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H3K9me3 marked heterochromatin severely impairs viability in mice, flies and zebrafish 

1-3.  

Although the timing and extent varies between species, developmental 

reprogramming of H3K9me3 marked heterochromatin has been noted in diverse metazoa 

including mammals, flies and C. elegans 4-9. Heterochromatin establishment coincides 

with diminishing cellular plasticity in these species, and heterochromatin formation also 

represents a major barrier to cellular reprogramming 10, 11.  The inverse relationship 

between chromatin compaction and developmental potential suggests that the timing of 

heterochromatin formation must be tightly regulated during development 11, 12. However, 

the mechanisms that control global establishment of heterochromatic states remain 

largely unknown, especially in the context of vertebrate embryogenesis. 

In this study, we set out to characterize heterochromatin regulation in the context 

of early zebrafish development. We find that the zebrafish embryo undergoes at least 10-

rounds of cell division in the absence of condensed chromatin ultrastructure. Global 

establishment of H3K9me3 and chromatin compaction is first noted following the 

maternal to zygotic transition (MZT) and the establishment of heterochromatin is 

dependent on this transition. At the molecular level, we show that zygotic transcription of 

the microRNA miR-430 promotes degradation of maternal RNA encoding the ATP 

dependent chromatin remodeler Smarca2, and that clearance of Smarca2 is required for 

H3K9me3 establishment and chromatin compaction following MZT. Our study identifies 

MZT as a key regulator of de novo heterochromatin establishment in the early zebrafish 

embryo and reveals a novel function for Smarca2 in antagonizing the de novo 

establishment of heterochromatin during early vertebrate embryogenesis.  
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Results 

Chromatin of the early zebrafish embryo is globally deficient in H3K9me3 

In order to characterize the heterochromatic compartment of the early zebrafish 

genome, we collected embryos during the period between early blastula (512-cell, 2.7 

hpf), and mid gastrula (shield, 6 hpf) stages and assessed embryonic nuclei for H3K9me3 

rich foci (Fig. 1a). These H3K9me3 marked foci, termed chromocenters serve as a 

classical cytological marker of constitutive heterochromatin, and are readily detected in 

mouse embryos as early as the two-cell stage 3. We observed that while chromocenters 

were obvious in nuclei of shield stage zebrafish embryos (6 hpf), they were undetectable 

in nuclei at the 512-cell stage (2.7 hpf) (Fig. 1b). Faint, diffuse nuclear H3K9me3 

labeling was first observed in embryos at oblong stage (3.7 hpf), and emergent foci were 

noted by dome stage (4.5 hpf) (Fig. 1b). H3K9me3 was also undetectable by western blot 

in bulk histones isolated at 4.0 hpf and earlier time points, but was abundant in dome (4.5 

hpf) and shield stage (6 hpf) embryos (Fig. 1c, Extended data 1a). Chromatin 

immunoprecipitation with sequencing (ChIP-Seq) supported these findings. At 6 hpf, 

regions enriched for H3K9me3 were detected across the genome, with ~96% of called 

H3K9me3 peaks overlapping annotated repeats (Fig. 1d-e, Extended data 1b-d). At 4.5 

hpf, low amplitude peaks were observed within a subset of regions showing enrichment 

at 6 hpf. However, little signal was detected within these regions at 2.7 hpf. Enrichment 

of H3K9me3 at 4.5 and 6 hpf was observed at DNA, LINE, LTR and SINE transposons, 

with the most peaks detected in LTR transposons (Extended data 1e). The small fraction 

of peaks not corresponding to repetitive elements were found mainly in intergenic 

regions. Similar temporal enrichment of H3K9me3 was observed when H3K9me3 
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enrichment was directly examined at pericentromeric Satellite-1 (Sat1) repeats (Fig. 1f). 

These findings suggest that the early zebrafish embryo undergoes many rounds of cell 

division in an environment that is globally depleted for H3K9me3 marked 

heterochromatin, and that a major wave of H3K9me3 establishment initiates around 3.7 

hpf. 

The early zebrafish embryo lacks condensed chromatin ultrastructure 

To characterize embryonic heterochromatin at the ultrastructure level, we next 

turned to transmission electron microscopy (TEM) (Fig. 2a-h and Extended data 2a). 

As expected, electron dense aggregates indicative of condensed chromatin ultrastructure 

were clearly visible within nuclei from shield stage embryos (6 hpf) (Fig. 2d, h). 

However, at the 512-cell stage (2.7 hpf), these aggregates were undetectable (Fig. 2a, e). 

Aggregates were first noted in some embryonic nuclei at oblong stage (3.7 hpf), and 

appeared more common by dome stage (4.5 hpf) (Fig. 2b-c, f-g). To quantify these 

observations, maximum entropy thresholding was used to define and count the number of 

electron dense particles relative to nuclear area in individual cells from three embryos per 

time point (Fig. 2i)13. At the 512-cell stage (2.7 hpf), electron dense aggregates exceeding 

a particle size of 0.03 μm2 were not detected in embryonic nuclei, suggesting a lack of 

condensed ultrastructure. Significant increases in the number of nuclear aggregates per 

μm2 and the percent nuclear area covered by aggregates were first noted at dome stage 

(4.5 hpf), and increased 7- and 9-fold by shield stage (6 hpf) (Fig. 2j, k). Consistent with 

these increases in chromatin compaction, we observed decreased expression of transcripts 

derived from repetitive elements between 4 and 6 hpf (Extended data 2b-e). These data 

indicate that the genome of the early zebrafish is packaged in an atypically decondensed 
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chromatin state, and that embryonic chromatin undergoes a profound reorganization 

involving the establishment of condensed chromatin ultrastructure between 3.7 and 6 hpf. 

Blocking zygotic transcription impairs heterochromatin establishment 

We noted that the timing of H3K9me3 establishment and chromatin compaction in the 

zebrafish embryo roughly coincided with the maternal to zygotic transition (MZT), which 

occurs during the 10th cell division in zebrafish (3 hpf).  This critical transition in 

embryonic development marks the stage at which the zygotic genome is activated for the 

first time, and maternally deposited RNAs are degraded. To test whether blocking zygotic 

transcription would impact heterochromatin establishment during zebrafish 

embryogenesis, we injected embryos with the RNA polymerase II inhibitor α-amanatin at 

the 1-cell stage and assessed H3K9me3 levels at 4.5 hpf. At this time point, α-amanatin 

injected embryos exhibited strong reductions in total H3K9me3 levels and reduced 

H3K9me3 enrichment at pericentromeric repeats relative to controls (Fig. 3a, b, 

Extended data 3a). Similar results were obtained using triptolide, an unrelated inhibitor 

of RNA polymerase II dependent transcription (Extended data 3b,c). In the absence of 

zygotic transcription, electron dense aggregates indicative of condensed chromatin 

ultrastructure were also essentially undetectable in TEM images of nuclei from embryos 

at 5 hpf, whereas these aggregates were readily detected in mock-injected controls (Fig. 

3c-e). These findings demonstrate that blocking zygotic transcription leads to impaired 

H3K9me3 establishment and chromatin compaction during early embryogenesis. This 

effect cannot be explained by regulation of H3K9 methyltransferase transcript levels, as 

RNAs encoding known H3K9 methyltransferase enzymes are present at comparable or 

slightly higher levels prior to zygotic genome activation (ZGA) (Extended data 3d).  
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The microRNA miR-430 is required for heterochromatin establishment 

Next, we investigated whether degradation of maternal RNA was required for 

heterochromatin establishment during MZT. The microRNA miR-430 is required for the 

degradation of maternal transcripts during zebrafish MZT, and transcription of miR-430 

is dependent on ZGA 14. Antisense morpholino targeting miR-430 was injected into 

embryos at the 1-cell stage, and the impact on H3K9me3 establishment was then 

assessed. At 5hpf, embryos injected with miR-430 morpholino exhibited sustained 

expression of genes that are normally down regulated at MZT, suggesting the 

effectiveness of the morpholino (Extended data 4a). Injected embryos also exhibited 

lower global levels of H3K9me3 at 4.5 hpf when compared to siblings, as well as a 

derepression of transcripts from pericentromeric repeats (Fig. 4a, c, Extended data 4b). 

Similar results were obtained when we depleted the exoribonuclease Dicer, which is 

required for miR-430 processing (Fig. 4b,c, Extended data 4c). These findings suggest 

that miR-430 is important for the establishment of H3K9me3 at MZT and implicate the 

degradation of maternal mRNA in the developmental regulation of heterochromatin 

establishment. 

miR-430 mediates clearance of maternal RNA encoding the chromatin remodeling 

protein Smarca2  

To identify potentially relevant miR-430 targets, we turned to previous work by 

Giraldez et al., which identified the subset of maternal transcripts that are degraded by 

miR-430 14. Interrogation of this dataset revealed that smarca2, an ATP dependent 

chromatin remodeler, was among the five genes that showed the most significant 

elevation in transcript levels after miR-430 processing was blocked. We confirmed that 
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smarca2 3- UTR contained multiple miR-430 binding sites (Extended data 4d). 

Consistent with these findings, we found that smarca2 transcripts were downregulated in 

wildtype embryos during MZT and that that following MZT, embryos injected with miR-

430 or dicer morpholino had elevated levels of smarca2 compared to mock-injected 

controls (Fig 5a, b). Downregulation of Smarca2 at MZT is also observed in published 

RNA-seq data (Extended data Fig 5a) 15. 

Smarca2 degradation is required for H3K9me3 establishment during MZT 

To determine whether prolonged expression of smarca2 in the developing embryo 

would impact heterochromatin establishment, we injected 1-cell stage embryos with 

Smarca2 mRNA lacking miR-430 recognition sites, and assayed H3K9me3 levels at 

dome stage (4.5 hpf). Consistent with a role for Smarca2 in inhibiting heterochromatin 

establishment, we found that, at dome stage, embryos that had been injected with miR-

430 resistant RNA encoding Smarca2 had reduced H3K9me3 levels compared to mock 

injected controls (Fig 5c, Extended data 5b). Conversely, knockdown of smarca2 using 

two independently designed morpholinos was sufficient to accelerate the onset of 

H3K9me3 incorporation (Fig 5d, Extended data 5c, d). We observed strong H3K9me3 

signal by western blot in morpholino injected embryos at 3.5 hpf, while H3K9me3 signal 

was not observed in wildtype embryos at this stage. Precocious H3K9me3 incorporation 

was associated with abnormal development at 24 hpf, using either of the two smarca2 

morpholinos (Extended data 6a-c). All abnormal embryos were dead by 7 dpf. 

Precocious accumulation of H3K9me3 was noted at pericentromeric Sat1 repeats 

by ChIP, suggesting that Smarca2 depletion allowed for early incorporation of H3K9me3 

at sequences that were destined for later enrichment in wildtype embryos (Fig 5e). 
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Consistent with this model, genome wide ChIP-seq analysis of smarca2 morpholino-

injected embryos at 3.5 hpf identified 4,692 H3K9me3 peaks that were not present in 

control embryos, with roughly 90% of these precocious peaks overlapping annotated 

repeats (Fig. 5f, g, Extended data 7a). ChIP-seq profiles from embryos injected with 

Smarca2 clustered with profiles from 4.5 and 6 hpf embryos, wherease controls were 

clustered with profiles from 2.7 hpf embryos (Extended data 7b). 

To  confirm these results using a morpholino independent approach, we inhibited 

Smarca2 function in the early embryo using the Bromo domain binding small molecule 

PFI-3 which can displace the Smarca2 Bromo domain from chromatin 16. We found that 

PFI-3 injection led to precocious establishment of H3K9me3 and anormal development 

similar to that observed in morpholino experiments (Fig 6a, Extended data  6a-c). The 

effect on H3K9me3 was dose dependent (Fig 6b and Extended data 5e) 

Smarca2 inhibition is sufficient to accelerate the establishment of condensed 

chromatin ultrastructure 

Finally, we asked whether early establishment of H3K9me3 following inhibition of 

Smarca2 would be sufficient to promote the precocious establishment of condensed 

chromatin ultrastructure in the developing embryo. To this end, embryos were injected 

with PFI-3 at the 1-cell stage and embryonic nuclei were examined by transmission 

electron microscopy at 4 hpf. At this stage, we found that embryos that had been injected 

with PFI-3 had significantly more heterochromatic aggregates than mock injected 

controls, and that these aggregates covered a larger percent of nuclear area in PFI-3 

injected embryos compared to controls (Fig. 6c, d). These observations combined with 

the molecular studies described above suggest that Smarca2 serves as a maternally 
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supplied inhibitor of heterochromatin establishment during early embryogenesis. 

Collectively, our findings identify MZT and the miR-430/Smarca2 axis as an important 

mechanism controlling the de novo establishment of vertebrate heterochromatin in the 

early embryo (Fig 7). 

Discussion 

Reprogramming of H3K9me3 marked constitutive heterochromatin has been 

widely noted in metazoa. However, very little is known regarding the mechanisms that 

govern this process, especially in vertebrate systems 5-7. In this study, we demonstrate 

that global establishment of H3K9me3 marked heterochromatin is controlled by the 

maternal to zygotic transition in the zebrafish embryo and we identify Smarca2 as an 

essential gatekeeper of H3K9me3 establishment and global chromatin compaction during 

zebrafish embryogenesis. In addition to identifying MZT as a key regulator of 

heterochromatin establishment, these studies identify maternal inhibition, rather than 

targeting of the de novo methyltransferase machinery as a primary mechanism 

controlling de novo establishment of H3K9me3 in the embryo. Our results also 

demonstrate that precocious establishment of H3K9me3 is sufficient to accelerate the 

timeline of chromatin compaction at the ultrastructure level, implicating H3K9me3 

deposition as a primary barrier to heterochromatin establishment in the early embryo. 

The extent and timing of heterochromatin reprogramming varies significantly 

between species. For example, heterochromatin depletion in the early mouse embryo 

preferentially affects the paternal genome, with major gains in H3K9me3 noted by the 2-

cell stage 4, 5. In contrast, immunohistochemistry suggests that the early C. elegans 

embryo is broadly depleted for H3K9me3, with significant gains in heterochromatic 
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markers noted in 5-20 cell stage embryos 7. Our studies reveal that the zebrafish embryo 

is globally deficient in H3K9me3 and condensed chromatin ultrastructure until at least 

the 1000- cell stage. This observation indicates that zebrafish undergo roughly 10 rounds 

of embryonic cell division in the absence of condensed chromatin ultrastructure. This 

extensive and prolonged heterochromatin depletion raises questions regarding how 

genome integrity is sustained during these early rounds of rapid cell division. 

The coupling of heterochromatin establishment and the maternal zygotic 

transition in zebrafish assures a globally decondensed genome at the onset of ZGA.  This 

open structure has the potential to facilitate initiation of ZGA and to reduce global 

barriers to transcription factor binding during the critical window immediately following 

ZGA. It is possible, that the benefits of increased chromatin plasticity during this period 

outweigh the potential costs of increased genome instability associated with 

heterochromatin depletion. Indeed, we find that precocious accumulation of H3K9me3 is 

associated with abnormal development in embryos injected with Smarca2 morpholino or 

PFI-3. The timing of heterochromatin establishment roughly correlates with MZT in 

other species as well, raising the possibility that MZT may be a conserved regulator of 

heterochromatin establishment. Supporting this hypothesis, blocking zygotic transcription 

disrupts replication timing in the Drosophila embryo and spatial reorganization of 

pericentromeric domains in the mouse embryo, two features that are associated with 

heterochromatin 17, 18.  

In this study, we identify zygotic transcription of miR-430 and subsequent 

clearance of Smarca2 mRNA as a key mechanism tying MZT to heterochromatin 

establishment. There have been few previous reports identifying potential mechanisms 
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regulating the establishment of H3K9me3 marked heterochromatin during development 

in any species. In mouse, a single siRNA based study has implicated the chromatin 

assembly factor 1a (Chaf1a) in the regulation of H3K9me3 establishment and silencing at 

a subset of LTR transposons 5. However, global heterochromatin formation was 

unaffected in these embryos. Mutation of Lsd1/Su(VAR)3-3, was shown to reduce 

H3K9me3 establishment at pericentromeric sequences in Drosophila, but similar effects 

were not reported in mice 6, 19. More recently, nuclear accumulation of the histone 

methyltransferase Setdb1/MET-2 was implicated in regulating the timing of 

heterochromatin establishment in C. elegans 7.  While it remains to be seen whether this 

pathway is also conserved in vertebrate systems, there is potential for the miR-

430/Smarca2 regulatory axis to act upstream of Met-2 and other as yet unidentified 

targeting pathways to tightly control the precise window of heterochromatin 

establishment. 

Smarca2 and the related Smarca4 protein function as alternative catalytic subunits 

for the BRG1/BRM associated factor (BAF) complex, which is broadly involved in 

nucleosome remodeling. BAF complexes containing Smarca4 as the catalytic subunit 

have been shown to inhibit establishment of H3K27me3, a known marker of facultative 

heterochromatin 20. To our knowledge, Smarca2 has not been previously implicated in 

vertebrate heterochromatin regulation. Our findings raise the possibility that BAF may 

have broad functions in antagonizing the establishment of repressive chromatin states, 

with complex specificity designated by subunit composition. Although Smarca2 is 

downregulated at MZT, it is expressed at low levels in many adult tissues 21, raising the 
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possibility that Smarca2 may also antagonize H3K9me3 in other somatic contexts or 

disease states. 
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Fig 1: Chromatin of the early zebrafish embryo is globally deficient in H3K9me3.  

(a) Developmental stages used for heterochromatin analysis. Images are derived from 

Kimmel et al 1995 22. (b) Representative images showing H3K9me3 immunofluorescent 

antibody labeling of nuclei from fixed embryos at 2.7, 3.7, 4.5 and 6 hpf. Images are 

representative of three independent experiments with at least 15 embryos observed at 

each time point in each experiment. Top panels show H3K9me3 labeling (red). Bottom 

panels show H3K9me3 (red) overlaid with DAPI (blue). All images were taken under 

identical conditions, the scale bar represents 1uM. (c) Western blots for H3K9me3, 

histone H3 and α-tubulin. For each time point, total protein extracts were isolated from 

20 embryos, and one third of the protein extract for each sample was loaded for western 

blot. (d-e) H3K9me3-enrichment measured by ChIP-seq at 2.5 hpf, 4.5 hpf, and 6 hpf. (d) 

Screen shot of H3K9me3 enrichment at an LTR transposon in a representative genomic 

region. (e) Heatmap depicting H3K9me3-enrichment across all 17621 H3K9me3 peaks 

identified in 6 hpf embryos. Signals are centered on peak centers and include +/- 5000 

base pairs. (f) H3K9me3 enrichment at Sat1 pericentromeric repeats at 2.7, 3.7, 4.5 and 6 

hpf, measured by ChIP and presented as fold enrichment over an IgG only control.  p-

values were calculated by Ordinary one-way ANOVA, with corrections for multiple 

testing. Error bars indicate the standard error of the mean (SEM). 
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Fig 2:  The early zebrafish embryo lacks condensed chromatin ultrastructure. (a-h) 

Transmission electron micrographs of representative nuclei from embryos at 2.7, 3.7, 4.5 

and 6 hpf.  Images of representative nuclei at specified time points. (e-h) Higher 

magnification images (20000x) of nuclear interior at specified time points. All scale bars 

(a-h) indicate 1 μm  (i) Representative image illustrating particle selection. (j) 

Quantification of the number of particles per nuclear μm2 in TEM images at 2.7, 3.7, 4.5 

and 6 hpf. (k) Quantification of the percent nuclear area covered by particles in TEM 
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images at 2.7, 3.7, 4.5 and 6 hpf. Nuclei from three embryos were assessed per time 

point, and electron dense aggregates were quantified in 4-6 representative nuclei from 

each embryo. Each point represents data one nucleus. p-values were calculated using the 

Kruskal-Wallis test and corrected for multiple comparisons, error bars indicate standard 

deviation (SD).  

 

Fig 3: Blocking zygotic transcription impairs heterochromatin establishment. 

(a)  Western blot for H3K9me3 (top) and α-tubulin (bottom) using protein extracted from 

embryos that were either mock injected (–) or injected with 0.2ng of α-amanitin (+) at the 

1-cell stage. Protein was collected for analysis at 4.5 hpf. Injection scheme derived from 

Langenau and Zon 200523. (b) ChIP for H3K9me3 enrichment at pericentromeric Sat1 

repeats in wildtype and α-amanatin injected embryos. Embryos were collected for 

analysis at 4.5 hpf. p-values were calculated using the students t test, error bars indicate 

SEM. (c) TEM images demonstrating a lack of condensed chromatin ultrastructure in 4.5 

hpf embryos that were injected with α-amanatin at the 1-cell stage. Bottom panels 

represent higher magnification images (20000x) of nuclear interior in mock and α-

amanatin injected embryos at specified time points. Scale bars indicate 1 μm.  (d-e) 

Quantification of the number of electron dense aggregates per nuclear μm2 (d) and 
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percent nuclear area covered by aggregates (e) in mock and α-amanitin injected embryos 

at 4.5 hpf. Particles/um2 and percent nuclear area were measured in nuclei from each of 

four α-amanitin and four mock injected embryos. Each graphed data point represents data 

from one embryo, values for each embryo are the average of 6-10 representative nuclei. 

Error bars indicate SD. 

 

Fig 4: The microRNA miR-430 is required for heterochromatin establishment. 

(a) Western blot for H3K9me3 (top) and α-tubulin (bottom) in embryos that were either 

mock injected or injected with 2 ng of miR-430 morpholino at the 1-cell stage. Protein 

was collected for analysis at 4.5 hpf. (b) Western blot for H3K9me3 (top) and α-tubulin 

(bottom) using protein extracted from embryos that were either injected with 2ng of 

control morpholino, or injected with dicer morpholino at the 1-cell stage. Protein was 

collected for analysis at 4.5 hpf. (c) Sat1 pericentromeric transcript levels in 4.5 hpf 

embryos that were either injected with control morpholino or injected with miR-430 or 

dicer morpholino at the 1-cell stage. p-values were calculated using the students t test, 

error bars indicate SEM. 
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Fig 5: Smarca2 degradation is required for H3K9me3 establishment during MZT. 

(a) Quantitative RT-PCR showing smarca2 RNA decreases during MZT.  Error bars 

indicate SEM. (b) Quantitative RT-PCR confirming elevated levels of smarca2 

transcripts in 5 hpf embryos that were injected with 2ng of miR-430 or dicer morpholino 

at the 1-cell stage. p-values were calculated using the students-t test, error bars indicate 

SEM. (c) Western blot for H3K9me3 (top) and α-tubulin (bottom) in embryos that were 

either injected with  200 pg of in vitro transcribed antisense RNA or Smarca2 mRNA at 

the 1-cell stage. Protein was collected for analysis at 4.5 hpf. (d) Western blot for 

H3K9me3 (top) and α-tubulin (bottom) in embryos that were either mock-injected or 

injected with 2 ng of smarca2 morpholino at the 1-cell stage. Protein was collected for 

analysis at 3.5 hpf. (e) ChIP for H3K9me3 enrichment at Sat1 sequences in embryos 

injected with a GFP control morpholino or with smarca2 morpholino. Analysis was 

performed at 3.5 hpf. p-values were calculated using the students-t test, error bars 
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indicate SEM. (f-g) ChIP for H3K9me3-enrichment in embryos injected with a scrambled 

control morpholino or morpholinos targeting smarca2. (f) Heatmap depicting H3K9me3-

enrichment in control embryos (left) across all H3K9me3 peak centers (+/- 5000 base 

pairs) identified in smarca2 morpholino injected embryos (right). (g) Screen shots of two 

representative genomic regions. Red arrows indicate regions that gain H3K9me3 in 

smarca2 morpholino injected samples. The black arrow indicates a region that is enriched 

for H3K9me3 in both control and morpholino injected embryos. 

 

Fig 6: Smarca2 inhibition is sufficient to accelerate the timeline of chromatin 

compaction. (a) Western blot for H3K9me3 (top), and α-tubulin (bottom) in embryos 

that were either mock-injected or injected with 100 μM of the Smarca2 inhibitor PFI-3 at 

the 1-cell stage. Protein was collected for analysis at 3.5 hpf. (b) Western blot using 

embryos injected with increasing concentrations of PFI-3. Protein was collected for 

analysis at 3.5 hpf. (c) Electron micrographs demonstrating increased levels of chromatin 

compaction in 4.5 hpf embryos that were injected with DMSO or 100 μM PFI-3 at the 1-

cell stage. Bottom panels represent higher magnification images (20000x) of nuclear 

interior in mock and PFI-3 injected embryos at specified time points. All scale bars 
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indicate 1 μm.  (d) Quantification of the number of particles per nuclear μm2 and percent 

nuclear area. Each data point indicates an individual embryo, for each embryo (four 

DMSO and nine PFI-3 injected embryos) values for particles per μm2 and percent nuclear 

area were averaged from 5-10 representative nuclei. p-values were calculated using the 

students t-test, error bars indicate SD. 

 

Fig 7: Model for Smarca2-miR430 dependent heterochromatin formation at the 

maternal to zygotic transition. The early embryo relies exclusively on maternally 

deposited RNA transcripts and protein, and only starts transcribing the zygotic genome at 

the maternal to zygotic transition. This model shows that maternal smarca2, a catalytic 

subunit of the BAF complex, inhibits H3K9me3 incorporation and chromatin 

condensation prior to the maternal zygotic transition (1). At the onset of zygotic 

transcription, the microRNA miR-430 is transcribed and targets maternal smarca2 for 

degradation (2). Decreasing levels of smarca2 are sufficient to allow for the 
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incorporation of H3K9me3 and formation of condensed chromatin ultrastructure post-

MZT (3). 
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