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ABSTRACT 

 Local chromatin architecture is an important feature of nuclear organization of 

eukaryotic genomes. This local chromatin environment is established, maintained, and 

interpreted in a number of ways including post-translation modifications to histones, 

binding of DNA by regulatory proteins, and rearrangement of nucleosomes. This work  

uses the model filamentous fungus Neurospora crassa to understand fundamental 

mechanisms regulating local chromatin architecture in eukaryotes. The findings presented 

here demonstrate mechanisms for the control of both accessible and inaccessible 

chromatin and provides a possible unifying mechanism for epigenetic compensation in 

eukaryotes when the normal local chromatin environment is disrupted. Further, this work 

presents evidence of possible evolutionary conservation of features of local chromatin 

architecture and mechanisms of transcriptional silencing in eukaryotes. 
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CHAPTER 1 

INTRODUCTION AND LITERATURE REVIEW 

Purpose of this study 

The work here is focused on addressing three key aspects of local chromatin 

architecture in Neurospora: (1) characterization of accessible chromatin and defining 

molecular features associated with and responsible for forming open or closed chromatin 

structures in Neurospora, (2) identification of a regulatory relationship between a histone 

deacetylase (HDA-1) and key repressive chromatin modifications methylation of lysine 9 

on histone H3 (H3K9me3) and methylation of lysine 27 on histone H3 (H3K27me3), and 

(3) a role for H3K36me3 in epigenetic compensation for the loss of H3K9me3 in 

Neurospora. All together, these studies characterize control of local chromatin 

architecture of both active and repressive domains in Neurospora.   

Chromatin architecture dynamics in Neurospora 

Measuring chromatin accessibility 

 Local chromatin architecture can be measured by how accessible DNA is in a 

given region. DNA can be occupied by nucleosomes, transcription factors, or other DNA-

binding proteins such as RNA polymerase II (1–3)⁠ . Chromatin is considered accessible 

when the DNA is unoccupied by nucleosomes or regulatory proteins and is therefore 

“available” to a given enzyme used in an accessibility assay. For example, early 

chromatin accessibility profiling assays measured regions where unoccupied DNA could 

be digested by DNaseI, and these DNaseI hypersensitivity experiments identified 
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regulatory regions such as gene promoters and enhancers (4, 5)⁠ . Micrococcal nuclease 

digestion (MNase) assays have proven useful for identifying sites of nucleosome 

occupancy in the genome and has been used for nucleosome phasing studies and 

determination of nucleosome-depleted regions throughout the genome (2)⁠. Importantly, 

these studies have helped to identify the role of nucleosome remodelers and regulatory 

DNA-binding proteins in regulating nucleosome dynamics at promoter regions (2, 6, 7)⁠. 

 More recently, assay for transposase accessible chromatin followed by sequencing 

(ATAC-seq) has been developed as a robust and sensitive assay to identify and 

characterize accessible chromatin (8–10)⁠). ATAC-seq utilizes a promiscuous Tn5 pre-

loaded with Illumina sequencing adaptors to fragment the genome and isolate unoccupied 

DNA. The nature of this assay allows for high-resolution profiling of chromatin 

accessibility and allows for profiling of both transcription factor and nucleosome 

dynamics throughout the genome (8, 11)⁠ ). 

 There has been much work in Neurospora exploring chromatin dynamics in 

circadian rhythm. For example, MNase-seq studies have identified a role for components 

of the White Collar Complex (WCC) in modulating nucleosome occupancy at light-

responsive genes in Neurospora. Importantly, this study demonstrated a role for 

transcription factor white-collar 2 (WC-2) in modulating nucleosome occupancy at 

promoters of light-response genes (12)⁠ . 

Regulation of accessible chromatin 

 Accessible chromatin is generally found at regulatory regions throughout the 

genome, i.e. active gene promoters and enhancers. Notably, gene bodies and promoters of 

repressed genes are generally inaccessible. These accessible regions can be bound by 
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transcription factors or transcriptional machinery. These regions are also generally 

enriched for histone modifications associated with transcriptional activation, namely 

acetylation of lysine 27 on histone H3 (H3K27ac) and methylation of lysine 4 on histone 

H3 (H3K4me)(1, 13, 14)⁠⁠ . Additionally, production of small, abortive RNAs have been 

identified flanking accessible chromatin regions. While initially believed to be unique to 

higher eukaryotes, these small RNAs have been identified in Nematostella and 

Neurospora, indicating that these may in fact be evolutionarily conserved features of 

accessible promoters and regulatory regions in eukaryotes(15)⁠. 

Accessibility of these regions are regulated by transcription factor binding and 

subsequent rearrangement of nucleosomes. This rearrangement can be a result of simply 

competition between nucleosomes and transcription factors for unoccupied DNA (16–

18)⁠. Conversely, nucleosomes can be actively rearranged by transcription factors and 

ATP-depending nucleosome remodelers. For example, transcription factors can bind to a 

promoter region, which then triggers recruitment of nucleosome remodelers which can 

evict or reposition nucleosomes. This newly accessible chromatin can then be occupied 

by RNA polymerase II, resulting in transcription (Fig. 1.2). It is unclear whether the act 

of transcription itself plays a role in regulating chromatin accessibility. While small 

abortive transcripts appear to be evolutionarily conserved, there has not yet been direct 

evidence of these transcripts regulating accessibility of chromatin. 

Function and control of chromatin domains 

DNA-protein interactions regulate key cellular functions such as gene 

transcription, cell-cycle progression, and DNA repair. In eukaryotes, DNA-protein 

interactions are the fundamental organizational units of chromatin, which drives 
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organization of the genome within the nucleus into distinct domains: densely packed, 

transcriptionally repressed heterochromatin and loosely packed, transcriptionally active 

euchromatin (19, 20)⁠). This organization is fundamentally established by interactions 

between DNA and an octamer of core histone proteins (two each of H2A, H2B, H3, and 

H4) to form a nucleosome (21)⁠ ). Histones contain a globular domain, which provide a 

platform for approximately 150 base pairs of DNA to wrap around the core histones (20)⁠. 

Histones also contain flexible tails which extend out of the nucleosome (22, 23)⁠). These 

tails can be reversibly modified post-translationally by histone methyltransferases or 

demethylases, histone acetyltransferases or deacetylases, or other post-translational 

modification machinery (Fig. 1.1) (24, 25)⁠ . 

These modifications can provide a means of establishing a secondary genetic 

code, coined the “histone code” by Strahl and Allis in 2001 (13)⁠. This “histone code” can 

be interpreted by chromatin readers and therefore signal recruitment of downstream 

regulatory proteins or preclude binding of these proteins. These two mechanisms of 

regulation are not necessarily mutually exclusive, and there is evidence of “crosstalk” 

between histone modifications (26–28)⁠, adding a layer of complexity to both control of 

these modifications and interpretation of modifications by chromatin readers. 

While chromatin dynamics and histone modifications have been implicated in 

myriad cellular processes, perhaps their most fundamental role lies in the regulation of 

gene transcription. Indeed, decades of work has demonstrated a role for histone 

modifications in transcriptional activation or repression (1, 3, 13, 29)⁠. Much of this early 

work, however, has been done in yeasts, which lack repressive chromatin pathways found 

in higher eukaryotes (29–31)⁠. Additionally, many components of heterochromatin 
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pathways are essential in higher eukaryotes, making it difficult to study their role in these 

organisms. The model filamentous fungus Neurospora crassa, however, shares features 

of heterochromatin with higher eukaryotes that are missing from other simple model 

fungi, including S. cerevisiae, S. pombe, and Aspergillus (32)⁠.  Studies in Neurospora 

have provided insight into fundamental mechanisms of chromatin dynamics and is used 

here as a model to further understand regulation and control of both active and repressive 

chromatin domains. 

Two key histone modifications are associated with distinct repressive 

heterochromatin domains: H3K9me3 (constitutive heterochromatin) and H3K27me3 

(facultative heterochromatin). These domains are established in different parts of the 

genome, have different qualities, and perform different functions, as described below. 

Constitutive heterochromatin 

Work in the fission yeast Schizosaccharomyces pombe first demonstrated that tri-

methylation of lysine 9 on the tail of histone H3 (H3K9me3) leads to a condensed 

chromatin state, establishment of constitutive heterochromatin, and subsequent 

transcriptional silencing (33–35)⁠. Additionally, H3K9me3 is a critical component of 

centromere formation in many eukaryotes, and is associated with silencing transposable 

elements which, if transcribed, could be detrimental to the cell (29, 33, 36, 37)⁠. 

Work in the model filamentous fungus Neurospora crassa has been critical to 

understanding fundamental mechanisms controlling heterochromatin control and function 

(Fig. 1.3). Constitutive heterochromatin in N. crassa occupies repeat-rich regions of the 

genome, namely transposable element relics and centromeres. Constitutive 

heterochromatin consists of DNA methylation, H3K9me3, and hypoacetylation of histone 
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H3. Heterochromatin is nucleated at cytosine residues at A:T-rich DNA. The 

methyltransferase complex DCDC (DIM-5; DIM-7; DIM-9; CUL4; DDB1) is recruited 

by unknown mechanisms to these regions, and H3K9me3 is catalyzed by the histone 

methyltransferase DIM-5. This H3K9me3 is recognized by the chromodomain H3K9me3 

reader HP1 and DNA methyltransferase DIM-2. This is followed by the histone 

deacetylase complex HCHC (HP1, CDP-2, HDA-1, CHAP). Histone deacetylation and 

DNA methylation then promotes further H3K9me3 by DCDC, ultimately resulting in a 

repressive chromatin domain (38–41)⁠. 

Facultative heterochromatin 

Facultative heterochromatin is defined by methylated lysine 27 on histone H3 

(H3K27me) (42, 43)⁠. This chromatin mark is established by Polycomb group  (PcG) 

proteins, of which there are two major PcG complexes: Polycomb repressive complex 1 

(PRC1) and Polycomb repressive complex 2 (PRC2). PRC2 in Drosophila is composed 

of four core subunits: the histone methyltransferase Enhancer of zeste (Ez), the Zinc-

finger protein Suppressor of zeste (SuZ12), the histone binding protein p55, and the 

WD40 protein Extra Sex Combs (ESC) (44)⁠. PRC2 is responsible for catalyzing 

H3K27me at repressive domains, and is conserved among plants, animals, and some 

fungi (32)⁠. 

PRC1 is composed of Polycomb (PC), Polyhomeotic (PH), Posterior sex combs 

(PSC), and Sex Combs Extra/dRING (SCE/dRing) (44)⁠. Its role in facultative 

heterochromatin seems to vary between organisms, but ubiquitination of lysines 118/119 

on histone H2A (H2AK118/119ub1) seems to be a hallmark function of PRC1 (45)⁠ ). 

Additionally, PRC1 directly interacts with H3K27me3 and has been shown to inhibit 
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chromatin remodelers and thus mediate chromatin accessibility (46, 47)⁠. PRC1 is 

conserved in animals (43)⁠. Arabidopsis has a functional homolog to PC and multiple 

homologs of PSC and SCE/dRING which mediate H2A ubiquitination (48, 49)⁠ ). PRC1, 

however, seems to have been lost in fungi, and no functional homologs have been 

identified (32)⁠. 

Polycomb group proteins were first discovered in Drosophila melanogaster, 

where H3K27me3 was shown to be critical for conditional gene silencing during 

Drosophila development (44, 50)⁠). For example, disruption of the Polycomb pathway 

leads to malformed body segmentation in Drosophila embryos (51, 52)⁠). Later work in 

mammals revealed a critical role in embryonic development (53–56)⁠, and there is a large 

body of work identifying the role of H3K27me3 in embryonic development and cellular 

differentiation (57–59)⁠). In plants, H3K27me3 is important for control of flower 

development, diurnal response, and cold response (60–63)⁠). 

Targeting of Polycomb group (PcG) proteins differs in higher eukaryotes. For 

example, in Drosophila there is strong evidence of Polycomb Response Elements 

(PREs), which are short DNA sequences that act to recruit PRC2 for H3K27me3 

deposition (64, 65)⁠). PcG appears to be targeted to CpG islands in humans (66, 67)⁠ ). 

Arabidopsis seems to share Drosophila targeting, as PREs have recently been identified 

in these organisms (68, 69)⁠. 

PcG proteins have been lost in some fungi. In fungi containing Polycomb-group 

proteins, H3K27me3 has been shown to regulate transcription of secondary metabolism 

biosynthesis clusters, providing a role for H3K27me3 in response to environmental cues 

in these organisms (32, 70, 71)⁠. Key work has been done in N. crassa to understand 
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fundamental mechanisms of control of H3K27me3 establishment. N. crassa possesses 

PRC2 yet lacks PRC1 (32)⁠. Neurospora PRC2 consists of four core subunits: the 

methyltransferase SET-7, Suz-12, ESC homolog EED, and CAC-3, which is a component 

of a number of complexes in Neurospora, including nucleosome assembly complex CAF 

(32)⁠ PRC2 is non-essential in fungi studied (Fig. 1.4) (32, 70, 71)⁠. This trimmed down 

facultative heterochromatin pathway allows for genetic studies of the PRC2 pathway and 

H3K27me3 that would not be possible in higher eukaryotes. N. crassa studies have 

demonstrated that H3K27me3 is localized to the telomeric and subtelomeric regions of 

the genome and is enriched over relatively large blocks of genes and promoters (32)⁠ . 

Further, deletion of the PRC2 catalytic subunit SET-7 results in loss of H3K27me3 and 

upregulation of normally silent genes marked by H3K27me3 (32)⁠. Other subunits of N. 

crassa PRC2 are necessary for proper H3K27me3 deposition. For example, CAC-3 is 

necessary for telomeric H3K27me3, while EED is necessary for all H3K27me3 (32)⁠ ). 

Studies aimed at understanding mechanisms of H3K27me3 establishment in N. 

crassa have identified at least two distinct pathways for H3K27me3 deposition by PRC2: 

subtelomeric and internal. Subtelomeric H3K27me3 has been shown to require sequence-

specific factors of recruitment, namely telomeric repeat sequences (72)⁠. Additionally, 

new PRC2 accessory proteins have recently been identified in establishing telomeric 

H3K27me3, although the mechanism by which they contribute to H3K27me3 

establishment has not been identified (73)⁠. Normal H3K27me3 establishment has been 

shown to require another histone modification, di-methylation of lysine 36 on histone H3 

(H3K36me2) (74)⁠. 
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In higher eukaryotes and the filamentous fungi Neurospora crassa and Fusarium 

fujikoroii, but not in model yeasts Saccharomyces cerevisiae or Schizosaccharomyces 

pombe, H3K36 is di-methylated by the histone methyltransferase ASH-1 (74, 75)⁠. This 

H3K36me is deposited independent of transcription, and in Neurospora it acts a 

repressive chromatin mark, and it plays an important role in priming chromatin for 

H3K27me2/3 (74, 75)⁠. In higher eukaryotes, H3K36me2 recruits the DNA 

methyltransferase DNMT3A and contributes to intergenic DNA methylation (76–78)⁠. 

There is no evidence of this in Neurospora, as there is no methylation at these regions in 

Neurospora methylome studies. This stark difference between Neurospora and humans 

presents a new role of H3K36me in eukaryotes. 

Interactions between heterochromatin domains 

While constitutive and facultative heterochromatin are both repressive domains, 

they are not interchangeable. These regions are mutually exclusive in normal cells, with 

constitutive heterochromatin occupying repeat-rich, A:T-rich DNA and H3K27me2/3 

being confined to repressed genes (38)⁠. Loss of constitutive heterochromatin can lead to 

invasion of facultative heterochromatin with negative consequences for the cell. This is 

seen in glioblastoma in humans, where disruption of DNA methylation leads to loss of 

H3K27me3 at native loci and re-distribution into heterochromatin domains (22, 79–81)⁠. 

Critical work in Neurospora has identified that this is a conserved phenotype. Loss of 

H3K9me3, but not DNA methylation, in Neurospora leads to redistribution of 

H3K27me3 into constitutive heterochromatin domains and loss of H3K27me3 from 

facultative heterochromatin domains. This redistribution of H3K27me3 leads to 

genotoxic stress and increased sensitivity to DNA-damaging agents (82). Later work 
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identified that this is mimicked in the H3K9me3 reader HP1 (83)⁠. Importantly, mass 

spectrometry experiments in cells lacking HP1 show that H3K27me2 and H3K9me3 co-

exist on the same nucleosome (83)⁠. These previous studies reveal a role in H3K9me3 and 

HP1 in protecting constitutive heterochromatin by excluding PRC2, yet the underlying 

mechanism remains unclear. The studies presented here attempt to address mechanisms 

of maintaining exclusivity of these two repressive chromatin domains via histone 

deacetylase activity, as well as mechanisms of preserving a repressive chromatin 

environment in the absence of constitutive and facultative heterochromatin machinery. 
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Figures 

 

Figure 1.1. Establishing the histone code. Approximately 150 base pairs of DNA wrap 

around core histones to form a nucleosome. Histone tails which extend out of the 

nucleosome can be modified, interpreted, and erased to form a secondary “histone code” 

which can regulate cellular processes. 
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Figure 1.2. Promoter dynamics and chromatin accessibility. Inaccessible gene 

promoters are bound by activating transcription factors. Transcription factor binding can 

recruit chromatin remodeling enzymes which can move or evict nucleosomes. TF 

occupation in the now accessible promoter allows for binding by RNA polymerase II. 

Transcription at the promoter can be bidirectional, producing both mRNA products and 

short, non-coding RNAs. 
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Figure 1.3. Establishment of constitutive heterochromatin. A:T-rich DNA (light blue) 

recruits the H3K9 methylatransferase complex DCDC. H3K9me3 is catalyzed by DIM-5. 

This H3K9me3 is bound by the H3K9me3 reader HP1, which recruits the histone 

deacetylase complex HCHC for histone deacetylation by HDA-1. HP1 further recruits the 

DNA methyltransferase DIM-2, and histone deaceylation by HCHC allows for further 

H3K9me3 by DCDC. 
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Figure 1.4. Establishment of facultative heterochromatin. Polycomb repressive 

complex 2 (PRC2) is recruited to chromatin by an unknown mechanism. PRC2 catalyzes 

H3K27me3 via the histone methyltransferase SET-7, resulting in gene repression. 



 

 22 

 

 

CHAPTER 2 

CHROMATIN ACCESSIBILITY PROFILING IN NEUROSPORA CRASSA REVEALS 

A ROLE FOR H3K36ME3 IN LIMITING CHROMATIN 
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Abstract 

 Regional differences in chromatin accessibility contribute to transcriptional 

regulation. Work in yeast and higher eukaryotes has described accessible regions, but 

little work has been done in filamentous fungi. Here we present a genome-scale 

characterization of accessible chromatin regions in Neurospora crassa, which revealed 

characteristic structural features of accessible and inaccessible chromatin. We report 

features of both accessible and inaccessible chromatin, including the presence of histone 

modifications, types of transcription, transcription factor binding, and nucleosome 

turnover dynamics. We also present a role for methylation of lysine 36 on histone H3 

(H3K36me) in limiting chromatin accessibility in N. crassa. With recent work describing 

the role of ASH-1-mediated H3K36me2 in gene repression and priming chromatin for 

deposition of H3K27me by Polycomb Repressive Complex, we wanted to know if 

H3K36me functions to repress chromatin accessibility in these regions. To determine 

whether ASH-1 or SET-2-mediated H3K36me was necessary for limiting chromatin 

accessibility, we created H3K36 point mutants mimicking acetylated H3K36 (H3K36Q) 

and unmodified H3K36 (H3K36R) and performed ATAC-seq in these strains as well as 

the H3K36 tri-methylase deletion mutant, Δset-2. 

Introduction 

 Functionally distinct chromatin environments are defined by characteristic 

molecular features including histone modifications, occupancy of DNA- and chromatin-

binding proteins, and varying degrees of chromatin accessibility (for a review, see 1⁠). 

Euchromatin is traditionally defined as transcriptionally active and marked by histone H3 

acetylation (H3Kac), histone H3 lysine 4 methylation (H3K4me1/2/3) (10, 11)⁠, and 
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histone H3 lysine 36 trimethylation (H3K36me3) in bodies of transcribed genes, but not 

in promoters (12–14)⁠. Conversely, heterochromatin is transcriptionally repressed and 

marked by histone H3 lysine 9 methylation (H3K9me3) (2–4)⁠⁠or histone H3 lysine 27 

methylation (H3K27me2me3) (5–8)⁠⁠. In N. crassa, H3K36 methylation is also found in 

both promoters and gene bodies of silent genes (9). In addition to these contributing 

factors, chromatin environments can also be defined by the presence of histone variants 

such as histone H2A.Z, which is found surrounding transcriptional start sites and within 

vertebrate enhancers (10–14)⁠. 

 Euchromatic and heterochromatic environments display marked differences in the 

level of chromatin accessibility to DNA-binding proteins or other regulatory factors. The 

Assay for Transposase-Accessible Chromatin (ATAC-seq) method has proven to be 

useful tool for characterizing chromatin accessibility in eukaryotes at a higher resolution 

and with greater reproducibility than other methods such as DNaseI hypersensitivity 

(DNase-seq) or formaldehyde-assisted assays (FAIRE-seq) (15)⁠. This method has been 

used in yeasts, animals, and plants to identify promoter and enhancer environments (15–

18)⁠; however, work in non-yeast fungi is limited. We have applied this technique to the 

model filamentous fungus Neurospora crassa in order to define chromatin features 

associated with accessible and inaccessible chromatin and to identify specific chromatin 

components that regulate chromatin accessibility patterns in the N. crassa genome. A 

recent study investigated histone modifications and small RNAs at cis-regulatory 

elements in cnidarians, fungi, and human cells, providing evidence that small RNAs or 

RNA polymerase activity are evolutionary conserved features of accessible chromatin 

(19)⁠⁠⁠; our work examines in more detail fundamental features of chromatin accessibility. 
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 As an example, it has been well established that binding of pioneer transcription 

factors within promoter regions is important for creating an open chromatin environment 

and promoting transcriptional activity (20–23). Previous MNase experiments in N. crassa 

have shown that binding of the light-response master regulator white collar complex 

(WCC) subunit white collar 2 (wc-2) can change nucleosome organization at promoters 

of WCC-inducible genes  (24)⁠⁠. Additionally, application of ATAC-seq in the pathogenic 

basidiomycete Cryptococcus neoformans has demonstrated that transcription factor ZNF2 

and the SWI/SNF complex create chromatin accessibility at filamentation genes during 

filamentation (18)⁠. 

 Recently, the Benner lab has developed a method of extracting and quantifying 

regulatory elements from bulk RNA in a panel of eukaryotes, including N. crassa (19) ⁠⁠⁠⁠. 

This method involves isolating capped small RNAs (csRNAs) that are the result of 

abortive transcription, resulting in putative regulatory RNAs that are ~40-60 bp in length. 

Through mapping and quantification of these small RNAs, Duttke at el. identified 

~16,000 csRNAs, including unstable transcripts at gene-distal regions of highly 

expressed genes characteristic of regulatory RNAs of metazoan enhancers. Further, they 

identified an evolutionarily conserved role for active H3K27ac and H3K4me3 in the 

organisms studied. This study lacked chromatin accessibility data for N. crassa, and here 

we provide further evidence of large, highly accessible domains that are enriched with 

csRNAs, similar to enhancers. 

 Methylation of H3K36 is mediated by a single histone methyltransferase, SET2, 

in yeasts (25–28)⁠⁠. This SET2-mediated H3K36me is associated with transcriptional 

elongation and recruits chromatin remodelers and histone deacetylases to repress spurious 
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intergenic transcription at cryptic promoters (for a review, see 28)⁠. Neurospora and the 

closely related Fusarium fujikoroi, however, encode two H3K36 methyltransferases 

(SET-2 and ASH-1) (29, 30)⁠. Like yeast SET2, Neurospora SET-2 trimethylates H3K36 

along gene bodies and is presumably targeted by elongating RNA polymerase (29)⁠. 

Neurospora ASH-1, instead, deposits mono- and di-methylation on H3K36 residues 

across promoters and gene bodies of silent genes in a transcriptionally independent 

manner (9)⁠⁠. These regions of ASH-1 catalyzed H3K36me2 co-localize with H3K27me2/3 

and contribute to Polycomb Repressive Complex 2 (PRC2)-mediated repression. 

Neurospora genes marked by H3K36me2 are transcriptionally repressed and prime 

chromatin for H3K27me2/3 by PRC2. 

 We show here that promoters marked by H3K27me2/3 and ASH1-dependent 

H3K36 methylation or ASH1-dependent H3K36 methylation alone are inaccessible. We 

used genetic manipulation of the essential H3K36 residue to test whether H3K36 

methylation limits chromatin accessibility in Neurospora. We created single residue 

mutations of H3K36 by replacing H3K36 with a glutamine (H3K36Q) to mimic an 

acetylated H3K36 residue or replacing H3K36 with arginine, to mimic unmodified 

H3K36 (H3K36R) using the dominant selectable marker hygromycin to maintain these 

mutations within N. crassa cells. We then took advantage of the ability of Neurospora to 

maintain a mixed population of nuclei in heterokaryons and we manipulated the gene 

dosage of H3K36 mutant histones to examine the function of this residue. We have 

shown that disruption of H3K36me leads to hyperaccessiblity in Neurospora. This 

indicates that H3K36 plays an important role in limiting chromatin accessibility in 

Neurospora promoters. 
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Materials and Methods 

Culture growth conditions 

 All liquid cultures were grown in Vogel’s minimal medium with 1.5% sucrose 

with shaking at 32° C for 18 hours. H3K36mut strains were grown and maintained in 

Vogel’s minimal medium containing 100 ug/ml hygromycin (1x). Linear growth assays 

and ATAC-seq assays for H3K36mut strains contained 1x (100 ug/ml), 2x (200 ug/ml), or 

5x (500 ug/ml) hygromycin in Vogel’s minimal medium with 1.5% sucrose. 

Strain construction 

 Strains were constructed using N. crassa using standard protocols (31)⁠⁠. H3K36 

point mutants were made as described in (32). In brief, H3K36 mutations to glutamine or 

arginine were introduced by PCR using plasmid pK9L as the template. Mutant H3K36 

plasmids were linearized with XbaI and introduced into Neurospora strain S302 by 

electroporation. Strain S302 has the hH3 sequence from Fusarium graminearum in place 

of the native Neurospora hH3 and deletion of mus-51. Heterokaryotic strains were 

isolated and maintained on hygromycin. Heterokaryotic strain genotypes were confirmed 

by PCR followed with Sanger sequencing. 

 All strains used in this study are listed in Table S1 and primers in Table S2. 

ATAC-seq 

 ATAC-seq was performed as described in  (15, 16)⁠⁠. In short, overnight mycelial 

cultures were lysed in lysis buffer (15 mM Tris pH 7.5; 2 mM EDTA; 0.5 mM spermine; 

80 mM KCl; 20 mM NaCl; 15 mM (or 0.1% v/v) β-me; 0.3% TrixtonX-100) by placing 

mycelia in a petri dish and chopping mycelia with a razor blade. Nuclei were isolated 

through repeated filtering through miracloth followed by numerous rounds of gentle 
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centrifugation (1000 rpm for 5 minutes). Tn5 integration was performed using Tn5 

transposase pre-loaded with Illumina sequencing adaptors ⁠; samples were incubated for 

30 minutes at 37° C and fragmented DNA was isolated using the Qiagen MinElute kit 

(Cat#. 28004). Sequencing libraries were constructed using Phusion (ThermoFisher Cat # 

F549N) and amplified with primers provided in (15)⁠⁠. Libraries were cleaned using 

SeraPure beads (Fisher Cat. # 09-981-123) before submission for sequencing as described 

in (33)⁠⁠. Libraries were sequenced on an Illumina NextSeq 500 instrument by Georgia 

Genomics Facility at University of Georgia. 

Data Analysis 

 ATAC-seq reads were trimmed and quality scored with TrimGalore! 

(https://github.com/FelixKrueger/TrimGalore). Trimmed reads were mapped to the NC12 

genome (GCA_000182925.2_NC12) with BowTie2 using the –very-sensitive option and 

setting the maximum insert size set at 2000 bp (34). 

 Analysis of transcriptional start sites (TSSes) was performed on non-overlapping 

genes. In short, this list was generated by first generating a list of all TSSes in the 

Neurospora genome with the GenomicRanges package in R (35, 36)⁠⁠⁠⁠. This list was 

compared to the genome annotation file using bedtools closest to identify the distances 

between TSSes (37)⁠⁠. Only those genes with TSSes >1500 bp apart are included in the 

final non-overlapping genes list (n=5200). 

 Peaks were called using Genrich (https://github.com/jsh58/Genrich)⁠ using the 

ATAC setting (-j). Reads were separated by insert size using R (36)⁠⁠, and peaks less than 

115 bp were called using MACS2 with a q-value cutoff of 0.01 (38)⁠⁠⁠⁠. FunCat2 (39)⁠ was 

used for genome ontology analysis. Heatmaps and metaplots were made using deepTools 
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(40)⁠⁠. All peak comparisons were performed with bedtools (37)⁠. ATAC-seq peaks were 

annotated using ChIPseekeR (41)⁠ (36).⁠⁠ 

 Paired-end RNA-seq data was acquired from Joint Genomes Institute Community 

Sequencing Project 54089 and were mapped with HISAT2 (42)⁠  (38)⁠ using standard 

options. Counts were created with featureCounts (39)⁠⁠ and analyzed in R (36)⁠. All 

heatmaps were made using deepTools, and reads were normalized in deepTools for 

counts per million (CPM) (40)⁠⁠⁠⁠. 

Chromatin Immunoprecipitation (ChIP-seq) 

 ChIP-seq was performed as described in (32, 33)⁠ with the following antibodies: 

H3K27me2/3 (ActivMotif Cat# 39535, Lot# 1671401)2; H3K4me1; H3K4me2 (Ac-

tivMotif Cat# 29679, Lot# 31713007); H3K4me3 (Abcam Cat# ab1012); H3K36me3 

(Abcam Cat# ab9050, Lot# GR300388-1); H3K9me3 (ActivMotif Cat# 39161, Lot# 

14418003); H3K27ac; FLAG (Sigma Cat# F1804, Lot# SLBS3530V). Libraries were 

created and analyzed as described in (33)⁠. Libraries were sequenced as described above 

by Georgia Genomics Facility at University of Georgia. Motif analysis was performed 

with HOMER findMotif.pl using standard options (43)⁠⁠. ChIP-seq peaks were called using 

MACS2, with a q-value cutoff of 0.01 (38)⁠. 

 MNase-seq for hH3-3xFLAG was performed in cells eight hours after copper in-

duction. Cells were crosslinked in 1% formaldehyde and transferred to NPS buffer (10 

mM Tris-HCl, pH 7.5; 50 mM NaCl; 25 mM MgCl; 1 mM CaCl) and sonicated to shear 

the chromatin. MNase was performed with 20 U/�l Takara MNase (Cat # 2910A) at 37� 

C  for 60 minutes. MNase digestion was quenched with 10 mM EDTA and 100 mM 

NaCl. Anti-flag ChIP was performed as described above. 
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 ∆set-2 H3K36me2 ChIP-seq was taken from (9)⁠ (SRS3667122). hH2Az-GFP was 

taken from SRX7873264. wc-2-TAP chip was taken from (44) (SRR1578072). 

csRNA-seq analysis 

 csRNA-seq was downloaded from SRA (SRR9916743, SRR9916744, SRR91745, 

SRR9916746, SRR916747, SRR916748, SRR916749, SRR916750) and mapped to the 

NC12 genome (GCA_000182925.2_NC12 ) and analyzed using csRNA tools developed 

in HOMER as described in (19)⁠⁠.⁠ 

Data availability 

Data will be available via Gene Expression Omnibus (GEO) upon submission. 

Results 

Characterization of accessible chromatin regions in N. crassa 

 To characterize accessible regions in N. crassa, we performed ATAC-seq on 

overnight wild type mycelial cultures. Because this assay is sensitive to contamination by 

mitochondria, we first performed ATAC-seq in nuclei that were sorted by flow cytometry 

⁠ and nuclei that were not sorted. We compared the number of total reads from each 

experiment that mapped to the genome. Sorted nuclei had a 98.4% mapping rate while 

unsorted nuclei had a 98.5% mapping rate (Table S3). We next looked at the number of 

reads that mapped to each chromosome of the Neurospora genome. Sorted nuclei had a 

somewhat reduced number of reads that mapped to mitochondria (~15%) when compared 

to unsorted nuclei (~27%) (Fig. S1A; Table S3). 

 We next examined the distribution of ATAC-seq reads in sorted versus unsorted 

nuclei. We first called ATAC-seq peaks using Genrich from wild type sorted and 

unsorted nuclei (using standard parameters: minimum area under the curve of 200 bp, 
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significance threshold > 1, and p-value  < 0.01). We identified 7132 ATAC-seq peaks in 

wild type unsorted cells and 5181 ATAC-seq peaks in wild type sorted cells. Of the peaks 

we identified in sorted cells, 92% overlapped with peaks called in unsorted cells by 

bedtools intersect (n = 4772; Table S4). 

 We then plotted ATAC-seq enrichment in sorted and unsorted cells centered on 

the ATAC-seq peaks from unsorted nuclei. Comparison of these two experiments 

revealed that patterns of accessibility in Neurospora is unchanged in sorted and unsorted 

nuclei (Fig. S1B). This is confirmed in a browser shot of ATAC-seq reads of sorted and 

unsorted nuclei (Fig. S1C). Thus, sorting nuclei is not a sufficient to remove all 

mitochondrial contamination, and it is more efficient and cost-effective to proceed with 

unsorted nuclei with downstream removal of mitochondrial reads via samtools. All 

remaining experiments were performed with unsorted nuclei. 

 We next wanted to determine what chromatin environments are enriched with 

ATAC-seq signal. To do this, we first visually inspected ATAC-seq enrichment across 

the N. crassa genome using the Integrated Genomics Viewer (IGV). We found that 

chromatin accessibility is enriched in promoters and intergenic regions, yet limited or 

absent in gene bodies (Fig. 1A). Additionally, facultative and constitutive 

heterochromatin marked by H3K27me2/3 or H3K9me3, respectively, have low levels of 

chromatin accessibility (Figure 1A). 

 To quantify the level of accessibility in heterochromatin and euchromatin, we 

used bedtools intersect to determine the number of ATAC-accessible regions that overlap 

with H3K27me2/3 or H3K9me3 and have ATAC-seq enrichment (Table S5). 

H3K27me2/3 is enriched in 309 domains covering 6% of the genome (45)⁠. We identified 
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68 ATAC-seq peaks that overlap with called H3K27me2/3. The average density of 

ATAC-seq peaks in these domains is 0.27 peaks per 10kb.  We also wanted to quantify 

the number and density of peaks in constitutive heterochromatin marked by H3K9me3. 

454 domains are enriched for H3K9me3 covering approximately 18% of the genome. 198 

ATAC-seq peaks overlapped with H3K9me3 with an average peak density of 0.32 peaks 

per 10 kb The remaining 6620 ATAC-seq peaks are found in regions that lack H3K9me3 

or H3K27me2/3, with an average density in euchromatin of 2.1 ATAC-seq peaks per 10 

kb. 

 In general, accessible regions appeared to be restricted to promoter regions of N. 

crassa genes (Fig. 2.1A). To determine if accessibility was a global feature of promoters, 

we averaged ATAC data across all promoters and plotted the distribution (Fig. 2.1B). 

This confirmed that ATAC-accessible regions are present in 5’ regions of genes. We next 

wanted to ask if N. crassa promoters exhibit distinct patterns of accessibility. We did this 

by plotting a heatmap of ATAC-seq enrichment across 3000 bp (+/- 1500 bp) of DNA 

centered on the transcription start site (TSS) of each Neurospora gene (Fig. 2.1C). It was 

difficult to discern organization of accessible regions at the single-gene level because the 

N. crassa genome is compact and many intergenic regions contain a second promoter 

within the 3000 base pair window plotted for each gene (e.g. nearby or divergently 

transcribed genes share the same intergenic space; Fig. 2.1C, Left). To remove this 

confounding variable and better ascertain the diversity of accessible chromatin structures 

in N. crassa promoters, we examined the distribution of ATAC-seq reads only for genes 

without another annotated transcriptional start site within 1500 base pairs, which is the 

average intergenic space in N. crassa  (Table S2.6; see Materials and Methods) (46)⁠⁠. We 



 

 33 

interrogated the TSSes of these genes and performed naïve k-means clustering to 

determine patterns of accessibility within promoter regions. Here we show six k-means 

clusters to illustrate groups of genes with distinct patterns of chromatin accessibility at 

gene promoters (Fig. 2.1C, Right). This analysis reveals that the size and pattern of 

ATAC-accessible chromatin varies throughout the Neurospora genome. For example, 

Cluster 1 and 2 show broad, highly accessible domains, with Cluster 1 showing some 

extension into the gene body compared to Cluster 2. Cluster 3 shows a narrow region of 

high accessibility at the TSS, whereas Cluster 4 ATAC-seq enrichment has a similar 

enrichment pattern with a moderately lower level of enrichment. Cluster 5 enrichment is 

lower and broader than Clusters 1-4, and Cluster 6 shows general depletion of ATAC-seq 

signal. While the differences between some of these clusters may be subtle, we feel the 

separation as shown illustrates the nuanced variety of chromatin accessibility patterns in 

N. crassa promoters. 

 Given the differences in ATAC-seq enrichment levels and patterns in N. crassa 

promoters, we wanted to know if there was a correlation between promoter structure and 

transcript level. Violin plots of transcripts per million (TPM) of genes within each k-

means cluster reveals little difference in transcriptional activity between clusters Fig. 

2.1D). This suggests that chromatin accessibility in N. crassa does not necessarily result 

in mRNA transcription. Instead, it is likely that accessible chromatin regions correspond 

to binding sites of both transcriptional activators and repressors.   

 We next asked if distinct promoter structures were enriched for any functional 

categories of genes. To do this, we used peaks called from unsorted nuclei, as described 

above  (n = 7132). We then ranked peaks by size and focused on accessible regions 
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greater than 2 kb (n = 84). We wanted to know what genes could be associated with these 

accessible regions, and possibly regulated by complex promoters with large accessible 

regions, so we annotated peaks to their closest genes (Table S2.4; Fig. 2.1E). Gene 

Ontology (GO) analysis of the genes annotated to these regions revealed that genes with 

large, hyperaccessible promoter regions are significantly enriched for sequence-specific 

DNA binding, transcription factor activity, and regulation of transcription (Fig. 2.1F; 

Table S2.7). Closer inspection of these genes also reveals that they are involved in 

cellular processes including light response, conidial separation, and other master 

regulatory functions, including the carbon catabolite repressor cre-1, and a member of the 

light-response pioneer factor complex WCC, white collar 1 (wc-1). 

 Because gene annotation software determines annotated genes based on distance 

from the feature of interest, and these regions could annotate to more than one gene, we 

were concerned that the annotation software was giving us inaccurate results. We 

therefore completed the same analysis using Cluster 1 and Cluster 2 from Fig. 1C (Table 

S2.6).  Our analyses revealed that Cluster 2 is enriched for genes which are annotated to 

have transcriptional roles (i.e. RNA Pol2 activity, TF binding, and sequence-specific 

DNA binding), while Cluster 1 is more enriched for signal transduction activity (Fig. 

S2.2; Table S2.7). This supports our finding that hyperaccessible regions are enriched for 

transcription-associated genes from our annotated peak analysis. 

ATAC-seq is a powerful tool to characterize pioneer transcriptional factors 

 We hypothesized that DNA-binding proteins compete with nucleosomes to create 

accessible regions. To determine if this is indeed the case, we examined rates of 

nucleosome exchange across the N. crassa genome using an inducible hH3-3xFLAG 
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protein. We first introduced an H3-3xFLAG fusion protein (hH3:3xflag) under the 

control of a copper-inducible promoter, and we confirmed that the H3-3xFLAG protein is 

induced under copper limiting conditions and incorporated into chromatin (Fig. 2.2A). 

We then performed ChIP-seq following MNase digestion (MNase-ChIP) to identify 

regions with high H3-3xFLAG enrichment, reasoning that incorporation of newly 

synthesized H3-3xFLAG would preferentially occur in regions with high rates of 

nucleosome turnover (i.e. due to competition between TFs and nucleosomes). Similar 

approaches have been validated in other systems (44)⁠. We plotted H3-3xFLAG 

enrichment after 8 hours of induction and found high levels of H3 turnover correspond to 

ATAC-seq peaks (Fig. 2.2B). We then examined nucleosome turnover (i.e. H3-3xFLAG 

enrichment) across all ATAC-seq peaks. These data reveal ATAC regions exhibit high 

nucleosome turnover (Fig. 2C). 

 We next wanted to investigate the co-occurrence and relative contributions of 

various chromatin features that function to maintain chromatin structure in N. crassa. As 

a proof of concept, we first asked if disruption of the White Collar Complex (WCC) 

would lead to altered patterns of accessible chromatin measured by ATAC-seq. 

Transcription factors have been demonstrated to provide a mechanism for creating 

chromatin accessibility at gene promoters, and Sancar and colleagues previously 

implicated WCC in maintenance of accessible chromatin using MNase assays in wild 

type and strains lacking a functional WCC. Thus, WCC is proposed to function as a 

pioneer transcription factor to open chromatin (24)⁠. We asked if ATAC data might 

provide comparable or even more robust results than MNase assays by performing 

ATAC-seq assays in wild type and the wc-2 mutant. We plotted ATAC-seq reads across 



 

 36 

all WCC binding sites (44)⁠⁠ for wild type and the wc-2 mutant. We observed a striking 

reduction of ATAC accessibility in the Δwc-2 mutant. These data confirm that 

transcription factors are key drivers of open chromatin (Fig. 2.2D,E). To rule out the 

possibility that our observation of reduced chromatin accessibility at WC-2 binding sites 

in Δwc-2 is not an experimental artefact, we compared heatmaps of wild type ATAC-seq 

and Δwc-2 ATAC-seq and found no overall loss in ATAC-seq enrichment genome-wide 

(Fig. S2.4). 

ATAC-seq regions are associated with non-coding transcriptional activity 

 We next wanted to identify other chromatin features that correlate with accessible 

chromatin. Recent work identified small abortive transcripts (capped small RNAs; 

csRNAs) in Neurospora (19)⁠⁠, raising the possibility that small RNAs or active 

transcription is a feature of accessible chromatin in filamentous fungi. These small RNAs 

are short (< 60 bp); can be stable or unstable, as determined by read depth when 

compared to total RNA; and can be uni-directional, originating from the plus or minus 

strand, or bi-directional. Additionally, these RNAs are associated with accessible regions 

in other eukaryotes, as demonstrated by Duttke et al. (19)⁠. 

 To determine if these abortive transcripts are features of accessible regions in N. 

crassa, we compared the previously published csRNA transcript data to our ATAC-seq 

data. We first asked if regions that generate csRNA transcripts are accessible. We created 

a heatmap centered on the TSS of csRNAs sorted by stability and directionality as 

defined above. When we compare these transcripts to chromatin accessibility data, we 

find that the TSSes of csRNAs are accessible (Fig 2.3A). Similarly, a plot of csRNA 

transcripts across all ATAC-seq peaks reveals that csRNA transcription is occurring 
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adjacent to many accessible chromatin regions, however not all accessible chromatin 

regions contain high levels of csRNAS (Fig. 2.3B). 

 To quantify the extent of overlap between chromatin accessibility and csRNA 

transcripts. We used bedtools intersect to determine accessible chromatin regions that 

contain csRNA transcripts (Table S2.9) and found that 73% of accessible chromatin 

regions (n = 5213) overlap with at least one annotated csRNA transcript. Conversely, 

only 60% of csRNA transcripts (n = 9709) are found within accessible chromatin regions. 

Many of these csRNA transcripts appeared to flank accessible chromatin regions. This is 

a feature that is common among higher eukaryotic promoters and enhancers,. We 

therefore examined enrichment of csRNAs within 100 bp of accessible chromatin in 

Neurospora using bedtools closest. We found that 83% of ATAC-seq peaks either 

contained or occurred within 100bp of an annotated csRNA transcript (n = 5939). 

Conversely, approximately 9% of csRNAs were identified within these 100-bp regions (n 

= 1570). In total, 69% of csRNA transcripts either overlapped or were within 100 bp of 

an ATAC-seq peak (n = 11,393). Together, these data indicate that transcriptional activity 

is a widespread feature of accessible regions in N. crassa. 

H3K36me is refractory to chromatin accessibility 

 To identify additional chromatin features that are associated with accessible 

regions, we plotted enrichment of ChIP-seq data for various chromatin marks 

surrounding accessible regions (Fig. 2.4A). We performed naïve k-means clustering to 

construct heatmaps using all chromatin features to define patterns of chromatin features 

at both accessible and inaccessible regions. A heatmap centered on ATAC-seq peaks and 

reveals that all regions of accessibility are marked with the active chromatin marks 
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H3K27ac. The density of full length mRNA-seq reads was also plotted across these 

ATAC-seq peaks, indicating the direction of productive transcription. The heatmap in 

Fig. 2.4A further supports the conclusion that transcription of mRNAs is not associated 

with all accessible chromatin regions, as shown by the low level of mRNA enrichment in 

Clusters 3 and 4. H3K4me was correlated with productive transcripts but was not 

associated with accessible chromatin regions. 

 H2A.Z is associated with accessible regions in other organisms (10, 11, 14, 47–

49)⁠⁠.Moreover, H2A.Z is reportedly required for normal chromatin accessibility in in 

Embryonic Stem Cells (50)⁠. We compared previously published H2A.Z ChIP-seq (45)⁠ 

data to our ATAC-seq data and found that H2A.Z was enriched flanking most, but not all 

ATAC peaks (e.g. see Cluster  3). We then carried out ATAC-seq experiments in wild 

type and ΔhH2Az, which revealed that loss of H2A.Z did not have alter global patterns of 

chromatin accessibility in Neurospora (Fig. 2.4C). 

 Recent work has identified a novel role of ASH-1-mediated H3K36me2 in gene 

repression in Neurospora (9)⁠⁠. Namely, Bicocca et al. identified regions of the Neurospora 

genome that were both transcriptionally repressed and marked by H3K27me2/3 and 

H3K36me2 (9)⁠. We compared these data with our chromatin accessibility data and found 

a small number of ATAC-seq peaks that are marked by these repressive chromatin marks 

(Cluster 4 of Fig. 2.4A). Small regions of accessibility have been identified in facultative 

heterochromatin in other organisms; ATAC-seq experiments in Drosophila show that 

chromatin accessibility within Polycomb-target regions is limited to sites of Polycomb 

recruitment in a developmental-dependent manner (51). We therefore hypothesized that 

these may be PREs and ran a motif analysis of the sequences underlying these peaks 
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using HOMER (43)⁠. We did not identify any statistically significant DNA sequence 

motifs in these regions (Figure S2.4).  Next, we compared the pattern of ATAC-seq, 

H3K27me2/3 and ASH1-catalyzed H3K36 methylation across unique promoters. A 

heatmap centered on the TSS of distinct promoters shows that promoters marked by 

H3K27me2/3 and H3K36me2 or H3K36me2 alone are highly inaccessible (Fig. 2.4). 

Genetic analysis of H3K36 reveals a role in limiting chromatin accessibility in 

Neurospora 

 We wanted to determine if H3K27 or H3K36 methylation is important for 

limiting chromatin accessibility. We first performed ATAC-seq in a Δset-7 mutant and 

plotted the data across promoters as in Figure 2.4C. We observed no increase in 

accessibility globally or with H3K27me2/3 regions (Fig S2.5A).  We next focused on 

H3K36 methylation. ASH-1 is essential in N. crassa, making it difficult to examine the 

role of H3K36me2 in Neurospora. We instead made single point mutations in histone H3: 

H3K36Q (lysine to glutamine; acetyl mimic) and H3K36R (lysine to arginine: 

unmodified lysine mimic) marked with a hygromycin resistance gene (H3K36mut:hyg) 

using a Neurospora strain in which the native histone H3 had been replaced by the 

closely related Fusarium graminearum histone H3 (hH3::FgH3:bar) (32)⁠. Primary 

transformants backcrossed to a wild-type Neurospora strain yielded no progeny with the 

H3K36mut genotype, supporting the finding by Adhvaryu and Selker that H3K36 is a 

critical residue for Neurospora (29) . We took advantage of the fact that primary 

transformants of N. crassa contain a mixture of untransformed (wild type) and 

transformed H3K36mut nuclei, which enabled us to modulate the ratio of wild type to 

H3K36mut nuclei within Neurospora cells by using varying concentrations of hygromycin 
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(Fig. 2.5A). Sanger sequencing of the hH3 locus at increasing concentrations of 

hygromycin revealed that at 5x hygromycin concentration resulted in a 50% allele ratio 

of the H3K36mut genotype within the cell population (Fig. 2.5B). Linear growth 

experiments of these strains also revealed a dose-dependent growth phenotype in 

H3K36R and H3K36Q (Fig. S2.5B). 

 We performed ATAC-seq in the H3K36mut strains with 5x hygromycin 

concentrations. We also performed ATAC-seq in the H3K36me3 methyltransferase 

deletion Δset-2 to determine if changes in chromatin accessibility were due to H3K36me2 

or H3K36me3. To understand the role of H3K36me2 in accessibility, we called ATAC-

seq peaks in all strains and combined them into a master peak file to isolate all potential 

accessible chromatin regions and merged overlapping peaks using bedtools merge (Table 

S10). We plotted ATAC-seq enrichment over all peaks in order of enrichment (Fig. 

2.5C). While Δset-2 exhibits mild increase in accessibility compared to wild type, 

H3K36mut strains exhibit hyperaccessibility compared to wild type and Δset-2. 

 We used bedtools intersect to determine peaks that overlap between wild type and 

H3K36mut strains using bedtools intersect (Table S2.10). Our peak calling in H3K36Q and 

H3K36R grown in 5x hygromycin identified 5776 and 3108 peaks, respectively. We 

found that 96% of peaks in H3K36Q overlapped with wild type peaks (n = 5587), and 

99% of peaks in H3K36R overlapped with wild type peaks (n = 3087). Because almost 

all peaks identified in H3K36mut strains overlapped with wild type strains, we next plotted 

ATAC-seq enrichment across all genes in the same order as Figure 2.4C, but with the 

regions scaled to include the gene body and 500 bp up and downstream of the gene (Fig. 
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2.5D). We observed subtle gains in silent H3K36me3 or H3K27me3 regions (Clusters 1 

and 2), and a more striking increase in accessibility within typically accessible regions. 

Discussion 

 We have presented the first analysis of promoter structure and chromatin 

accessibility in a filamentous fungus using ATAC-seq. While these studies were first 

developed in yeast and later applied to higher eukaryotes, filamentous fungi are important 

in ecological, clinical, and evolutionary contexts and Neurospora crassa is an important 

model for chromatin and epigenetic studies due to shared pathways with higher 

eukaryotes. Our analyses have revealed properties of accessible promoter regions in 

filamentous fungi. It is also the first experimentally demonstrated report that facultative 

and constitutive heterochromatin regions are inaccessible in N. crassa. Notably, we show 

that accessible promoters are not necessarily correlated with transcription. Conversely, 

there is a strong correlation between accessible chromatin and H3 turnover. We present a 

model in which accessible chromatin results from a competition between promoters and 

DNA-binding transcription factors. Indeed, we confirm using ATAC-seq that WCC is 

required to open chromatin in WCC target promoters. Our data suggest that ATAC-seq 

provides a more robust method to analyze pioneer transcription factor activity than 

previously used methods such as MNase. 

 Our findings in combination with findings from Duttke et al. demonstrate that 

abortive transcription is a key feature of accessible chromatin, raising the possibility that 

enhancer-like elements are present in fungi. These have traditionally been considered to 

be absent from simpler eukaryotes but work in Neurospora and the cnidarian 

Nematostella (19, 52)⁠⁠ suggest that these may in fact be evolutionarily conserved 
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mechanisms of eukaryotic gene regulation. In higher eukaryotes, short unstable RNAs 

typically flank enhancers and promoters. Our integration of csRNA-seq and ATAC-seq 

suggests that these RNAs also exist in Neurospora. These RNAs may serve a number of 

different functions: (1) They could simply be results of promiscuous Pol II activity and 

play no real function at all;  (2) These could be regulatory RNAs; or (3) The act of 

transcription may be important in maintaining open chromatin in filamentous fungi. 

Recently, a new model of promoter/enhancer characterization has been proposed in 

which genomic regulatory elements have enhancer and promoter potential (53)⁠. This 

model defines promoters and enhancers as regulatory elements at any accessible 

chromatin region bound by transcription factors, with the ability to recruit Pol II and 

initiate transcription at either edge, which can positively influence transcription initiation 

at other regulatory elements. Therefore, it is likely that these RNAs themselves may not 

be regulatory, but Pol II recruitment to regulatory elements leads to some level of 

transcription, and the occupancy of Pol II at these sites helps to maintain their 

accessibility. 

 We did find a subset of annotated csRNA loci that were not associated with 

ATAC-seq peaks; however, these may reflect differences in growth conditions used for 

our ATAC-seq experiments and the csRNA experiments carried out by Duttke et al. 

Experimental variations including growth conditions, single versus mixed tissue type, and 

light exposure can produce quite varied results in Neurospora expression profiles. It will 

be important, therefore, to perform more in-depth at these putative cis-regulatory regions 

to determine the role and abundance of these types of RNAs.⁠ Importantly, the growth 

conditions of the csRNA-seq experiments performed by Duttke et al. vary from our 
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ATAC-seq protocol: csRNA-seq cultures were grown for two days at constant light, 

while ATAC-seq cultures were grown overnight at constant light. Therefore, matched 

experiments will allow for more fine-tuned associations between csRNA production and 

chromatin accessibility. 

 The presence of H3K27me2/3 in a small number of accessible chromatin regions 

also presents an interesting finding, suggesting that polycomb response elements may 

exist in filamentous fungi. While recent work has identified telomere repeat sequences 

and the presence of H3K36me2 as prerequisites for H3K27me via PRC2  ( 54, 55)⁠, the 

mechanism of H3K27me establishment in fungi remains elusive. More work will need to 

be done to determine if these accessible polycomb-target regions are indeed playing a 

role in recruitment of PRC2 and establishment of H3K27me. Our results support the 

findings reported in Bicocca et al., and suggest that H3K36me plays a role in gene 

repression. We extend these findings by showing that H3K27me2/3 and ASH1-

depedendent H3K36 methylation are correlated with inaccessible chromatin in 

Neurospora. 

 Anti-sense transcription at the Neurospora frq locus has been demonstrated to 

regulate circadian clock function via H3K36me3 (56, 57)⁠. The anti-sense transcript of frq 

(qrf) results in Pol II stalling at the frq locus, premature termination of transcription, and 

establishment of H3K36me3, which precludes binding by White Collar Complex (WCC) 

and therefore prevents initiation of sense transcription of frq and disrupts circadian clock 

function (56)⁠. Additional work in Aspergillus nidulans has demonstrated that loss of the 

lysine demethylase KdmB led to a transcription-independent increase of H3K36me3 at 

secondary metabolism biosynthesis clusters and global increased gene expression, 
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suggesting that this transcription-independent H3K36me3 acts as a transcriptional 

repressor in A. nidulans (58)⁠. 

 Importantly, we identified a potential role for H3K36me in limiting chromatin 

accessibility in Neurospora. Our genetic manipulation of H3K36 resulted in an increased 

accessibility phenotype within normally accessible chromatin regions. We hypothesize 

that insertion of H3K36MUT histones into the genome is stochastic; however, our 

experimental system does not provide a means of identifying the locations of H3K36MUT 

histones. A tagged histone mutant will need to be constructed to test this. Additionally, 

future ChIP-seq experiments in these H3K36mut strains will provide insight into any 

changes in histone modifications upon disruption of H3K36. 

 Additionally, it is possible that disruption of any lysine residue on a given histone 

could disrupt chromatin accessibility. Recent modeling using known affinity data of 

DNA with histones in different charge states does predict that change in H3K36 charge 

can lead to significant loosening of chromatin at the entry/exit position of nucleosomes 

(~20 bp preceding the section of the nucleosome that interacts with the globular domains 

of core histones) (59). This could provide insight into our hyperaccessibility phenotype, 

and possibly the essentiality of the H3K36 residue in Neurospora. It is possible that 

maintenance of charge state on this residue is critical for maintaining histone-DNA 

interactions. The same effect was predicted for H3K27ac, which provides support for this 

residue as a key factor in establishing chromatin accessibility. Importantly, this work did 

not find widespread changes in accessibility with all charge-altering post-translation 

modifications on all residues. This supports a hypothesis that our increased accessibility 
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phenotype is unique to H3K36. Further experimental work like ours  exploring other 

lysine residues can provide more insight into this. 

 The recent work investigating H3K36me in Neurospora could provide a model 

for gene repression in these fungi and has been proposed as a gene repression mechanism 

in fungi lacking H3K27me3 (4, 58)⁠. For example, ASH1-mediated H3K36me2 has also 

been studied in Fusarium fujikoroi. F. fujikoroi strains lacking ASH-1 mediated 

H3K36me2 exhibited increased expression of secondary metabolism biosynthetic clusters 

(30)⁠. H3K36me3 also performs a repressive role in S. cerevisiae  and S. pombe, where it 

is responsible for repressing cryptic transcription and heterochromatic silencing via 

recruitment of nucleosome remodelers and histone deacetylases (60–62)⁠. In Aspergillus, 

H3K36me3 was shown to contribute to silencing of the sterigomatocystin biosynthesis 

cluster (63)⁠. It is possible, therefore, that H3K36me plays a conserved role in gene 

repression in fungi, namely by contributing to a repressive local chromatin architecture, 

as suggested by the work here. 
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Tables 

Table S1. Strains used in this study 

Strain ID Genotype 

FGSC4200 Wild type 

S630 hH2A.z::hyg 

FGSC11124 wc-2::hyg 

S564 csr-1::pTCU-1:hH3:3x-FLAG:hyg 

Aft35-1,-2,-3 FgH3::NcH3K36Q::hyg 

Aft34-1,-2,-3 FgH3::NcH3K36R::hyg 

 
Table S2. Primers used in this study 
 
Primer name Sequence 

MF hH3 StuSplit CCCGGTCCGCACATACATAA 
H3K36 genotype internal GGCGAGCTGGATGTCCTTG 

H3 geno R GGCGAGCTGGATGTCCTTG 

K36R_F GCG GTG TCC GCA AGC CCC ACC 
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GTT ACA AGC CCG GTA CCG TCG 
CTC TC 

K36R_R CGG TGG GGC TTG CGG ACA CCG 
CCG GTG GAG GGG GCG GAC TTG 

K36Q_F GCG GTG TCC AGA AGC CCC ACC 
GTT ACA AGC CCG GTA CCG TCG 
CTC TC 

K36Q_R CGG TGG GGC TTC TGG ACA CCG 
CCG GTG GAG GGG GCG GAC TTG 

Table S3. Mapping statistics of sorted and unsorted nuclei 

Sample Total Reads Mapped 

Reads 

% 

Mapped 

Reads 

Chromoso

mal reads 

Mitochond

rial Reads 

% 

Mitochond

rial Reads 

Sorted 41,725,868 41,0725,868 98.4392 35,587,105 6,138,763 14.7121 

Unsorted 34,429,284 33,905,374 98.4783 25,119,456 9,609,828 27.0 

 

Table S4. WT ATAC-seq peaks 

ATAC-seq peaks called in WT sorted and unsorted strains. Overlapping peaks between 

unsorted and sorted strains. Annotated WT sorted peaks. 

Table S5. ATAC-seq peaks in heterochromatin regions 

Peaks that overlap with H3K27me3 regions and H3K9me3 regions. 

Table S6. Nonoverlapping genes 

Non-overlapping genes used for heatmaps. Clustered list of these regions. 

Table S7. GO analyses 

GO analysis results for ATAC regions > 2kb, as well as Clusters 1 and 2. 

Table S8. WC-2 peaks 

WC-2 ChIP peaks. 
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Table S9. csRNA-seq data 

csRNA-seq TSS clusters and all overlaps. 

Table S10. H3K36mut Peaks 

Peaks called in H3K36mut strains and all overlaps. 
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Figures 

Figure 2.1. Open chromatin is present in gene promoters and absent from 

heterochromatin. (A) IGV browser shots showing wild type ATAC-seq (blue), 

H3K27me3 (green) and H3K9me3 (red) localization on Linkage Group VII. (B) Metaplot 
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showing the average enrichment of ATAC-seq experiments across all N. crassa genes. 

(C) A k-means clustered heatmap centered on the TSS of all genes (left; k = 3) versus 

unique genes (right; k = 6) illustrates distinct patterns of chromatin accessibility in 

promoters. (D) Violin plots of transcript per million (TPM) values of genes visualized in 

C. TPM values are plotted in the same order as clusters in C.  (E) Representative browser 

shot of cre-1 (carbon catabolite repression) shows a large domain of chromatin 

accessibility (2520 bp). (F) GO analysis shows enrichment for DNA binding and 

transcription factor activity of genes with large intergenic hyperaccessible domains. 
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Figure 2.2. Chromatin accessibility is associated with nucleosome turnover and 

transcription factor binding. (A) Diagram of scheme using ectopic histone H3 under the 

control of a copper-regulated promoter to measure integration of new H3 (i.e. hH3 
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turnover). Western blot shows protein levels at 0, 1, 2, 3, 4, and 8 h after induction of H3-

3XFLAG. (B) A browser shot of the left arm of Linkage Group 1 (LGI-Left Arm) 

showing the overlap of histone turnover and chromatin accessibility. (C) The heatmap 

shows global overlap of chromatin accessibility and histone turnover. The heatmaps are 

centered on ATAC-seq peaks and ordered by peak size. (D) Representative browser shot 

of the frq locus and vvd locus showing enrichment of chromatin accessibility in WT and a 

Δwc-2 mutant. (E) A heatmap showing global enrichment of ChIP-seq and ATAC-seq 

experiments. Heatmap is centered on WC-2 peaks. 
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Figure 2.3. Chromatin accessibility is associated with non-coding transcriptional activity. 

(A) A heatmap of csRNA-seq reads centered on the TSS of csRNA transcripts ranked by 

enrichment of each subclass of csRNAs (SS: bi-directional stable; US: unstable pos-

strand, stable neg-strand; S: stable unidirectional; SU: stable pos-strand, unstable neg-

strand; UU: bidirectionally unstable; U: unidirectional unstable). (B) Heatmap centered 

on ATAC-seq peaks shows enrichment of csRNAs in relation to accessible chromatin 

regions. 
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Figure 2.4. Examination of chromatin features associated with ATAC-seq accessible 

regions (A) Heatmaps display enrichment for the indicated chromatin feature centered on 

all ATAC-seq peaks. (B) Heatmap of wild type and ΔH2Az ATAC-seq. Heatmaps are 
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centered on wild type ATAC-seq peaks. (C) Heatmap centered on TSSes of distinct 

promoters showing enrichment of chromatin accessibility, H3K27me2/3, and 

H3K36me2. TSSes are k-means clustered by patterns of enrichment in all samples. 
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Figure 2.5. Genetic analysis of H3K36 shows a role in maintaining chromatin 

accessibility in Neurospora. (A) Scheme for modulating concentration of nuclei of 

mixed genotypes using increasing levels of hygromycin. (B) Sanger sequencing traces of 

histone H3 showing allele ratio via nucleotide frequencies of H3K36mut at 0x-5x 

hygromycin concentration. (C) Heatmap showing ATAC-seq enrichment centered on all 

possible ATAC-seq peaks in wild type, FgH3, Δset-2, H3K36Q and H3K36R grown in 

5x hygromycin. (D) Heatmap showing ATAC-seq enrichment centered on gene bodies 

with +/- 500 bp flanks. Heatmaps are sorted as in Figure 4C. 
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Figure S2.1. Sorting nuclei does not fully remove mitochondrial contamination 

(A) Bar chart of mapped reads per chromosome. Sorted and Unsorted nuclei both exhibit 

reads mapped to mitochondrial contigs (chromosomes beginning with KC or KI). (B) 
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Heatmap of ATAC-seq enrichment surrounding ATAC-seq peaks called from unsorted 

nuclei. Patterns of enrichment do not change in sorted versus unsorted nuclei. (C) 

Representative browser shot of the left arm for LG I am showing overlap of sorted and 

unsorted nuclei ATAC-seq experiments. 
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Figure S2.2. Motif analysis results. Both known and de novo motif analyses of ATAC-

seq peaks within H3K27me2/3 regions as determined by HOMER. 
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Figure S2.3. GO analysis of genes from Cluster 1 and Cluster 2 in Fig. 1C. 

Gene Ontology (GO) analysis results for genes whose TSSes fall in either Cluster 1 or 

Cluster 2 in Fig. 1C. 
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Figure S2.4. Comparison of ATAC-seq experiments in wild type and Δwc-2. 

Heatmap showing ATAC-seq enrichment of all ATAC-seq peaks in wild type and Δwc-2. 

Heatmap is centered on wild type ATAC-seq peaks.   
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Figure S2.5. Linear growth assay of H3K36mut strains (A) Heatmaps of ATAC-seq 

reads in wild type and ∆set-7 centered on TSSes and ordered as in Figure 4C. (B) 

H3K36MUT rates of linear growth in the presence of hygromycin and wild type growth 

rate without hygromycin. Line graphs show linear growth rate. Photos are race tubes at 

completion of the experiment. 
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CHAPTER 3 

HDA-1 IS NEEDED FOR NORMAL PATTERNS OF H3K27ME3 IN NEUROSPORA 

CRASSA 
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Abstract 

 Reversible post-translational modifications to histone tails are important for establishing 

chromatin domains. Acetylation of some lysine residues on histones, which are established by 

histone acetyltransferases, create a relaxed chromatin environment by disrupting interactions 

between DNA and histone tails or by recruiting chromatin reader proteins. This modification is 

reversible by histone deacetylases (HDACs), and this deacetylation is critical for creating 

repressive heterochromatin domains. Limited studies in Neurospora implicated the sirtuins NST-

1,-3, and -5 involved in formation and silencing of PRC2-mediated H3K27me3 domains, and 

HDA-1 of the heterochromatin-specific deacetylase complex HCHC is important for maintaining 

but not establishing heterochromatin domains. We performed a targeted transcriptional screen of 

all viable HDAC deletion mutants in Neurospora to identify putative HDACs involved in PRC2-

mediated repression. We discovered that ∆hda-1 was the only single HDAC mutant to show 

upregulation of PRC2-target genes. ChIP-seq investigation showed that H3K27me3 re-localizes 

to heterochromatin domains in ∆hda-1. We also found that ∆hda-1 exhibited isolated loss of 

H3K9me3. Lastly, we identified an ectopic H3K27me2/3 phenotype in a nst-3 null mutant. 

Introduction 

Histone deacetylases (HDACs) are a class chromatin modifying enzymes that play an 

important role in establishing chromatin environments by modulating lysine residue charge on 

histone tails. These changes in charge can affect chromatin-DNA interaction or act as a signaling 

molecule for recruitment of downstream chromatin-associated machinery. HDACs have been 

shown to play a critical role in disease development in mammals, including cancer development, 

by disrupting normal patterns of histone modifications and downstream regulation of gene 

transcription. HDACs also play a role in production of small, non-coding RNAs by releasing 
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paused RNA polymerase II (Pol2) at cis-regulatory regions, including enhancer regions (1). 

Extensive work in yeast has demonstrated that HDACs are critical for heterochromatin 

formation, silencing of cryptic intergenic transcription, and stress response (2–5) , among other 

roles including cell cycle regulation and DNA repair mechanisms (2, 3). 

There are three classes of HDACs: Zn+-dependent HDACs (Classes I and II) and sirtuins 

(Class III). Class I and II HDACs are homologous to Saccharomyces cerevisiae Hos3 and 

Schizosaccharomyces pombe Clr3 and require Zn+ to catalyze lysine deacetylation. Sirtuins are 

homologous to S. cerevisiae Sir2 and are dependent on NAD+ to deacetylate lysine residues; the 

byproducts of these reactions are important components of other pathways within the cell (6, 7). 

Studying HDACs in higher eukaryotes has proven to be difficult due to the presence of 

many copies of homologous HDAC genes. Functional redundancy within this gene family, 

combined with promiscuity of these enzymes, makes it difficult to pinpoint the role of a single 

HDAC in biological processes. Additionally, HDACs can act on both histone and non-histone 

substrates, further clouding analysis of these enzymes. Neurospora possesses a relatively small 

family of HDACs, with the presence of four Zn+-dependent histone deacetylases (hda-1/-2/-3/-4) 

and seven sirtuins (nst-1/-2/-3/-4/-5/-6/-7). 

We wanted to understand the role of HDACs in regulation of repressive heterochromatin 

domains in Neurospora. Two types of heterochromatin are present in Neurospora: constitutive 

heterochromatin and facultative heterochromatin. Constitutive heterochromatin is found at 

centromeres and repeat-rich regions of the genome and is characterized by cytosine methylation, 

trimethylation of lysine 9 on histone H3 (H3K9me3), and histone hypoacetylation. Conversely, 

facultative heterochromatin is established at conditionally repressed genes by polycomb 
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repressive complex 2 (PRC2) and is characterized by trimethylation of lysine 27 on histone H3 

(H3K27me3). 

Some work has been done in Neurospora to characterize the role of HDACs in these 

processes, however these studies were limited and lacked whole-genome characterization of the 

effect of HDACs in global chromatin domains (8–11). For example, a ChIP-qPCR examination 

of a reporter strain using dominant selectable markers found that the sirtuins NST-1,-3, and -5 

were important for silencing at telomere regions in Neurospora (11). 

Investigation of the Neurospora HDAC HDA-1 has defined its role in a larger 

deacetylation complex HCHC (HP-1, CDP-2, HDA-1, CHAP) and is a key factor in establishing 

heterochromatin domains and DNA methylation in Neurospora by interaction with the 

heterochromatin-associated protein heterochromatin protein 1 (HP1) (8). HDA-1 deacetylates 

H2B and to a lesser extent H3 (10). A tethering scheme involving a LexAO locus within 

euchromatin also determined that HDA-1 is necessary for maintenance of heterochromatin, but 

not de novo establishment, providing some insight into the greater role of HDA-1 in 

heterochromatin formation in Neurospora. The Schizosaccharomyces pombe homolog of HDA-1 

(Clr3) is important for heterochromatin formation and transcriptionally-linked histone 

deacetylation. These processes recruit chromatin remodelers leading to a condensed chromatin 

state and subsequent repression (12). 

Prior studies have shown the importance of HDACs in Neurospora but have yet to look 

at global patterns of histone modifications or the role of HDACs in transcriptional regulation in 

Neurospora. Here, we have interrogated all non-essential histone deacetylases to determine their 

possible role in PRC2-mediated repression in Neurospora by RNA-seq and ChIP-seq. Our RNA-

seq experiments identified ∆hda-1 as the only HDAC to have a significant increase in 
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transcription of PRC2-target genes. Our ChIP-seq studies established that hda-1 exhibits 

selective loss of H3K9me3 and re-localization of H3K27me3 to heterochromatin domains. We 

have also demonstrated that ∆nst-3 exhibits spreading of H3K27me3 into heterochromatin 

domains with limited loss of H3K27me3 in native facultative heterochromatin domains. 

Methods 

Strains and growth conditions 

Strains are listed in Table 1. All strains except nst-3RIP were acquired from the 

Neurospora whole-genome knockout collection (16). Strains were grown in Vogel’s minimal 

medium with 1.5% sucrose. Strain genotypes were verified by visualization of gene loci in 

Integrated Genomics Viewer (IGV) from sequencing data (Fig. S3.1). 

Chromatin Immunoprecipitation (ChIP) 

ChIP was performed as described in (17) for H3K27me2/3 (Active Motif Mouse 

Monoclonal, Catalog # 39535, Lot# 16714012)and H3K9me3 (Active Motif Rabbit Catalog # 

39162).⁠ Sequencing libraries were created and analyzed as described in (17)⁠⁠. Libraries were 

sequenced as described above by Georgia Genomics Facility at University of Georgia. 

Data analysis 

ChIP-seq 

ChIP-seq reads were cleaned and trimmed using TrimGalore! Trimmed reads were 

mapped with BWA using the mem option with flagged secondary hits (bwa mem -M). Peaks 

were called using MACS2 using the broad option without input and with a q-value of 0.01. Peak 

files were merged to combine proximal peaks within 10kb domains using bedtools merge. Peak 

files were compared with bedtools intersect or subtract. Bigwig files for visualization were made 

using deepTools bamCoverage with the following options: -bs1 –normalizeUsing CPM, --
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ignoreDuplicates. Heatmaps were created using deepTools computeMatrix plotHeatmap. 

Karyoplots were created using karyoploteR using bigwig files from deepTools output. Browser 

tracks were created with IGV. 

RNA-seq 

RNA-seq reads were acquired from JGI Community Sequencing Grant 54039. Paired 

RNA-seq reads were first de-interleaved using bbmap’s reformat.sh. Paired read files were then 

trimmed using trimGalore!. Trimmed reads were mapped to the NC12 genome using HISAT2 

with standard options. Read counts were created using featureCounts with the following options: 

-t exon -g gene_name -s2 -p –primary. A gtf of the assembled chromosome only was used. 

Counts to  transcripts per million (TPM) normalization was performed in R. 

TPM read counts were used to make heatmaps with heatmap.2. Hierarchical clustering of 

standardized read counts was performed in heatmap.2 with the standard options 

(clustering_method = ward.D, clustering_distance_cols = Euclidian) and rows were scaled to 

give a z-score. Volcano plots were created in R with EnhancedVolcano. 

Results 

Δhda-1 shows increased expression of PRC2-target genes 

HDACs have been implicated in control of PRC2-mediated repression in Neurospora 

(10, 11). However, these studies lacked genome-wide analysis of the effect HDACs on gene 

expression. We performed RNA-seq in single deletion mutants in the 10 non-essential 

Neurospora HDACs in an attempt to understand how HDACs contribute to PRC2-mediated 

repression in Neurospora. A boxplot of log2-transformed transcripts per million (TPM) of read 

counts of PRC2-target genes shows that Δhda-1 has the largest increase in the mean expression 

of these genes (Fig. 3.1A). Principal component analysis of PRC2-target gene expression values 
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shows that ∆hda-1 is unique in its expression profile, supporting our finding that it is the only 

single HDAC deletion mutant to have increased mean expression of these genes (Fig. S3.2). 

Hierarchical clustering analysis of normalized expression values of all strains studied 

shows that ∆hda-1 upregulates a small number of genes globally compared to other HDACs 

(Fig. 3.1B). Focusing in on PRC2-target genes shows a higher expression level of a subset of 

genes that is not shared between other HDACs (Fig. 3.1B). 

Differential expression analysis of Δhda-1 reveals 749 genes were differentially 

expressed in Δhda-1 genome-wide (n = 10,560; Fig. 3.1C). Of these differentially expressed 

genes, Δhda-1 has 624 genes that were significantly different from wild type, with a log2 fold 

change > 2 and 125 genes with a log2 fold change < 2, and an adjusted p-value <0.05. 

Differential expression analysis of PRC2-target genes reveals that 90 genes were differentially 

expressed in Δhda-1 versus wild type with a log2 fold change > 2  and adjusted p-value  < 0.05 

(n = 642; Fig. 3.1C). Gene ontology analysis of upregulated PRC2-target genes reveals no 

significant functional categories. This is expected due to a majority of PcG-target genes being 

uncharacterized in N. crassa (13). 

Δhda-1 shows re-localization of H3K27me2/3 and isolated depletion of H3K9me3 

There are two possible means by which HDA-1 is affecting PRC2-mediated silencing. 

The first is that HDA-1 is directly regulating PRC2-mediated silencing and/or H3K27me3 

deposition. The second is that HDA-1 is preventing H3K27me3 redistribution to constitutive 

heterochromatin like other members of the constitutive heterochromatin pathway. To test these 

two hypotheses, we performed ChIP-seq for H3K9me3 and H3K27me2/3 in an hda-1 deletion 

mutant. 
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We first examined H3K27me2/3 enrichment at PRC2-target genes that are upregulated in 

Δhda-1 and found reduced H3K27me2/3 (Fig. 3.2A). We next plotted a heatmap of 

H3K27me2/3 enrichment at genes showing at least 1.5 fold change increase in expression and 

genes with < 1.5-fold increase in expression (Fig. 3.2B). We found that genes marked by 

H3K27me2/3 that had at least a 1.5-fold increase in expression exhibited depleted H3K27me2/3 

while those with < 1.5-fold increase did not. Peak analysis in wild type Δhda-1 identified 148 

H3K27me2/3 peaks that are maintained between wild type and ∆hda-1, as depicted in the Venn 

diagram in Fig. 3.2D. 

Because loss of H3K9me3 in the histone methyltransferase deletion mutant Δdim-5 leads 

to redistribution of H3K27me2/3 and HDA-1 has a role in constitutive heterochromatin 

maintenance, we hypothesized that Δhda-1 may also be exhibiting losses of H3K9me3 and 

resulting in re-localization of H3K27me2/3. This would explain the increased number of 

H3K27me2/3 regions in Δhda-1. To test whether Δhda-1 exhibited changes in H3K9me3 

distribution, we performed ChIP-seq for H3K9me3 in a Δhda-1 strain and found that  Δhda-1 

exhibits isolated losses of H3K9me3 (Fig. 3.3A). To determine the extent of H3K9me3 loss in 

∆hda-1, we mapped enrichment of H3K9me3 in WT and ∆hda-1 as a heatmap centered on the 5’ 

or 3’ ends of heterochromatin domains ranked by H3K9me3 enrichment in WT (Fig. 3.3B). Peak 

analysis of H3K9me3 reveals that 247 of the 299 wild type H3K9me3 regions are maintained in 

Δhda-1. 

We next wanted to examine the relationship between H3K27me2/3 re-localization and 

H3K9me3 loss in ∆hda-1. We plotted H3K9me3 and H3K27me2/3 enrichment across 

constitutive heterochromatin regions as described above (Fig. 3.3C). We ranked regions by loss 

of H3K9me3 in ∆hda-1. Gain of H3K27me2/3 in ∆hda-1 is not limited to regions of H3K9me3 
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loss, as not all regions lacking H3K9me3 gain H3K27me2/3, and H3K27me2/3 is gained in some 

regions which maintain H3K9me3 in ∆hda-1.  Globally, 241 H3K27me2/3 peaks are found 

within H3K9me3 regions in ∆hda-1, and only 59 H3K9me3 peaks are unique to wild type. This 

indicates that H3K27me2/3 is enriched in constitutive heterochromatin in ∆hda-1, but 

H3K27me2/3 is not lost in all facultative heterochromatin domains as seen in other 

heterochromatin mutants, as demonstrated in the Venn diagram in Fig. 3.2D. 

Together, these results indicate that HDA-1 controls H3K9me3 in distinct regions of the 

Neurospora genome, but it is not necessary for genome-wide patterns of H3K9me3. HDA-1 is 

also important for limiting H3K27me2/3 and preventing invasion of PRC2 into heterochromatin. 

Δnst-3 exhibits ectopic H3K27me2/3 enrichment 

As part of our screen, we also performed H3K27me2/3 ChIP-seq in all available single 

HDAC mutants. Examination of these ChIP-seq experiments showed that nst-3RIP  showed a 

distinct ectopic enrichment of H3K27me2/3 (Fig.3. 4).  NST-3, along with NST-1 and NST-5, 

has been reported to contribute to subtelomeric gene repression and reduced H3K27me3 in a 

reporter strain (11). This study lacked genome-wide transcriptional data or global 

characterization of H3K27me3 in a nst-3 mutant, however. Our RNA-seq analysis revealed only 

31 PRC2-target genes that were upregulated in Δnst-3 (Fig. 3B). 

To compare patterns of H3K27me2/3 in nst-3RIP we first plotted a karyoplot of wild type 

H3K9me3 and H3K27me2/3 enrichment and H3K27me2/3 in nst-3RIP and ∆hda-1 (Fig. 3.5A). 

We found that nst-3RIP does exhibit changes in the distribution of H3K27me2/3 genome-wide 

with increased enrichment in heterochromatin similar to Δhda-1. Unlike Δhda-1, however, we 

found that H3K27me2/3 is gained in heterochromatin domains and mostly intact in native 

H3K27me2/3. A heatmap of native H3K27me2/3 domains centered on the 5’ and 3’ boundaries 
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in wild type and nst-3RIP shows that H3K27me2/3 enrichment is extended beyond the normal 

boundaries of these domains (Fig. 3.5B). Likewise, a heatmap of constitutive heterochromatin 

domains centered on the 5’ or 3’ boundaries show gains in some, but not all, domains. 

Additionally, this H3K27me2/3 enrichment extends beyond the normal boundaries of these 

domains (Fig. 3.5C). Peak analysis revealed a total of 387 H3K27me2/3 peaks in nst-3RIP. Of 

these, there are 233 regions of H3K27me2/3 that overlap with wild type H3K9me3 in nst-3RIP. 

Taken together, these results indicate that NST-3 plays a role in limiting the spread of 

H3K27me2/3, but not is not important in native H3K27me2/3 enrichment. 

Discussion 

Here we have provided genome-wide examination into the role of HDACs in regulating 

PRC2-mediated H3K27me. While sirtuins NST-1,-3,-5 have been implicated in telomeric 

silencing in Neurospora, we have not identified significant loss of H3K27me2/3 in single NST 

mutants. It is possible that there is functional redundancy between these sirtuins, and 

investigation of combinatorial deletions will reveal changes in H3K27me2/3 patterns. 

We have provided evidence that histone deacetylase activity is important for regulating 

H3K27me3 localization in Neurospora. Namely, we have identified HDA-1 as an important 

component in preventing invasion of PRC2 into heterochromatin domains. Additionally, we have 

shown that HDA-1 is important for maintaining H3K9me3 at some, but not all, heterochromatin 

domains in the N. crassa genome. Tethering of heterochromatin machinery to an artificial 

heterochromatin domain in Neurospora have shown that HDA-1 is necessary for maintenance, 

but not establishment, of H3K9me3 (12). Additionally, HDA-1 is important for proper DNA 

methylation in Neurospora (8, 9) and binding of the H3K9me3 reader and structural protein HP1 

(8). It is unclear, however, whether sites of preserved H3K9me3 in Δhda-1 are sites of new 
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H3K9me3 establishment or if maintenance of H3K9me3 is redundantly regulated, and this 

phenotype merely incomplete maintenance. 

We also identified a fraction of heterochromatin domains that gain H3K27me2/3 in 

Δhda-1. Interestingly, H3K9me3 is maintained at some of these domains. Additionally, we do 

not observe a complete loss of H3K27me2/3 in native facultative heterochromatin domains, 

unlike other heterochromatin deficient mutants such as Δdim-5 or Δhpo (14, 15). One hypothesis 

for this relocalization is that PRC2 is recruited to sites of histone acetylation. There is some 

evidence of this in Neurospora, as an H3K9ac mimic (H3K9Q) also exhibits translocation of 

H3K27me2/3 to heterochromatin in N. crassa (14) This can be tested in Neurospora easily by 

examining patterns of H3K27me2/3 in various histone acetylation mimic mutants. 

The combination of H3K27me2/3 re-localization in  ∆hda-1 and ectopic H3K27me2/3 in 

nst-3RIP suggests that both HDACs contribute to H3K7me2/3 localization; HDA-1 contributes to 

excluding H3K27me2/3 from heterochromatin domains while NST-3 appears to limit spreading 

of H3K27me2/3 outside of facultative heterochromatin domains.  It is unclear whether NST-3 

and HDA-1 share substrates, however HDACs are promiscuous and depend greatly on their 

associated HDAC complex for targeting. Therefore, it is possible that roaming activity of NST-3 

could contribute to this shared phenotype. Investigation of Δhda-1;Δnst-3 would provide insight 

into whether these two HDACs are indeed functionally redundant or acting in a shared pathway. 
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Tables 

Table 3.1. Strains used in this study 

Strain Genotype Source 

S2 (FGSC4200) wild type This study 

FGSC12003 hda-1::hph This study 

FGSC11158 hda-2::hph This study 

FGSC11175 hda-4::hph This study 

FGSC12403 nst-1::hph This study 

FGSC12078 nst-2::hph This study 

NCU03059 nst-3::hph This study 

FGSC11165 nst-4::hph This study 

FGSC14806 nst-5::hph This study 

NCU05972 nst-6::hph This study 

FGSC16002 nst-7::hph This study 
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S208 nst-3RIP Smith et al. (11) 

 

Table 3.2. Δhda-1 DGE values 

Table 3.3 Δhda-1 H3K27me2/3 peaks 

Table 3.4 Δhda-1 H3K9me3 peaks 

Table 3.5 Δhda-1 and WT H3K27me2/3 overlapping peaks 

Table 3.6 Δhda-1 H3K27me2/3 and WT H3K9me3 overlapping peaks 

Table 3.7 Δhda-1 H3K9me3 and WT H3K9me3 overlapping peaks 

Table 3.6 Δnst-3 DGE values 

Table 3.7 nst-3RIP H3K27me2/3 peaks 

Table 3.8 nst-3 RIP H3K27me2/3 and WT H3K27me2/3 overlapping peaks 

Table 3.9 nst-3RIP H3K27me2/3 and WT H3K9me3 overlapping peaks 
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Figures 

Figure 3.1. Δhda-1 shows increased expression of PRC2-target genes. (A) Box plot of 

transcripts per million (TPM) of PcG-target genes (n = 679) in wild type and all non-essential 

HDAC deletion mutants. (B) Hierarchical-clustered heatmap of TPM-normalized read counts of 
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all genes and PRC2-target genes. (C ) Volcano plots showing differentially expressed genes in 

Δhda-1 and wild type in all genes or PcG-target genes. Cut-offs: log2 fold-change > 2 and padj < 

0.05. 
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Figure 3.2. Δhda-1 shows loss of H3K27me2/3. (A) Browser shots of two genes that are 

significantly up-regulated in Δhda-1: browser shot showing reduced H3K27me2/3 and dot plot 

showing up-regulation in Δhda-1. Red dot: mean expression value. Red line: standard error. (B) 

Heatmap of H3K27me2/3 across the transcription start site (TSS) of all genes. Top: Genes with > 

1.5-fold increase in expression. Bottom: all other genes. (C ) IGV browser shot of Linkage 
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Group VII showing H3K27me2/3 changes in Δhda-1. Wild type H3K9me3 shown as a control. 

(D) Venn diagram showing overlap of H3K27me2/3 in wild type and Δhda-1 and overlap with 

wild type H3K9me3. 
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Figure 3.3. ∆hda-1 shows isolated loss of H3K9me3. (A) IGV browser shot of Linkage Group 

III showing changes in H3K9me3 in wild type versus ∆hda-1. (B) Heatmap of H3K9me3 regions 

sorted by wild type enrichment in wild type and ∆hda-1. Heatmaps are centered on 5’ and 3’ 

boundaries of H3K9me3. (C) Heatmap of H3K9me3 and H3K27me2/3 in wild type and ∆hda-1 

sorted by H3K9me3 enrichment in ∆hda-1. Heatmaps are centered on 5’ and 3’ boundaries of 

H3K9me3. 
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Figure 3.4. H3K27me2/3 enrichment across all non-essential HDACs. IGV browser shot of 

H3K27me2/3 across all linkage groups. 
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Figure 3.5. nst-3RIP demonstrates ectopic H3K27me2/3. (A) A karyoplot of wild type 

H3K9me3 and wild type, Δhda-1, and nst-3RIP H3K27me2/3 . (B) A heatmap of H3K27me2/3 

enrichment at native H3K27me2/3 regions in wild type and nst-3RIP centered on 5’ or 3’ 
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boundaries of H3K27me2/3 enrichment.. (C ) Heatmap showing enrichment of H3K27me2/3 in 

heterochromatin regions in  nst-3RIP  centered on 5’ or 3’  boundaries of H3K9me3. (D) Venn 

diagram showing overlap of H3K27me2/3 in wild type, ∆hda-1, and nst-3RIP and wild type 

H3K9me3. 
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Figure S3.1. Browser verification of HDAC deletions from RNA-seq data. 
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Figure S3.2. Browser verification of nst-3RIP allele from ChIP-seq data. 
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Figure S3.4. Principal Components Analysis of PRC2-target gene expression counts data. 
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CHAPTER 4 

H3K36ME3 EPIGENETICALLY COMPENSATES FOR THE LOSS OF  

Introduction 

Constitutive heterochromatin domains are important for maintaining stability of the 

genome, with these domains establishing and maintaining centromeres or preventing 

transcription of toxic genetic elements such as transposable elements or repeat sequences. 

Disruption of these domains leads to invasion by facultative heterochromatin machinery, with 

Polycomb Repressive Complex 2 (PRC2) invading constitutive heterochromatin domains and 

establishing H3K27me3 in Neurospora while also exhibiting loss of H3K27me3 at native PcG 

domains (1, 2)⁠. 

It is unclear how PRC2 is recruited to heterochromatin domains, however it is believed 

that HP1 acts as to exclude PcG machinery, thereby preventing establishment of H3K27me3 in 

normal cells. Given that loss of H3K9me3 results in loss of HP1 binding, it is plausible that 

PRC2 is thusly able to invade constitutive heterochromatin domains in the case of disrupted 

⁠establishment and maintenance machinery. It is important to note that removal of the H3K27me3 

methyltransferase SET-7 in DIM-5-deficient or HP1-deficient backgrounds results in a rescued 

growth and DNA damage sensitivity phenotypes. Furthermore, 3D organization studies in 

Neurospora show that loss of H3K9me3 and H3K27me3 do not lead to changes in organization 

of chromatin within the nucleus (3)⁠. This raises the possibility that there are underlying or 

compensatory chromatin marks contributing to maintenance of some heterochromatin functions 

in Neurospora. 
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Recent work in Neurospora has identified ASH-1-mediated H3K36 methylation as a 

factor that contributes to normal patterns of H3K27me3 by PRC2 (4)⁠. We have also identified 

H3K36 as an important residue for maintaining inaccessibility of chromatin within the 

Neurospora genome. We therefore posited that H3K36me could be contributing to maintaining 

heterochromatin function in Neurospora cells lacking other repressive heterochromatin marks. 

Here, we show that H3K36me3 is enriched in heterochromatin domains in mutants 

lacking dim-5 or HP1. We also show that double mutants for dim-5 and set-7 also exhibit 

enrichment of H3K36me3 in constitutive heterochromatin domains. Importantly, normal patterns 

of H3K36me3 are not disrupted, and deletion of the DNA methyltransferase DIM-2 does not 

result in enrichment of H3K36me3, indicating that this phenotype is independent of H3K9me3 

and DNA methylation, but may be HP1- dependent. ATAC-seq experiments in histone 

methyltransferase mutants indicate that chromatin structure is relatively stable in histone 

methyltransferase mutants. However, ATAC-seq studies in single residue point mutations 

H3K36Q and H3K36R also show that heterochromatin domains in these mutants exhibit 

increased chromatin accessibility, providing further evidence for H3K36me in maintaining an 

inaccessible chromatin state in Neurospora. 

Methods 

Strains and growth conditions 

Strains are listed in Table 4.1. All strains were grown in Vogel’s minimal medium with 

1.5% sucrose overnight with shaking. H3K36MUT strains were grown in the presence of 1x or 

5x hygromycin (100 ug/ml or 500 ug/ml). 
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ATAC-seq 

ATAC-seq was performed as described in (5, 6)⁠⁠⁠. In short, overnight mycelial cultures 

were lysed in lysis buffer (15 mM Tris pH 7.5; 2 mM EDTA; 0.5 mM spermine; 80 mM KCl; 

20 mM NaCl; 15 mM (or 0.1% v/v) β-me; 0.3% TrixtonX-100), and nuclei were isolated through 

repeated filtering through miracloth followed by numerous rounds of gentle centrifugation (1000 

rpm for 5 minutes). Tn5 integration was performed using Tn5 transposase pre-loaded with 

Illumina sequencing adaptors ⁠; samples were incubated for 30 minutes at 37° C and fragmented 

DNA was isolated using the Qiagen MinElute kit (Cat#. 28004). Sequencing libraries were 

constructed using Phusion (ThermoFisher Cat # F549N) and amplified with primers provided in 

(5)⁠⁠⁠. Libraries were cleaned using SeraPure beads (Fisher Cat. # 09-981-123) before submission 

for sequencing as described in (7)⁠⁠ . Libraries were sequenced on an Illumina NextSeq 500 

instrument by Georgia Genomics Facility at University of Georgia. 

Mapping and data analysis 

ATAC-seq reads were trimmed and quality scored with TrimGalore! 

(https://github.com/FelixKrueger/TrimGalore). Trimmed reads were mapped to the NC12 

genome (GCA_000182924.2_NC12) with BowTie2 using the –very-sensitive option and setting 

the maximum insert size set at 2000 bp (8)⁠⁠. ATAC-seq reads were counted using featureCounts 

(9)⁠ and downstream analysis was performed in R (10)⁠. 

Chromatin Immunoprecipitation (ChIP-seq) 

ChIP-seq was performed as described in (7, 11)⁠⁠ for H3K27me2/3 (Active Motif Mouse 

Monoclonal, Catalog # 39535, Lot# 16714012), H3K36me3 (Abcam Rabbit Catalog # ab9050, 

Lot # GR300388-1), and H3K9me3 (Active Motif Rabbit Catalog # 39162).⁠ Sequencing libraries 
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were created and analyzed as described in (7)⁠⁠⁠. Libraries were sequenced as described above by 

Georgia Genomics Facility at University of Georgia. 

Mapping and data analysis 

ChIP-seq reads were cleaned and trimmed using TrimGalore! 

(https://github.com/FelixKrueger/TrimGalore) Trimmed reads were mapped to the NC12 

genome (GCA_000182924.2_NC12)  with BWA (12)⁠ using the mem option with flagged 

secondary hits (bwa mem -M). Peaks were called using MACS2 (13)⁠ using the broad option 

without input and with a q-value of 0.01. Peak files were merged to combine proximal peaks 

within 10kb domains using bedtools merge. Peak files were compared with bedtools (14)⁠ 

intersect or subtract. Bigwig files for visualization were made using deepTools bamCoverage 

with the following options: -bs1 –normalizeUsing CPM, --ignoreDuplicates. Heatmaps were 

created using deepTools computeMatrix and plotHeatmap. Browser tracks were created with 

Integrated Genomics Viewer (IGV) (15)⁠ . 

Results 

H3K27me2/3 invades heterochromatin in Neurospora mutants deficient in 

heterochromatin machinery (1, 2)⁠. Given recent findings that H3K36me and H3K27me co-

localize in Neurospora and that ASH-1-mediated H3K36me2 was needed for normal localization 

of H3K27me2/3, we wanted to know if H3K36me was also re-localizing to heterochromatin in 

heterochromatin-deficient Neurospora strains. We tested this by performing ChIP-seq for 

H3K36me3 in mutants lacking individual constitutive heterochromatin pathway components, 

diagrammed in Fig. 4.1A. We focused on the H3K9 methyltransferase DIM-5, the H3K9me3 

reader HP1, the histone deacetylase (HDAC) HDA-1, and the DNA methyltransferase DIM-2. 
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Deletion of these genes focuses on different parts of the heterochromatin pathway (nucleation, 

spreading, and maintenance), allowing investigation into all aspects of the pathway. 

Visualization of our ChIP-seq experiments in the genome browser revealed that 

H3K36me3 is enriched in heterochromatin domains to varying extents in ∆dim-5, ∆hpo, and 

∆hda-1, but not in the DNA methyltransferase mutant ∆dim-2 (Fig. 4.1B). Enrichment of 

H3K36me3 in heterochromatin mimics that of H3K27me3 in the H3K9me3 methyltransferase 

deletion mutant ∆dim-5 in ∆dim-5 and ∆hpo, with enrichment at heterochromatin domains 

throughout the genome (Fig. 51B). Meanwhile,  ∆hda-1 exhibits regional gains of H3K36me3 at 

some but not all heterochromatin regions. To determine global changes in H3K36me3 

enrichment in these mutants, we plotted a heatmap of H3K9me3 and H3K36me3 at all 

heterochromatin domains, with heatmaps centered on the 5’ or 3’ boundary of these domains 

(Fig. 4.1C). H3K36me3 enrichment is increased in all heterochromatin domains similar to 

H3K27me2/3 in ∆dim-5 and ∆hpo, with mild increase in ∆hda-1 and no change in ∆dim-2. 

We next wanted to know if enrichment of H3K36me3 in heterochromatin was dependent 

on H3K27me2/3, so we performed ChIP-seq for H3K36me3 in strains lacking the single deletion 

mutant for the H3K27 methyltransferase (∆set-7) and a strain lacking both DIM-5 and SET-7 

(∆dim-5;∆set-7). Investigation of ChIP-seq results in the genome browser showed no clear 

enrichment for H3K36me3 in heterochromatin domains in ∆set-7 (Fig. 4.3A). Additionally, 

∆dim-5;∆set-7 shows a mild increase of H3K36me3 in heterochromatin domains. Heatmaps of 

H3K36me3 enrichment in heterochromatin domains of these mutants shows a mild increase of 

H3K36me3 in heterochromatin in ∆dim-5;∆set-7 that is not present in the ∆set-7 single mutant 

(Fig. 4.2C). Taken together, these results suggest that disruption of heterochromatin, and not the 
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presence of H3K27me2/3, is responsible for H3K36me3 enrichment in constitutive 

heterochromatin in Neurospora. 

We next wanted to investigate changes in H3K36me3 in ∆hda-1 more closely. Because 

we previously identified a selective re-localization phenotype of H3K27me2/3 in ∆hda-1, we 

wanted to know if H3K36me3 and H3K27me2/3 occupied the same regions in this strain. 

Investigation of Linkage Group III on the genome browser shows that H3K36me3 and 

H3K27me2/3 share similar patterns of enrichment in ∆hda-1 (Fig. 4.3A). We next looked 

globally at H3K36me3 and H3K27me2/3 by plotting a heatmap enrichment centered on the 

edges of facultative heterochromatin and sorted by H3K36me3 enrichment in ∆hda-1. These 

suggest that H3K36me3 and H3K27me2/3 are linked in this strain. 

 Heterochromatin mutants exhibit mislocalized H3K27me2/3, with loss of H3K27me2/3 

at native regions and enrichment at heterochromatin, so we wanted to know if normal patterns of 

H3K36me3 are also disturbed. To measure this, we first plotted a heatmap of H3K36me3 

centered on gene bodies with flanks of 1500 bp upstream and 500 bp of the gene. These show 

that normal patterns of H3K36me3 are not disturbed in heterochromatin mutants (Fig. 4.4A). We 

next confirmed this by plotting average H3K36me3 across these same regions, which shows 

unchanged patterns of H3K36me3 in any strain studied (Fig. 4.4B). 

 Heterochromatin-deficient Neurospora mutants that also lack H3K27me2/3 are viable 

(1)⁠. To determine if H3K36me3 is functionally important in Neurospora heterochromatin 

mutants, we crossed strains lacking the H3K36 methyltransferase SET-2 and the H3K9 

methyltransferase DIM-4. We were unable to isolate any ∆set-2;∆dim-5 progeny from this cross, 

indicating that set-2 and dim-5 are synthetically lethal and H3K36me3 is functionally important 

in some capacity in Neurospora (Table 4.2). 
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Recent 3D chromatin interaction studies in Neurospora found that disruption of 

H3K27me3 or H3K9me3 did not affect overall chromatin organization within the nucleus (3)⁠. 

Given our findings that H3K36me3 appears is gained at heterochromatin domains in the absence 

of key heterochromatin components, we reasoned that H3K36me3 might functionally 

compensate for the lack of normal heterochromatin in these mutants. To test this, we asked if the 

H3K36 residue was important for restricting chromatin accessibility in heterochromatin domains. 

We performed ATAC-seq in mutants with single point mutations of the H3K36 residue 

described in Sasaki et al. (11)⁠ (H3K36Q to mimic acetylated lysine or H3K36R to mimic 

unmodified lysine) and well-characterized histone methyltransferase mutants: Δset-7 

(H3K27me2me3),  Δdim-5 (H3K9me3), Δset-2 (H3K36me3), and  Δdim-5; Δset-7. We also 

included Δeaf-3, which is the homolog of Saccharomyces cerevisiae Eaf3p and is involved in 

silencing of cryptic promoters within gene bodies in yeast (16)⁠, and the histone variant ∆hH2A.z, 

which has been linked to depleted H3K27me2/3 (17)⁠. To determine any changes in chromatin 

accessibility, we counted ATAC-seq reads in heterochromatin domains in these strains. We then 

divided size-normalized counts (counts per million; CPM) in mutants by their wild type controls 

and plotted their distribution as violin plots. We found that H3K36Q and H3K36R showed 

increased chromatin accessibility in heterochromatin domains compared to histone 

methyltransferase mutants and ∆hH2Az (Fig. 4.5A). We next performed the same analysis in all 

intergenic regions to determine whether this phenotype was specific to heterochromatin domains 

and not all intergenic regions. We did not see the same changes in chromatin accessibility in all 

intergenic regions, suggesting that this phenotype is specific to heterochromatin (Fig. 4.5B). 
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Discussion 

 Maintenance of repressive heterochromatin is important for cell survival. While loss of 

H3K9me3 or its reader protein HP1 can disrupt heterochromatin domains, it does not affect 

overall 3D organization of the genome within the nucleus. An obvious explanation for this would 

be that H3K27me3 replaces H3K9me3 in heterochromatin domains and provides a mechanism 

for maintenance of heterochromatin structure. However, loss of both H3K9me3 and H3K27me3 

still does not lead to wide changes in 3D genome structure within the cell. Our discovery of 

H3K36me3 as a compensatory mechanism for the loss of H3K9me3 or HP1, regardless of the 

presence of H3K27me3, while maintaining normal patterns of H3K36me3 provides an 

explanation for this. It is possible that H3K36me3 acts as a “last ditch effort” in the cell to 

maintain repressive heterochromatin domains in Neurospora. 

 There is evidence of H3K36me3 within pericentromeric heterochromatin in mouse, and 

association with HP1a has also been demonstrated (18, 19)⁠. Therefore, it is possible that the 

presence of H3K36me3 in heterochromatin domains of strains lacking H3K9me3 could provide 

binding sites for HP1 and maintained 3D chromatin architecture. However, HP1 has not yet been 

shown to interact with H3K36me3 in Neurospora, and HP1 occupancy in strains lacking 

H3K9me3 is absent within heterochromatin. Additionally, 3D chromatin organization studies 

have not been performed in strains lacking H3K36me3 or HP1. 

 Our genetic manipulation of H3K36 supports this hypothesis. By disrupting H3K36 and 

performing chromatin accessibility assays, we have shown that regions which are normally 

inaccessible exhibit small gains in accessibility in H3K36mut. Namely, there is an increase in 

chromatin accessibility in constitutive heterochromatin domains that is not exhibited in histone 

methyltransferase deletion mutants. More work will need to be done to determine any interplay 



 

101 

between H3K36 and heterochromatin domains. Namely, these experiments need to be repeated 

in a heterochromatin mutant background. Additionally, we assume that integration of H3K36mut 

molecules is stochastic. There may be protective measures such as repressive heterochromatin 

structures that prevent integration of these histones into chromatin. Recent work assaying 

turnover of histone H3 via ChIP-seq for FLAG-tagged hH3 after induction showed that ∆hpo and 

∆hda-1 showed increased turnover within heterochromatin domains. Therefore, the 

heterokaryotic nature of our H3K36mut strains may prevent integration of mutant histones into 

protected regions of the genome. Future studies combining histone turnover and H3K36 point 

mutants in these genetic backgrounds will be critical to gaining a more complete understanding 

the role of H3K36me3 in this epigenetic compensation. 
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Tables 

Table 4.1 Strains used in the study 

Strain ID Genotype 

S2 Wild type 

S132 dim-5::hph 

S189 hpo::hph 

S238 set-7::hph 

S355 dim-5::hph; set-7::hph 

S124 dim-2::hph 

S518 set-2::hph 

FGSC14841 eaf-3::hph 

ACx11-8 hh2az::hph 

FGSC12003 hda-1::hph 

Aft34-1,-2,-3 FgH3:bar;H3K36R:hph 

Aft35-1,-2,-3 FgH3:bar;H3K36Q:hph 

 

Table 4.2. Cross analysis of ∆set-2 x ∆dim-5 

Strain Genotype Expected (%) Actual (%) 

Wild Type H3K36me3+;H3K9me3+ 25 49 

∆set-2 H3K36me3- 25 11 

∆dim-5 H3K9me3- 25 40 

∆set-2;∆dim-5 H3K36me3-;H3K9me3- 25  

n=163 
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Figure 4.1. H3K36me3 is enriched in heterochromatin in heterochromatin mutants. (A) 

Model of the Neurospora heterochromatin pathway. (B) Representative browser shot of 

H3K36me3 enrichment in various mutants. (C) Heatmap of the indicated histone mark centered 

5’ and 3’ ends of heterochromatin domains. 
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Figure 4.2. H3K36me3 enrichment in heterochromatin is not dependent on H3K27me3. (A) 

Representative browser shot of Linkage Group II showing H3K36me3 enrichment in wild type, 

∆dim-5, ∆set-7, and ∆dim-5;∆set-7 shows enrichment of H3K36me3 in ∆dim-5 and ∆dim-

5;∆set-7, but not ∆set-7. (B) Heatmaps showing global enrichment of H3K36me3 in wild type, 

∆dim-5, ∆set-7, and ∆dim-5;∆set-7. Wild type and ∆dim-5 data are re-plotted from figure 4.1. 
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Figure 4.3. ∆hda-1 shows limited increase in H3K36me3 in heterochromatin domains. (A) 

Representative browser shot of Linkage Group III showing H3K27me2/3 and H3K36me3 in wild 

type, ∆dim-5, and ∆hda-1. (B) Heatmaps showing global enrichment of H3K27me2/3 and 

H3K36me3 in wild type, ∆dim-5, and ∆hda-1. Heatmaps are sorted by H3K36me3 enrichment in 

∆hda-1. 
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Figure 4.4. H3K36me3 enrichment unchanged in genic regions in heterochromatin 

mutants. (A) Heatmaps of H3K36me3 centered on gene bodies with 1500 bp flanks upstream 

and 500 bp flanks downstream of genes. (B) Metaplot of average H3K36me3 enrichment across 

the Neurospora genome, centered as in A. 
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Figure 4.5. H3K36 is important for maintaining inaccessibility in heterochromatin 

domains. (A) Read counts from ATAC-seq experiments were performed in heterochromatin 

regions and raw counts were converted to counts per million (CPM). CPM values for mutant 

strains were divided by their wild type control (wild type for deletion mutants and F. 

graminearum H3 for H3K36MUT strains) and the log2 ratio of Mut/WT CPMs were plotted as a 

violin plot. (B) The same analysis from A was performed on all intergenic regions as a control. 
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CHAPTER 5 

DISCUSSION 

 The work presented here provides important contributions to our understanding of 

fundamental mechanisms that contribute to control and function of local chromatin environment 

in eukaryotes. First, it provides the first holistic integration of chromatin accessibility data with 

histone modifications in a filamentous fungus. It also provides a new mechanism for creating a 

repressive chromatin environment at gene promoters, where H3K36me is associated with both 

gene repression and inaccessible chromatin. Next, it provides evidence of histone deacetylases in 

maintaining distinct heterochromatin domains: conditionally repressed facultative 

heterochromatin and constitutive heterochromatin, where disruption of either HDA-1 or NST-3 

results in mislocalization of facultative heterochromatin within constitutive heterochromatin 

domains, and in the case of HDA-1, proper distribution of H3K9me3. Lastly, this work shows a 

new role for H3K36me3: epigenetic compensation in the loss of normal heterochromatin. 

Disruption of heterochromatin in Neurospora has been shown to result in re-distribution of 

H3K27me3 into heterochromatin domains. The underlying mechanism for this has not been 

demonstrated. The discovery of H3K36me3 in heterochromatin domains of heterochromatin-

deficient mutants and its independence from H3K27me3 provides a possible mechanism that 

warrants further investigation. 

Neurospora provides evidence of fundamental mechanisms of regulation of accessible 

chromatin 

 Integration of chromatin accessibility data with histone modification data provide 

important new information about the competitive relationship between histones, histone 
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modifications, and DNA-binding by transcription factors. This is the first integration of multiple 

genomics datasets to define chromatin environment in a filamentous fungus, and it draws key 

parallels between Neurospora and higher eukaryotes. For example, chromatin within gene 

promoters is accessible and marked by active histone modifications, while chromatin within gene 

bodies or repressive domains is inaccessible. 

Chromatin accessibility and pioneer transcription factor binding dynamics have been 

identified in Neurospora using the well-characterized white collar complex (WCC) subunit 

white-collar 2 (WC-2). Previous work using MNase-based assays of nucleosome organization at 

WCC-target sites has shown that WCC can act as a pioneer factor and mediate nucleosomal 

rearrangement at these sites (1)⁠. This work expands on these findings by showing that WCC 

binding and subsequent nucleosomal rearrangement directly mediates chromatin accessibility at 

WCC-binding sites. This provides not only a means of examining transcription factor binding 

dynamics in a high throughput way, i.e. by performing ATAC-seq on a panel of transcription 

factor deletion mutants but supports a fundamental mechanism for transcription factor-mediated 

chromatin reorganization in eukaryotes. 

This study also revealed large regions of hyperaccessible chromatin near master 

regulatory genes in Neurospora which share properties with enhancer elements in higher 

eukaryotes, namely H3K27ac and transcription of small RNAs. This is a feature that has 

previously been considered to be absent from fungi and other lower eukaryotes, yet the work 

here shows that these domains are indeed present and perhaps functionally important. 

Identification and characterization of these regions in Neurospora supports a new model of 

promoter and enhancer dynamics, where both contain transcriptional potential and act as 

recruitment sites for transcriptional machinery. Enhancers, therefore, would merely be promoters 
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that have the potential to positively regulate transcription of other genes (2)⁠. This new model, 

and the first identification of potential enhancer-like elements in a filamentous fungus, widens 

the scope of transcriptional regulation in eukaryotes and provides a possible evolutionary 

foundation for cis-regulatory elements in eukaryotes. More work needs to be done to fully 

understand the role of these hyperaccessible regions in Neurospora, and this can be easily 

addressed by genetic manipulation of these regions and so-called “promoter-bashing” 

experiments designed to assay the role of promoter and enhancer regions on transcription of a 

reporter gene (3, 4)⁠. Additionally, investigation of fungi with larger genomes and higher 

transposon loads could very well possess distal enhancer elements similar to those found in 

plants and animals as a result of transposable element insertion that separates regulatory 

elements from target genes on a linear chromosome. This would provide much stronger evidence 

for an evolutionary conservation for these cis-regulatory elements throughout eukaryotes. 

 This work also characterizes small, non-coding transcripts identified by Duttke et al. (5)⁠ 

flanking accessible chromatin regions in Neurospora. It is unclear if these small RNAs are 

playing a regulatory role in any system. However, growing evidence from fungal model systems 

suggests that some RNAs play a larger role in regulation of cellular processes through phase 

separation (6, 7)⁠. This model demonstrates transcription of RNAs whose tertiary structures are 

key for mediating the formation of regulatory micro-environments that are necessary for cellular 

processes such as cell cycle progression or whose misregulation are key factors in development 

of neurodegenerative diseases (8, 9)⁠. Importantly, these transcripts are independent from mRNA 

transcripts. This raises an interesting role for the small RNAs identified and could support phase 

separation as a fundamental mechanism for regulation of cellular processes in eukaryotes. 
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HDA-1 provides a unifying mechanism for maintenance of heterochromatin domains 

 In animals and fungi, disruption of constitutive heterochromatin marks leads to re-

localization of H3K27me3 from normal sites to constitutive heterochromatin regions, which 

typically lack H3K27me3. In animals, hypomethylation of DNA within heterochromatin regions 

leads to translocation of H3K27me3 and expression of genes normally silenced by H3K27me3 

(10–13)⁠. Likewise, similar disruption of DNA methylation, and not H3K9me3, in Arabidopsis 

results similar relocalization of H3K27me3⁠. In Neurospora, H3K9me3 and HP1 but not DNA 

methylation seems to be the critical factor in limiting H3K27me3 within constitutive 

heterochromatin domains (14, 15)⁠. 

The observed movement of H3K27me3 in ∆hda-1 may provide a unifying mechanistic 

explanation for this phenomenon that is observed in animals and fungi. Histone deacetylation is a 

shared feature of heterochromatin formation from yeast to humans (for a review, see 16⁠), and 

HDA-1 was shown to be important for maintenance but not establishment of heterochromatin in 

Neurospora (17)⁠. 

 These studies also reveal possible redundancies between two classes of HDACs in 

Neurospora. The Class II HDAC HDA-1 and Class III sirtuin NST-3 both exhibit changes in 

H3K27me3, which includes localization in constitutive heterochromatin domains. While 

H3K27me3 is maintained in normal regions in nst-3RIP, it does also exhibit enrichment of 

H3K27me3 in heterochromatin domains. There are two explanations for this: (1) there is 

functional redundancy between HDA-1 and NST-3 or (2) NST-3 acts on a non-histone substrate 

to mediate heterochromatin formation. Redundancy within HDAC proteins is a well-defined 

feature of these enzymes. HDACs are also rather promiscuous and depend heavily on their 

associated HDAC complex for targeting (18–20)⁠. This is in stark contrast to histone 
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methyltransferase, which have been shown to be rather specific in substrate activity (21, 22)⁠. The 

human sirtuin SIRT1 directly modulates activity of the H3K9 methyltransferase SUV36H1 (23)⁠, 

and SIRT1 deletion cells exhibit significantly decreased H3K9me3 enrichment. Therefore, it is 

possible that NST-3 is acting in a similar manner to regulate activity of heterochromatin 

machinery. Investigation into post-translational modifications of histone methyltransferase is 

lacking in Neurospora, and characterization of this type of regulation of chromatin-associated 

proteins can provide important mechanistic insights into regulation and control of these proteins 

at a fundamental level. 

A new role for H3K36me3 

 This work identifies an important phenotype for H3K36me3 dynamics in Neurospora. 

Namely, it identifies a new role for H3K36me3 in compensating for the loss of heterochromatin. 

H3K36me3 has been implicated in gene repression in S. cerevisiae and S. pombe, but links to 

heterochromatin function in higher eukaryotes have been limited. In animals, H3K36me has been 

linked DNA methylation and gene repression during development via imprinting during oocyte 

development. Transcription of long terminal repeats results in SETD2-mediated, 

transcriptionally-linked H3K36me3, which recruits the DNA methyltransferase DNMT3A and 

results in de novo establishment of DNA methylation in nearby gene bodies and gene repression 

throughout development (24)⁠. Additionally, mouse embryos lacking maternal SETD2 exhibit a 

loss of genomic imprinting, ectopic H3K27me2/3, and aberrant DNA methylation (25)⁠. This 

phenotype is strikingly similar to human cancers which exhibit changes in H3K36me3 and 

ectopic H3K27me2/3. Namely, the onco-histone H3K36M is involved in the development of 

chondroblastomas and sarcomas, and these cells exhibit disrupted heterochromatin and ectopic 

H3K27me3 at intergenic regions normally occupied by H3K36me (26)⁠⁠. 
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 The enrichment of H3K36me3 observed in heterochromatin domains of Neurospora 

heterochromatin mutants suggests a fundamental mechanism for this histone modification in 

creating a local chromatin environment that maintains the function of repressive 

heterochromatin. There is much work to be done to understand the mechanism and function of 

this enrichment of H3K36me3 in heterochromatin. First, the preliminary findings of increased 

chromatin accessibility within heterochromatin domains of H3K36 point mutants needs to be 

replicated. Next, if H3K36 is indeed important for maintaining a repressive chromatin 

environment in heterochromatin mutants, the H3K36 mutant histones must be studied in a 

heterochromatin mutant background (i.e. ∆hpo), where there could be a significant increase of 

accessibility within heterochromatin domains. Findings from these experiments, however, could 

contribute greatly to our understanding of H3K36 and its role as an onco-histone or in 

complicated silencing mechanisms like genomic imprinting. 
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Summary/Abstract 

Chromatin immunoprecipitation paired with next generation sequencing (ChIP-seq) can be used 

to determine genome-wide distribution of transcriptions factors, transcriptional machinery, or 

histone modifications. DNA-protein interactions are covalently crosslinked with the addition of 

formaldehyde. Chromatin is prepared and sheared, then immunoprecipitated with the appropriate 

antibody. After reversal of crosslinking and treating with protease, the resulting DNA fragments 

are sequenced and mapped to the reference genome to determine overall enrichment. Here we 

describe a method of ChIP-seq for investigating protein-DNA interactions in the filamentous 

fungus Neurospora crassa. 

 

Key Words (5-10): chromatin immunoprecipitation, protein-DNA interactions, histone 

modifications, transcription factor binding 

 

1. Introduction 

Protein-DNA interactions regulate diverse nuclear processes such as gene expression, 

DNA repair and maintenance, chromosome segregation, and establishing and maintaining 

epigenetic modifications. The advent of chromatin immunoprecipitation (ChIP) has proven to be 

critical in the study of protein-DNA interactions and associated processes. ChIP followed by 

high throughput sequencing (ChIP-seq) has become a standard method in genome biology, 

allowing researchers to look at diverse DNA-protein interactions, including histone occupation, 

transcription factor binding, histone modifications, histone turnover, and other features of the 

genome-wide chromatin landscape including base modifications. 
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ChIP was first described by Gilmour and Lis [1] as a method to investigate localization of 

regulatory factors such as RNA polymerase II (Pol II) and histone occupation in Drosophila [2]. 

These original studies were performed with UV crosslinking followed by restriction digest and 

Southern blotting. Reversible formaldehyde crosslinking was introduced by Solomon et al. [3] to 

determine the association of Pol II with heat shock protein (hsp) genes in Drosophila. Chromatin 

was fragmented via sonication or restriction digest followed by immunoprecipitation of 

covalently crosslinked protein-DNA complexes with the appropriate antibodies. After 

immunoprecipitation, crosslinking of immunoprecipitated protein-DNA complexes was reversed 

with heat, and remaining DNA fragments were analyzed by Southern blot. Reversible 

crosslinking has allowed for the advancement of ChIP applications, including ChIP followed by 

microarray (ChIP-chip), ChIP followed by quantitative polymerase chain reaction (ChIP-qPCR), 

and ChIP followed by next generation sequencing (ChIP-seq). 

Early application of ChIP in fungi was described in Saccharomyces cerevisiae [4] and 

Schizosaccharomyces pombe [5]. Here we describe a ChIP-seq method for use in the filamentous 

fungus Neurospora crassa. which is a derivation of the protocol originally developed by Tamaru 

and colleagues [6].  Chromatin fractions are prepared by covalent formaldehyde crosslinking and 

fragmentation by sonication. Fragmented chromatin is then immunoprecipitated with the 

appropriate antibody bound to agarose beads. Covalent crosslinking of protein-DNA complexes 

is then reversed by heat, and the chromatin fractions are treated with RNase and proteinase. 

Remaining DNA fragments are purified, and Illumina sequencing libraries are then prepared and 

sequenced (Figure 1). Additionally, we provide a brief summary of available methods for 

downstream analysis of sequencing results and a sample pipeline for data analysis (Figure 2). 
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2. Materials 

2.1 Chromatin Immunoprecipitation: 

1. ChIP Lysis buffer without protease inhibitors: 50 mM HEPES (pH7.5), 140 mM NaCl, 1 

mM EDTA, 1% Triton X-100, 0.1% deoxycholate. Combine 160.6 ml sterile distilled 

water, 10 ml 1 M HEPES-KOH or HEPES-NaOH (pH 7.5), 7 ml 4 M NaCl, 400 µl 0.5 M 

EDTA, 20 ml 10% Triton X-100, 2 ml 10% DOC. Store at 4º C. 

2. ChIP Lysis buffer + 0.5M NaCl: 50 mM HEPES (pH 7.5), 500 mM NaCl, 1 mM EDTA, 

1% Triton X-100, 0.1% deoxycholate. Combine 142.6 ml sterile distilled water, 10 ml 1 

M HEPES-KOH or HEPES-NaOH (pH 7.5), 25 ml 4M NaCl, 400 µl 0.5 M EDTA, 20 ml 

10% Triton X-100, 2 ml 10% DOC. Store at 4º C. 

3. ChIP LiCl Wash Buffer: 1 mM Tris-HCl, 250 mM LiCl, 0.5% NP-40, 0.5% 

deocycholate, 1mM EDTA. Combine 167.6 ml sterile distilled water, 2 ml 1M Tris-HCl 

(pH 8.0), 10 ml 5 M LiCl, 10 ml 10% NP40, 10 ml 10% DOC, 400 µl 0.5 M EDTA, 

Store at 4º C. 

4. TE buffer: 10 mM Tris-HCl (pH 7.4), 1 mM EDTA 

5. ChIP TES Buffer: 50 mM Tris-HCl, 10 mM EDTA, 1% SDS. Combine 41.5 ml sterile 

distilled water, 2.5 ml 1M Tris-HCl (pH 8.0), 1 ml 0.5 M EDTA, 5 ml 10% SDS. Store at 

room temperature. 

6. Roche Complete Protease inhibitor cocktail tablets 

7. PMSF: 100 mM in isopropanol. Store at room temperature. 

8. 37% formaldehyde 

9. 2.5 M glycine 

10. Santa Cruz Biotechnology A/G agarose beads 
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11. 10 mg/ml RNase A 

12. 20 mg/ml Proteinase K 

13.  Ambion 5 µM Glycogen 

14. 3 M sodium acetate (pH 5.2) 

15. Phenol:chloroform:isoamyl alcohol (25:24:1) 

16. Chloroform 

17. Phosphate Buffered Saline 

2.2 Library preparation 

1. Ampure XP PCR purification beads 

2. 10 mM Tris-HCl (pH7.5) 

3. Double strand adaptor for Illumina sequencing: (NEB or comparable supplier) 

4. Dual index primers for library amplification (NEB or comparable supplier) 

5. NEB Ultra II End Repair Module 

6. NEBNext Ultra II Q5 Hot Start HiFi PCR Master Mix 

7. T4 DNA ligase 

3. Methods 

3.1 Chromatin Immunoprecipitation 

Day 1 

1. Grow 5 ml overnight culture in liquid medium. 

Day 2: Cross-linking, shearing, immunoprecipitation 

1. Collect mycelia by vacuum filtration using a Buchner funnel and wash mycelium with 

100 mL of PBS. 

2. Cross-linking: 
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a. Transfer mycelia to 10 ml PBS in a 125-ml Erlenmeyer flask. 

b. Add 270 µl of 37% formaldehyde for a final concentration of 1%. 

c. Incubate on rotating platform for 30 minutes at room temperature. 

d. Add 500 µl 2.5 M glycine to each sample to quench the formaldehyde. Let 

samples sit at room temperature for 5 minutes. 

e. Collect mycelia by filtration. Wash with PBS. 

f. Transfer mycelia to a 1.5-ml microcentrifuge tube. 

3. Lysing cells: 

a. Add 100 µl PMSF and 1 Roche protease inhibitor tablet to 9.9 ml ChIP lysis 

buffer. 

b. Re-suspend mycelia in 500 µl ice cold ChIP lysis buffer with PMSF and protease 

inhibitors. 

c. Lyse mycelia by sonicating (see Note 1). 

4. Shearing chromatin: 

a. Shear chromatin by sonicating (see Note 1). 

b. Centrifuge samples at 14k RPM for 5 min at 4º C. 

c. Transfer supernatent containing sheared chromatin to a new tube. 

d. Save 20 µl of sheared chromatin extract in new tube and store at -20º C. This will 

be your input. Use the remaining extract for immunoprecipitation. 

5. Equilibration of protein A/G coupled Agarose Beads and overnight binding: 

a. Aliquot 20 µl agarose beads per reaction + 10% total volume into a 1.5-ml 

microcentrifuge tube. 

b. Spin at 5000 RPM for 1 minute. Discard supernatant. 
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c. Resuspend beads in 1 ml ChIP lysis buffer without protease inhibitors. 

d. Repeat steps (b-c). 

e. Resuspend beads in original volume (20 µl/sample + 10%) ChIP lysis buffer 

without protease inhibitors. 

f. Add 20 µl equilibrated protein A/G beads to each sample. Add 1-3 µl desired 

antibody. 

g. Incubate overnight at 4º C on rotator to allow antibody binding. 

Day 3: Cold washes 

1. Spin samples at 5000 RPM for 1 minute to pellet beads. Discard the supernatant by 

pipetting. Be sure not to disrupt the pellet. 

2. Add 1 ml ice-cold ChIP lysis buffer without protease inhibitors to each sample. Incubate 

for 10 minutes at 4º C on a rotating platform. 

3. Spin samples for 1 minute at 5000 RPM at 4º C. Discard the supernatant. 

4. Repeat (Steps 2-3). 

5. Wash (as in Steps 2-3) with ice-cold ChIP lysis buffer + 0.5M NaCl. 

6. Wash (as in Steps 2-3) with ice-cold LiCl wash buffer. 

7. Wash (as in Steps 2-3) with ice-cold TE buffer. 

8. Collect immunoprecipitated chromatin by adding 62.5 µl TES buffer to each sample. 

Incubate at 65º C for 10 minutes. Mix by inversion several times during incubation. 

9. Spin at 5000 RPM for 1 minute. Transfer supernatant to a new 1.5-ml microcentrifuge 

tube and save. 

10. Repeat (Steps 8-9), saving the supernatant in the same microcentrifuge tube as Step 9. 

11. Remove input sample (from Day 2) from -20º C. Add 105 µl TES to each input sample. 
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12. De-crosslink samples by incubating overnight at 65º C. 

Day 4: Final chromatin precipitation 

1. Add 125 µl sterile distilled water and 2.5 µl 10 mg/ml RNaseA to samples. Incubate for 2 

h at 50º C. Mix samples by vortexing multiple times during incubation. 

2. Add 6.25 µl 20 mg/ml Proteinase K. Incubate for 2 h at 50º C. Mix samples by vortexing 

multiple times during incubation. 

3. Add 250 µl phenol:chloroform:isoamyl alcohol to each sample. Mix well by vortexing. 

4. Spin at 14k RPM for 5 minutes. Transfer the aqueous layer to a new 1.5-ml 

microcentrifuge tube. 

5. Add 250 µl chloroform. Mix well by vortexing. 

6. Spin at 14k RPM for 5 minutes. Transfer the aqueous layer to a new 1.5-ml 

microcentrigue tube. 

7. Add 1 µl glycogen, 25 µl 3M Na-Acetate (pH 5.2), and 865 µl 100% ethanol to each 

sample. Precipitate overnight at -20º C. 

Day 5: Cleanup and elution 

1. Retrieve samples from -20º C. 

2. Spin at 14k RPM for 10 minutes. Discard the supernatant. 

3. Add 300 µl 70% ethanol to each sample. 

4. Spin at 14k RPM for 5 minutes. Discard the supernatant. 

5. Air dry samples or dry in Speed Vac. 

6. Resuspend samples in 25 µl TE. 

7. Store at -20º C. 
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3.2 Library preparation 

End Repair 

1. Thaw End Repair buffer on ice. Vortex thoroughly to make sure all buffer components are in 

solution. 

2. In a low-bind PCR tube, mix 25.5 µl ChIP DNA, 3 µl 10X End Repair Reaction buffer, 1.5 

µl End Prep Enzyme Mix 

3. Incubate 30 min @ 20°C, 30 min @ 65°C, Hold @ 4°C 

Perform Adaptor Ligation 

1. Thaw 10x Adaptor Ligation buffer on ice. Vortex thoroughly to make sure all buffer 

components are in solution. 

2. Dilute double stranded Illumina adaptor to 1.5 �M in 10 mM Tris. 

3. Add the following directly to end repair mix: 4 µl of 10x Ligase Buffer with dATP, 2 µl of 

T4 DNA Ligase, 2 µl of double stranded adaptor, 2 µl of water. 

4. Incubate overnight @ 16°C 

Bead Cleanup 1 

1. Add 40 µl of AmpPure beads and mix by pipetting up and down 10 times. 

2. Incubate 5 minutes at room temperature. 

3. Place on magnet stand for 5 minutes to clear supernatant. 

4. Carefully remove supernatant. Be sure to avoid removing beads. 

5. Leaving the tubes on the magnet stand, add 200 µl freshly prepared 80% ethanol. 

6. Incubate 30 seconds and remove ethanol wash. Be sure to avoid removing beads. 

7. Repeat steps 5 and 6. 
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8. Air dry beads for 5 minutes on magnet stand with lid open. Be sure not to overdry, as this 

will make elution difficult. 

9. Remove tubes from magnet and elute DNA in 22 µl of 10mM Tris-HCl (pH 7.5-8.0). Mix 

solution up and down, incubating beads for 5 minutes at room temperature to elute DNA. 

10. Place tubes on magnet stand and transfer 20 µl of supernatant to a new PCR tube. 

Amplify by PCR 

1. In a low-bind PCR tube, combine 20 µl Adaptor ligated DNA fragments, 5ul dual index 

primer mix containing 10 µM of each primer (use unique dual index combination for each 

sample you plan to multi-plex), 25ul 2x Q5 Hot start polymerase master mix. 

2. Amplify libraries 

a. Denature @ 98°C for 30 sec 

b. For 2 – 12 cycles (Note 3): 

i. 98°C for 10 seconds 

ii. 55°C for 30 seconds 

iii. 72°C for 60 seconds 

c. 72°C 3 minutes (final extension) 

d. Hold at 10°C 

Final Bead Cleanup 

1. Add 50 µl of SeraPure beads (1:1 ratio) and mix by pipetting up and down 10 times 

2. Incubate 5 minutes at room temp 

3. Place on magnet for 5 minutes to clear supernatant 

4. Remove supernatant 

5. Leaving the tubes on the magnet stand, add 200 µl freshly prepared 80% ethanol. 
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6. Incubate 30 seconds and remove ethanol. 

7. Repeat steps 5 and 6. 

8. Air dry beads for 5 minutes on magnet with lid open. Be sure not to overdry. 

9. Remove tubes from magnet and elute DNA in 15 µl of 10mM Tris-HCl (pH 7.5-8.0). Mix 

solution up and down, incubating beads for 5 minutes at room temperature to elute DNA. 

10. Transfer 13 µl of supernatant to a new tube. Be sure not to carry over beads, as they will 

inhibit downstream applications. If carry over occurs, add solution to magnet a second time. 

11. Quantify using a bioanalyzer or Qbit fluorometer. If sufficient material is obtained, run 10 – 

20 ng of library DNA on a 1.5% agarose gel to confirm correct size distribution and lack of 

primer dimers. 

12. Dilute samples to a concentration of 10 nM. For the 40 Mb Neurospora genome, 50 – 80 

individual ChIP-seq samples can be pooled and sequenced on a single flow cell of an 

Illumina Next-Seq or Hi-Seq instrument.  Most ChIP-seq experiments in fungi will require a 

minimum of 1 – 4 million sequence reads generated using an Illumina sequencing 

instrument. 

 

3.3 Data analysis 

Several analysis options exist for ChIP-seq data. While the specifics of these options may differ 

based on specific experimental details, the overall approach will require several key steps. Here 

we will present a general workflow, as well as a small sample of available analysis software. 

1. Pre-process sequence reads: Duplicate reads should be removed and Illumina adaptor 

sequences should be trimmed from any reads that contain them. This is done using 

FastQC [7] or similar software.   
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2. Align reads to reference genome using a short read aligner such as bowtie2 [8] or the 

Burrows-Wheeler Aligner [9]. 

3. Visualize sequence alignments in a genome browser such as the Broad Integrative 

Genome Viewer [10] or Gbrowser [11]. 

4. Perform project specific analyses such as peak calling, analysis of differential 

enrichment, Motif analysis, etc. HOMER [12], MACS [13], or SICER [14] are 

commonly used software packages for ChIP-seq analyses. 

4. Notes 

1. Sonication conditions will need to be optimized to ensure proper tissue homogenization and 

chromatin shearing. Check efficiency by running sheared chromatin on a 1.5% agarose gel 

to ensure a fragment size of 500 bp. 

2. N. crassa genomes contain A:T-rich domains, which can be under-represented due to PCR 

bias [15]. Bias can be reduced by limiting the number of PCR cycles used to amplify 

libraries. Be sure to optimize the amplification step to determine the appropriate number of 

PCR cycles for your samples. 
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Figures 

 

Figure 1. Schematic diagram of a ChIP-seq experiment. DNA-binding proteins are covalently 

cross-linked to chromatin in vivo. The chromatin fiber is sheared by sonication into small 

fragments, which are subjected to immunoprecipitation using an antibody that binds a specific 

DNA-binding protein. Shown here as a transcription factor (TF). Following 

immunoprecipitation, the crosslinks are reversed and DNA is purified, sequenced, and analyzed. 
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Figure 2. General bioinformatics workflow for ChIP-seq analysis. Individual ChIP-seq 

analysis pipelines will vary based on the specific ChIP-seq application, but analyses workflows 

include several basic steps. Most ChIP-seq experiments in fungi will require a minimum of 1 – 4 

million sequence reads generated using an Illumina sequencing instrument. Raw sequence reads 

should be pre-processed using a program such as FastQC [7], to remove Illumina adaptor 

sequences, and remove PCR and optical duplicates. Pre-processed reads are then aligned to a 
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reference genome using a short read aligner such as bowtie2 [8] or the Burrows-Wheeler Aligner 

[9]. Aligned reads can be visualized using genome browser software, such as the Broad 

Integrative Genomics Viewer [10] or Gbrowse [11]. Aligned reads can then analyzed using a 

variety of software packages, depending on the specific goals of the ChIP-seq. For example, 

software such as HOMER [12], MACS [13], or SICER [14] can be used to call peaks, identify 

DNA sequence motifs, or perform differential enrichment analyses. 
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Abstract 

Aspergillus species cause pulmonary invasive aspergillosis resulting in nearly a hundred 

thousand deaths each year. Patients at the greatest risk of developing life-threatening 

aspergillosis have weakened immune systems and/or various lung disorders. Patients are treated 

with antifungals such as amphotericin B (AmB), caspofungin acetate, or triazoles (itraconazole, 

voriconazole etc.), but these antifungal agents have serious limitations due to lack of sufficient 

fungicidal effect and human toxicity. Liposomes with AmB intercalated into the lipid membrane 

(AmBisome®, AmB-LLs), have several-fold reduced toxicity compared to detergent solubilized 

drug. However, even with the current antifungal therapies, one-year survival among patients is 

only 25 to 60%. Hence, there is a critical need for improved antifungal therapeutics. 

Dectin-1 is a mammalian innate immune receptor in the membrane of some leukocytes 

that binds as a dimer to beta-glucans found in fungal cell walls, signaling fungal infection. Using 

a novel protocol, we coated AmB-LLs with Dectin-1’s beta-glucan binding domain to make 

DEC-AmB-LLs. DEC-AmB-LLs bound rapidly, efficiently, and with great strength Aspergillus 

fumigatus and to Candida albicans and Cryptococcus neoformans, highly divergent fungal 

pathogens of global importance. By contrast, un-targeted AmB-LLs and BSA-coated BSA-AmB-

LLs showed 200-fold lower affinity for fungal cells. DEC-AmB-LLs reduced the growth and 

viability of A. fumigatus an order of magnitude more efficiently than untargeted control 

liposomes delivering the same concentrations of AmB, in essence decreasing the effective dose 

of AmB. Future efforts will focus on examining pan-antifungal targeted liposomal drugs in 

animal models of disease. 
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Importance 

The fungus Aspergillus fumigatus causes pulmonary invasive aspergillosis resulting in 

nearly a hundred thousand deaths each year. Patients are often treated with antifungal drugs such 

as amphotericin B (AmB) loaded into liposomes, AmB-LLs, but all antifungal drugs including 

AmB-LLs have serious limitations due to human toxicity and insufficient fungal cell killing. 

Even with the best current therapies, one-year survival among patients with invasive 

aspergillosis is only 25 to 60%. Hence, there is a critical need for improved antifungal 

therapeutics. 

Dectin-1 is a mammalian protein that binds to beta-glucan polysaccharides found in nearly 

all fungal cell walls. We coated AmB-LLs with Dectin-1 to make DEC-AmB-LLs. DEC-AmB-

LLs bound strongly to fungal cells, while AmB-LLs had little affinity. DEC-AmB-LLs killed or 

inhibited A. fumigatus ten times more efficiently than untargeted liposomes, decreasing the 

effective dose of AmB. Dectin-1-coated drug-loaded liposomes targeting fungal pathogens have 

the potential to greatly enhance antifungal therapeutics. 
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Introduction 

Hundreds of fungal species indigenous to our environment cause a wide variety of diseases 

including aspergillosis, blastomycosis, candidiasis, cryptococcosis, coccidioidomycosis (valley 

fever), and Pneumocystis pneumonia (PCP). Collectively, pathogenic fungi infect many different 

organs, but lungs are the most common site for deep mycoses. Globally, aspergillosis, 

candidiasis, and cryptococcosis kill about one million or more people each year (1, 2). 

Aspergillus fumigatus and related Aspergillus species cause aspergillosis (2). Patients at the 

greatest risk of developing life-threatening aspergillosis have weakened immune systems, for 

example from stem cell or organ transplants, or have various lung diseases, including 

tuberculosis, chronic obstructive pulmonary disease, cystic fibrosis, or asthma. Among 

immunocompromised patients, aspergillosis is the second most common fungal infection, after 

candidiasis (3, 4). Additional costs associated with treating invasive aspergillosis are estimated at 

$40,000 per child and $10,000 per adult. Patients with aspergillosis are treated with antifungals 

such as AmB, caspofungin, or triazoles. Even with antifungal therapy, however, one-year 

survival among immunocompromised patients with aspergillosis is only 25 to 60%. Furthermore, 

all known antifungal agents that treat aspergillosis are quite toxic to human cells (5, 6). 

AmB is the most commonly used agent for many kinds of fungal infections, including 

aspergillosis. Because AmB binds the fungal plasma membrane sterol ergosterol more efficiently 

than the mammalian sterol cholesterol, AmB is more toxic to fungal cells. The side effects of 

AmB include neurotoxicity and/or nephrotoxicity and/or hepatoxicity (5, 6) and can result in 

death of the patient (1). 

AmB loaded liposomes, AmB-LLs, penetrate more efficiently into various organs (7, 8), 

penetrate the cell wall (9), and show reduced toxicity at higher, more effective doses of AmB 
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than the second most commonly used AmB product, deoxycholate detergent-solubilized AmB 

(5, 6, 10, 11). AmB is an amphipathic molecule. Its long lipophilic polyene end intercalates into 

the lipid bilayer of liposomes, while its hydrophilic end is positioned on the liposomal surface as 

modeled in Fig. 1. Commercial untargeted spherical AmB-LLs are called AmBisome® (12, 13). 

However, AmB-LLs still produce AmB human toxicity, such as renal toxicity in 50% of patients 

(5, 6, 11). When infected mice are treated with AmB-LLs, viable numbers of A. fumigatus cells 

in homogenized lung tissue were only reduced by 70% (14, 15), leaving large fungal cell 

populations behind. This large residual fungal population may result in recurrence and 

subsequent mortality after treatment. We explored the targeting of AmB-LLs to Aspergillus 

fumigatus cells to meet the pressing need to improve the quality of antifungal drug formulations 

(1).    

Liposomes biochemically resemble endogenous exosomes (16-18). They efficiently 

penetrate the endothelial barrier and reach target cells deep in most major organs for the “passive 

delivery” of variously loaded therapeutic drugs (19-23). Targeted liposomes have binding 

specificity for a plasma membrane antigen to enable the “active delivery” of a packaged 

therapeutic to diseased cells. Targeting is most commonly achieved with a monoclonal antibody 

such that immunoliposomes bind a specific cell type or types. Over 100 publications, most 

focused on particular types of cancer cells, show that targeted immunoliposomes improve the 

cell-type specificity of drug delivery and reduce toxicity. Therapeutic drug loaded 

immunoliposomes include those targeting cells expressing the VEGF-Receptors-2 and -3 (24), 

the oxytocin receptor (25), the epidermal growth factor receptor, EGFR (26), CD4 (27), and 

HER2 (28, 29). The active delivery of immunoliposomes generally improves cell-type specificity 

and drug effectiveness by 3- to 10-fold (25, 30, 31) over passive delivery. A wide variety of 
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drugs have been delivered via targeted liposomes including toxins such as doxorubicin, 

paclitaxel, and rapamycin (32, 33), growth hormones such as Transforming Growth Factor-beta 

(34), and analgesics such as the indomethacin (25). We are unaware of any reports of 

immunoliposomes specifically targeting antifungals to invasive fungal cells; however, the 

immuno-targeting of AmB loaded liposomes to the vessel wall of pulmonary capillary cells in A. 

fumigatus infected mouse lungs results in increased mouse survival rates (15). 

Dectin-1 is a transmembrane receptor expressed in natural killer lymphocytes encoded by 

the CLEC7A (C-Type Lectin Domain Containing 7A, beta-Glucan Receptor) gene in mice and 

humans. Dectin-1 binds various beta-glucans in fungal cell walls and is the primary receptor for 

transmembrane signaling of the presence of cell wall components from the surface of fungal 

cells, stimulating an innate immune response (35-38). Human and mouse Dectin-1 are 244 and 

247 amino acid-long plasma membrane proteins, respectively, although there are mRNA splice 

variants producing shorter human isoforms. Dectin-1 floats in the membrane as a monomer, but 

binds to beta-glucans as a dimer as modeled in our design of Dectin-1 targeted liposomes shown 

in Fig. 1 (39). The 176 amino acid long (20 kDa) extracellular C-terminal beta-glucan binding 

domain is often manipulated alone as sDectin-1. The beta 1�3 glucans are a structurally diverse 

class of polysaccharides, and as such, sDectin-1 binds various model beta-glucans differentially 

with IC50s ranging from 2.6 mM to 2.2 pM (38). sDectin-1 is reported to recognize A. fumigatus 

cell wall components much more efficiently on germinating conidia and germ tubes than on 

dormant conidia or mature hyphae (40, 41). Having pan-fungal binding activity, Dectin-1 may 

provide broader antifungal targeting abilities for liposomes than a monoclonal antibody (42). 

The goal of our research has been to develop a targeted liposomal strategy that improves 

antifungal drug delivery and enhances therapeutic efficacy. To begin to address this goal, we 
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tested the hypothesis that AmB-LLs targeted directly to beta-glucans in the cell wall of A. 

fumigatus by sDectin-1 will have enhanced antifungal activity over current untargeted AmB-

LLs. 

Results 

Preparation of AmB loaded sDectin-1-coated liposomes. Pegylated liposomes were 

remotely loaded with 11 moles percent AmB relative to moles of liposomal lipids to make 

control AmB-LLs, which are similar in structure and AmB concentration to commercial un-

pegylated AmBisome® preparations (Materials and Methods, Supplemental Table S1). 

sDectin-1 (DEC, Supplemental Fig. S1, Fig. S2) and bovine serum albumin (BSA) were 

coupled to a pegylated lipid carrier, DSPE-PEG. One mole percent DSPE-PEG-DEC was 

incorporated into AmB-LLs to make sDectin-1-coated DEC-AmB-LLs (Fig. 1) and 0.33 mole 

percent DSPE-PEG-BSA was incorporated into AmB-LLs to make BSA-AmB-LLs. This mole 

ratio of 22 kDa sDectin-1 and 65 kDa BSA results in equivalent microgram amounts of protein 

coating each set of liposomes. Because these protein coated liposomes were made from the same 

AmB-LLs, all three liposomal preparations contain 11 moles percent AmB relative to moles of 

lipid. Two moles percent of DHPE-Rhodamine were loaded into all three classes of liposome 

(Fig. 1). 

sDectin-1-coated liposomes DEC-AmB-LLs bind strongly to fungal cells. In assays 

performed on A. fumigatus germlings, rhodamine red fluorescent DEC-AmB-LLs bound strongly 

to germinating conidia and to germ tubes as shown in Fig. 2. The sDectin-1-targeted liposomes 

often bound in large numbers that formed aggregates at particular regions. While 100 nm 

liposomes are too small to be resolved by light microscopy, individual liposomes were visible as 

somewhat uniformly sized small red fluorescent dots (orange arrows, Fig. 2A), which are easily 
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detected due to their each containing an estimated 3,000 rhodamine molecules (Fig. 1). From 

examinations of larger fields of germlings it appears that essentially all germlings bind DEC-

AmB-LLs (Fig. 2C and 2D). AmBisome-like AmB-LLs (Fig. 2B) and BSA coated liposomes, 

BSA-AmB-LLs (Fig. 2E & 2F), did not bind detectably to germinating conidia or germtubes 

when tested at the same concentration. Maximum labeling by DEC-AmB-LLs was achieved 

within 15 to 30 min and the strong red fluorescent signals of DEC-AmB-LLs bound to cells were 

maintained for weeks, when fixed cells were stored in the dark in phosphate buffered saline 

(PBS) at 4oC. 

DEC-AmB-LLs also bound to germinating conidia and most hyphae from more mature 

cultures as shown in Fig. 3. Again, the sDectin-1-targeted liposomes often bound in aggregates, 

but some fairly uniformly sized individual small red dots are visible (orange arrows, Fig. 3A), 

which appear to be individual fluorescent liposomes. AmB-LLs did not bind significantly to 

older conidia or mature hyphae (Fig. 3E & 3F), nor did BSA-AmB-LLs. 

On plates covered with dense layers of mature hyphae, the number of bound liposomes 

and liposome aggregates were counted in multiple fluorescent images. DEC-AmB-LLs bound to 

both formalin fixed (Fig. 4A-C) and live (Fig. 4D-F) A. fumigatus cells 100- to 200-fold more 

efficiently than AmB-LLs or BSA-AmB-LLs. Labeling by DEC-AmB-LLs was inhibited 50-fold 

by the inclusion of soluble beta-glucan and laminarin, but not sucrose, confirming that binding 

was beta-glucan specific (Fig. 4G-4GI). Finally, DEC-AmB-LLs labeled Cryptococcus 

neoformans cells and Candida albicans pseudohyphae (Supplemental Fig. S3), while control 

liposomes did not. However, the frequency of DEC-AmB-LL binding to C. albicans 

pseudohyphae was very low. In short, Dectin-coated AmB loaded liposomes bound efficiently to 

a variety of fungal cells, while control liposomes did not. 
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Killing and growth inhibition of fungi by DEC-AmB-LLs.  We performed various fungal 

cell growth and viability assays after treating A. fumigatus with liposomes delivering AmB 

concentrations near its estimated ED50 of 2 to 3 uM AmB (43) or below its estimated MIC of 

0.5 uM for various strains of A. fumigatus (44). In most of these experiments, 4,500 conidia were 

germinated and incubated for 12 to 72 hr in 96 well microtiter plates along with drug loaded 

liposomes. Longer incubation times were often needed to resolve differences among the 

liposome preparation delivering higher concentrations of AmB. Fig. 5 shows that targeted DEC-

AmB-LLs killed or inhibited the growth of A. fumigatus cells far more efficiently than BSA-

AmB-LLs or uncoated AmB-LLs delivering the same concentrations of AmB. Assays with 

CellTiter-Blue reagent, which assesses cytoplasmic reductase activity as a proxy for cell integrity 

and viability, showed that treating cells with DEC-AmB-LLs delivering 3 uM AmB killed A. 

fumigatus more than an order of magnitude more effectively than AmBisome-like AmB-LLs or 

BSA coated liposomes, BSA-AmB-LLs (Fig. 5A). As a second method to score liposomal AmB 

activity, we measured hyphal length. Hyphal length assays gave a similar result, showing that 

DEC-AmB-LLs delivering 3 uM AmB were far more effective at inhibiting hyphal growth than 

AmB-LLs or BSA-AmB-LLs (Fig 5B). To confirm that DEC-AmB-LLs were still functional in 

an alternate sDectin-1 renaturation buffer, we executed a complete biological replicate 

experiment, wherein sDectin-1 and liposomes were prepared in RN#8 buffer instead of RN#5 

(see Materials and Methods). We obtained a similar although less dramatic result with these 

liposomes delivering 3 uM AmB (Fig. 5C and 5D). 

A third assay of liposomal AmB activity was employed, which measured the percent of 

conidia that germinated in the presence of the various liposomal preparations (Fig. 5E and 5F). 

DEC-AmB-LLs delivering as little as 0.09 uM and 0.187 uM AmB inhibited the germination of 
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A. fumigatus conidia significantly better than AmB-LLs or BSA-AmB-LL. The dose response to 

DEC-AmB-LL was based on a germination assay performed after a fixed period of growth using 

AmB concentrations from 0.09 to 3 uM is shown in Fig. 5G. DEC-AmB-LLs outperform AmB-

LLs and BSA-AmB-LLs over a wide range of concentrations. 

Reduced animal cell toxicity of DEC-AmB-LLs. AmB-LLs and AmB deoxycholate 

micelles were slightly more toxic to HEK293 human embryonic kidney cells than DEC-AmB-

LLs or BSA-AmB-LLs based on CellTiter-Blue assays of cell viability (Supplemental Fig. S4). 

 

Discussion 

We demonstrated that sDectin-1-targeted, AmB-loaded DEC-AmB-LLs are significantly 

more effective at binding to and inhibiting the growth of fungal cells and are slightly less toxic to 

human cells than uncoated AmB-LLs. The biochemical manipulation of mouse or human 

sDectin-1 has been complicated because the proteins easily aggregate and become insoluble and 

inactive in aqueous buffers. The problem of protein aggregation and insolubility may partly be 

due their composition, due to the presence of 11 to 13% hydrophobic amino acids and three 

disulfide crosslinks in their carbohydrate recognition domains. A wide variety of protein 

chemical manipulations have been applied to improve sDectin-1 solubility with mixed success. 

For example, the solubility and utility of sDectin-1 was increased by tethering it to the 56 amino 

acid long B1 domain of Streptococcal Protein G (45) or more commonly to the 232 amino acid 

long Fc constant region of IgG1 antibody (41). Bacterially produced, non-glycosylated sDectin-1 

renatured from inclusion bodies and de-glycosylated and native mammalian cell produced 

sDectin-1 all retain indistinguishable beta-glucan binding activity (39, 46, 47). Therefore, we 

proceeded with sDectin-1 production in E. coli, with the potential for highest yield and lowest 
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cost. We overcame sDectin-1’s solubility problems by combining a variety of old and new 

approaches including, (1) the use of a very short charged peptide tag LysHisLys, (2) the 

inclusion of 6 M guanidine hydrochloride (GuHCl) during protein extraction, purification, and 

chemical modification, (3) the inclusion of the protein solubilizing agent, arginine, during 

renaturation, liposomal loading, and storage, and (4) the inclusion of a sulfhydryl reducing agent 

2-mercaptoethanol in all steps. 

sDectin-1 is reported to bind efficiently to A. fumigatus germinating conidia and germ 

tubes, but inefficiently if at all to mature hyphae and not at all to un-germinated conidia (40, 41, 

48). Our data with sDectin-1-coated AmB loaded liposomes are partially consistent with 

previous observations, except that we observed reasonably efficient staining of mature hyphae 

(Fig. 3 & 4). Poor cell or hyphal binding may be explained by polymorphic expression of beta-

glucans in different stages of fungal cell growth (48, 49). During infection, however, interaction 

with host immune cells reportedly expose otherwise masked β-glucans (50), enhancing the 

potency of the targeted DEC-AmB-LLs. Herein, sDectin-1-coated fluorescent DEC-AmB-LLs 

bound efficiently to germinating conidia, germ tubes, and hyphae, suggesting our modified 

sDectin-1 presented on the surface of liposomes retained its ability to form complexes with 

affinity for fungal beta-glucans expressed at various stages of growth. Our data showed for the 

first time that in vitro chemically modified sDectin-1 (DSPE-PEG-DEC) retained its fungal cell 

binding specificity. Furthermore, DEC-AmB-LLs binding was rapid and remained stably bound 

to cells for weeks. Perhaps the greater avidity of liposome coated with ~1,500 sDectin-1 

molecules insured the rapid efficient binding and very slow release of bound liposomes, parallel 

to the avidity of pentameric IgM antibody. The presence of thousands rhodamine molecules on 

each liposome (Fig. 1) should have greatly increased the chance of detecting unambiguous 
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fluorescent signals relative to detecting the binding of sDectin-1 dimers as reported in previous 

studies. DEC-AmB-LLs bound very efficiently to both live and formalin fixed hyphae. Side-by-

side comparisons are needed to determine if formalin fixation improved binding or blocked 

access to beta-glucans. 

In a large number of experiments using different binding buffers including BSA and 

various incubation periods we never detected any significant affinity of uncoated AmB-LLs or 

BSA-AmB-LLs for fungal cells, with one exception.  In preliminary experiments in which BSA 

was omitted during the incubation, we observed BSA-AmB-LLs bound modestly well to A. 

fumigatus germinated conidia, while we still did not observe AmB-LLs binding. By contrast, 

Chavan et al. (51) detected efficient binding of fluorescent pegylated liposomes to primary tips 

and septa on A. fumigatus hyphae even in the presence of serum (51). We cannot account for this 

disparity between their data and ours, except that their liposomes had a different lipid 

composition and lacked both sDectin-1 and AmB (Supplemental Table S1). 

Aspergillus, Candida, and Cryptococcus species belong to three evolutionarily disparate 

groups of fungi: the Hemiascomycetes, Euascomycetes, and Hymenomycetes, respectively, and 

are separated from common ancestry by hundreds of millions of years (52). DEC-AmB-LLs 

bound specifically to all three. This suggests the beta-glucans found in the outer cell wall of 

many pathogenic fungi will be conserved enough in structure to bind sDectin-1 targeted 

liposomes if they are accessible. However, beta-glucan expression and masking from host 

detection may vary widely among fungal species (48, 49, 53). Our assays also showed very 

inefficient binding of DEC-AmB-LLs to C. albicans, consistent with the masking of beta-

glucans reported for this species (54-56). We did not test for binding to zygomycete pathogens, 

but a targeted liposome approach may also increase drug efficacy for at least some members of 
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the Mucorales. For example, beta-glucans in the Rhizopus oryza cell wall induce a Dectin-1-

dependent response (57). 

In various biological and experimental replicate experiments using different assay methods, 

we showed that DEC-AmB-LLs killed or inhibited A. fumigatus cells far more efficiently than 

AmBisome-like AmB-LLs delivering the same level of AmB. In all of our experiments, DEC-

AmB-LLs were from several fold to more than an order of magnitude more fungicidal than 

control liposomes over a wide variety of AmB concentrations tested that were near or below the 

estimated ED50 of 3 uM. We detected significantly stronger activity of DEC-AmB-LLs over 

AmB-LLs even at AmB concentrations as low as 0.094 uM AmB, well below AmB’s MIC. 

DEC-AmB-LLs significantly decreased the amount of AmB required for an ED50 or a MIC for 

A. fumigatus. The time of incubation with drug loaded liposomes strongly influences the ability 

to resolve differences among the three liposome preparations. For example, when all three 

liposome preparations delivered high AmB concentrations (e.g., 0.75, 1.5 and 3 uM) they caused 

a lag in the germination of conidia. Hence, longer incubation periods were needed to allow 

sufficient fungal growth to resolve the improved performance of DEC-AmB-LLs. Short 

incubation periods were needed to resolve differences at low AmB concentrations (e.g., 0.37, 

0.18, 0.94 uM). Thus, we were unable to obtain a dose response curve that reflected the optimal 

performance of DEC-AmB-LLs over a wide range of AmB concentrations. Finally, AmB 

containing liposomes were added to plates at the same time as conidia during the growth 

inhibition assays. Thus, the CellTiter-Blue and hyphal length assays combined inhibition of 

germination, germling growth, and hyphal extension, but may be skewed toward inhibition of 

early stages of growth.  Future inhibition studies are needed that focus just on hyphal stages to 
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make this work even more relevant to a clinical setting, but our observation that older hyphae are 

bound by DEC-AmB-LLs suggest that improved killing of mycelia are likely. 

Looking forward, there are a number of important variables we have not yet explored. For 

example, we coated liposomes with a single concentration of sDectin-1, approximately 1,500 

molecules per liposome and do not know if this is the optimal concentration for cell binding and 

drug delivery. Also, although DEC-AmB-LL were superior in all aspects to AmB-LLs we do not 

know the ratio of growth inhibition to killing at different AmB concentrations. Efficient killing 

can be followed by rapid outgrowth of the remaining cells obscuring the results. This is 

particularly relevant to the treatment of aspergillosis, because current drug formulations only 

partially reduce the fungal cell load in mice and humans. An important next step in our research 

needs be an examination of the performance sDectin-1-coated antifungal drug loaded liposomes 

in animal models of fungal diseases. Only one human mutation in Dectin-1 Y238Term, very 

close to its natural termination codon 245, has been reported at the Human Gene Mutation 

Database (58). Hence the human sDectin-1 sequence itself may not present problems of 

immunogenicity in a clinical setting. However, we do not know if the design of liposomal 

sDectin-1 that included a LysHisLys peptide tag for lysine coupling to a lipid carrier will be 

immunogenic. 

In summary, sDectin-1 polypeptides conjugated to a pegylated lipid carrier and inserted as 

monomers into liposomes must float together to form functional dimers or multimers as they 

bind beta-glucans or we would not have observed the strong efficient binding of DEC-AmB-LLs 

to fungal cells. Our DEC-AmB-LLs efficiently bind beta-glucans in the cell walls of diverse 

fungal species. Multiple growth and viability assays on DEC-AmB-LLs delivering AmB 

concentrations from 0.094 to 3 uM suggest that sDectin-1-coated liposomes greatly improved the 
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performance of liposomal AmB. Taking these results altogether, it is reasonable to propose that 

sDectin-1-coated liposomes have significant potential as pan-fungal carriers for targeting 

antifungal therapeutics. 

Materials and Methods 

Fungal growth. Aspergillus fumigatus strain A1163 was transformed with plasmid 

pBV126 described in Kang et al. (59) carrying green fluorescent protein EGFP under the control 

of Magnaporthe oryzae ribosomal protein 27 promoter to make strain AEK012. AEK012 was 

used to monitor fungal cells in some experiments. A. fumigatus spores were inoculated on Petri 

plates containing Vogel’s Minimal Media (VMM, 1% glucose, 1.5% Agar) and grown for 7 

days, at which time conidia were collected in PBS + 0.1% Tween. For fluorescent liposome 

localization and for growth inhibition and killing assays 20,000 and 4,500 AEK012 conidia were 

plated on 24 well and 96 well plates, respectively, in VMM, 1% glucose, 0.5% BSA at 37oC for 

various time periods ranging from 8 hr to 56 hr (60, 61). Candida albicans Sc5314 and 

Cryptococcus neoformans H99 were pre-grown in YPD liquid media overnight. The cells were 

then washed 3 times with sterile water and resuspended in VMM media and grown on poly-L-

lysine coated plates at 35oC for 10 hours. All fungal cell growth was carried out in a BSL2 

laboratory. Prior to liposomal staining most fungal preparations were washed 3 times with PBS, 

fixed in 4% formaldehyde in PBS for 15 to 60 mins, washed twice and stored at 4oC in PBS. 

Production of soluble Dectin-1. The sequence of the codon-optimized E. coli expression 

construct with MmsDectin-1lyshis (NCBI BankIT #2173810) cloned into pET-45B (GenScript) 

is shown in Supplemental Fig. S1. The sequence encodes a slightly modified 198 a.a. long 

sDectin-1 protein containing a vector specified N-terminal (His)6 affinity tag, a flexible GlySer 

spacer, two lysine residues, another flexible spacer followed by the C-terminal 176 a.a. long 
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murine sDectin-1 domain. E. coli strain BL21 containing the MmsDectin-1-pET45B plasmid 

were grown overnight in 1 L of Luria broth without IPTG induction (Supplemental Fig. S2). 

Modified sDectin-1 was extracted from cell pellets in pH = 8.0, 6 M GuHCl (Fisher BioReagents 

BP178), 0.1 M Na2HPO4/NaH2PO4, 10 mM Triethanolamine, 100 mM NaCl, 5 mM 2-

mercaptoethanol, 0.1% Triton-X100, which was modified from a GuHCl buffer used an earlier 

study (62). sDectin-1 was bound to a nickel affinity resin (QiaGen, #30210) in this same buffer, 

washed in same adjusted to pH 6.3, and eluted in this buffer adjusted to pH 4.5. The pH of the 

eluted protein was immediately neutralized to pH 7.2 with 1 M pH 10.0 M triethanolamine for 

long term storage. Forty milligrams of greater than 95% pure protein was recovered per liter of 

Luria broth (Supplemental Fig. S2). Samples of sDectin-1 at 6 �g/uL in this same GuHCl 

buffer with freshly added 5 mM 2-mercaptoethanol were adjusted to pH 8.3 with 1 M pH 10 

triethanolamine and reacted with a 4-molar excess of DSPE-PEG-3400-NHS (Nanosoft 

polymers, 1544-3400) for 1 hr at 23oC to make DSPE-PEG-DEC. Gel exclusion chromatography 

on Bio-Gel P-6 acrylamide resin (Bio-Rad #150-0740) in renaturation and storage buffer RN#5 

(0.1 M NaH2PO4, 10 mM Triethanolamine, pH 8.0, 1 M L-Arginine, 100 mM NaCl, 5 mM 

EDTA, 5 mM 2-mercaptoethanol) removed un-incorporated DSPE-PEG and GuHCl (45, 63). 

DSPE-PEG-BSA was prepared from BSA (Sigma, A-8022) by the same protocol, minus the 

GuHCl from DSPE-PEG labeling buffers and L-Arginine from RN#5 buffer. 

Remote loading of AmB, sDectin-1, BSA, and Rhodamine into liposomes. Sterile 

pegylated liposomes were obtained from FormuMax Sci. Inc. (DSPC:CHOL:mPEG2000-DSPE, 

53:47:5 mole ratio, 100 nm diameter, 60 �mole/mL lipid in a liposomal suspension, FormuMax 

#F10203A). Small batches of liposomes were remotely loaded with 11 moles percent AmB 

(AmB, Sigma A4888) relative to 100% liposomal lipid to make AmBisome-like AmB-LLs used 
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throughout this study. For example, AmB (2.8 mg, 3 �moles or 20 moles %) AmB was 

dissolved in 13 �L DMSO by heating 10 to 20 min and with occasional mixing at 60oC to make 

an oil-like clear brown AmB solution. Two hundred and fifty �L of sterile liposomal suspension 

(15 �moles of liposomal lipid in 50% liposome suspension) was added to the AmB-oil and 

mixed on a rotating platform for 3 days at 37oC, followed by centrifugation for 10min at 100xg 

to pellet the AmB oil. Dissolving this oil phase in 0.5 mL DMSO and spectrophotometry at A407 

relative to AmB standards in DMSO showed that 1.3 �moles AmB remained undissolved and 

1.7 �moles of AmB (11 moles percent) were retained in liposomes. Subsequent gel exclusion 

chromatography of loaded liposomes over a 10 mL BioGel A-0.5 M agarose resin (BioRad 151-

0140) revealed no detectable AmB in the salt volume and essentially all of the AmB was retained 

by liposomes. Longer incubations resulted in higher percentages of AmB in liposomes. 

Commercial AmBisome® (Gilead) liposomes are not pegylated and contain 10.6 moles percent 

AmB relative to lipid (Supplemental Table S1). 

The DSPE-PEG-sDectin-1 and DSPE-PEG-BSA conjugates in RN#5 buffer and PBS, 

respectively, were integrated via their DSPE moiety into the phospholipid bilayer membrane of 

AmB-LLs at 1.0 and 0.33 moles percent of protein relative to moles of liposomal lipid by 30 to 

60 min incubation at 60oC to make DEC-AmB-LLs and BSA-AmB-LLs. We had previously 

determined that both arginine and guanidine prevented sDectin-1 aggregation and were aids to 

functional renaturation as shown for other proteins (64-66). However, the arginine in RN#5 is a 

reported inhibitor of Aspergillus growth (67). Therefore, we examined a second method of 

preparing liposomes in which the newly coupled DSPE-PEG-sDectin-1 was exchanged into 

renaturation buffer RN#8 (50 mM carbonate pH 8.5, 0.5 M guanidine hydrochloride, 250 mM 

NaCl, 2 mM 2-mercaptoethanol, 0.1 % triton, 20% glycerol) and loaded into liposomes in RN#8. 
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We concluded that DSPE-PEG-sDectin-1 and liposomes prepared using in RN#5 were slightly 

superior at labeling fungal cells than those prepared in RN#8. During this same 60oC incubation, 

the red fluorescent tag, Lissamine rhodamine B-DHPE (Invitrogen, #L1392) was also 

incorporated at two moles percent relative to liposomal lipid into sDectin-1 and BSA coated 

liposomes and AmB-LLs (68-70). Gel exclusion chromatography on BioGel A-0.5 M resin 

confirmed that Rhodamine and protein insertion into liposomes were essentially quantitative. 

DEC-AmB-LLs stored at 4oC in RN#5 retained fungal cell binding specificity for 2 months. 

Microscopy of liposome binding. Formalin fixed or live fungal cells were incubated with 

liposomes in liposome dilution buffer LDB1 (PBS pH 7.2, 5% BSA, 1 mM 2-mercaptoethanol, 5 

mM EDTA) at 23oC.  Unbound liposomes washed out after 15 min to 1 hr incubation with 4 

changes of LDB1. Images of rhodamine red fluorescent liposomes, green EGFP A. fumigatus and 

differential interference contrast (DIC) illuminated cells were taken on microscope slides under 

oil immersion at 63x on a Leica DM6000B automated microscope. Five to six Z-stack images 

were recorded at one micron intervals and merged in Adobe Photoshop CC2018 using the Linear 

Dodge method. Bright field and red and green fluorescent images were taken directly of cells on 

microtiter plates at 20X and 40X on an Olympus IX70 Inverted microscope and an Olympus 

PEN E-PL7 digital camera and the bight field and/or colored layers merged in Photoshop. 

Cell growth and viability assays. Liposomal stocks were stored at 900 �M AmB and 

diluted first 5 to 10-fold into liposome dilution LDB2 (PBS pH 7.2, 0.5% BSA, 1 mM 2-

mercaptoethanol) and then into growth media to achieve the indicated final AmB concentrations. 

Control cells received an equivalent amount of LDB2. CellTiter-Blue cell viability assays were 

conducted as per the manufacturer’s instructions (Promega, document #G8080) using 20 �L of 

resazurin reagent to treat 100 �L of fungal or animal cells in growth media and incubating for 2 
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to 4 hours at 37oC. Red fluorescence of electrochemically reduced resorufin product 

(Ex485/Em590) was measured in a Biotek Synergy HT microtiter plate reader. Data from six 

wells was averaged for each data point and standard errors calculated. Data for germination and 

hyphal length assays were collected manually from multiple photographic images taken at 10X 

and/or 20X. 
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Fig. 1. Model of DEC-AmB-LLs, liposomes loaded with sDectin-1, AmB, and rhodamine. 

AmB (AmB, blue oval structure) was intercalated into the lipid bilayer of 100 nm diameter 

liposomes. sDectin-1 (DEC, green globular structure) was coupled to the lipid carrier DSPE-

PEG. Both DSPE-PEG-DEC and red fluorescent DHPE-Rhodamine (red star) were also inserted 

into the liposomal membrane. sDectin-1, Rhodamine, AmB and liposomal lipids were in a 

1:2:11:100 mole ratio, respectively (Supplemental Table S1). Two sDectin-1 monomers (two 

DSEP-PEG-DEC molecules) must float together in the membrane to bind strongly to cell wall 

beta-glucans (red sugar moieties). The two liposomal controls examined were BSA-AmB-LLs 

that contain an equal microgram amount of 65 kDa BSA in place of 22 kDa sDectin-1 (i.e., 

0.33:2:11:100 mole ratio) and AmB-LLs lacking any protein coating (0:2:11:100 mole ratio). 

From these mole ratios, the surface area of an 100 nm diameter liposome, and the published 

estimate of 5 x 106 lipid molecules per 106 nm2 of lipid bilayer(71), we estimated that there were 

approximately 3,000 Rhodamine molecules in each liposome preparation and 1,500 sDectin-1 

monomers in each DEC-AmB-LL. Note that for simplicity the proper ratios of these molecules 

are not shown in the figure. 
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Fig. 2. sDectin-1-coated DEC-AmB-LLs bound strongly to germinating conidia and germ 

tubes of A. fumigatus, while AmB-LLs and BSA-AmB-LLs did not. A. fumigatus conidia 

were germinated and grown for 8 to 10 hr in VMM + 1% glucose at 37oC in 24 well microtiter 

plates before being fixed and stained with fluorescent liposomes. A. Rhodamine red fluorescent 

DEC-AmB-LLs bound swollen conidia (white 

arrows) and germ tubes of A. fumigatus. B. Rhodamine red fluorescent AmB-LLs did not bind at 

detectable frequencies. No AmB-LLs were detected even when the red channel was enhanced as 
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in this image. The smallest red dots in plate A represent individual 100 nm diameter liposomes 

viewed based on their fluorescence (orange arrows). Large clusters of liposomes form the more 

brightly red stained areas. C & D were stained with DEC-AmB-LLs. E & F stained with BSA-

AmB-LLs. C & E were photographed in the green fluroescent channel, while in D and F green 

and red fluorescent channels were combined. A through F. Cells were grown for 8 to 10 hr in 

VMM + 1% glucose at 37oC. Labeling was performed in LDB1 for 60 min. All three liposomes 

preparations were diluted 1:100 such that liposomal sDectin-1 and BSA proteins were at final 

concentrations of 1 �g/100 �L. Germlings were viewed in the green channel alone for 

cytoplasmic fluorescent EGFP expression and red channel for rhodamine fluorescent liposomes. 

A & B were photographed at 63X under oil immersion in a compound fluorescence microscope 

and red fluorescence was further enhanced in B to detect potentially individual liposomes. C 

through F were photographed at 20x on an inverted fluorescence microscope. 
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Fig. 3. sDectin-1-coated DEC-AmB-LLs bound germinating conidia and hyphae of 

mature A. fumigatus cells, while untargeted AmB-LLs and BSA-AmB-LLs did not. A. 

fumigatus conidia were germinated and grown for 16 hr in VMM + 1% glucose at 37oC in 24 

well microtiter plates before being fixed and stained with fluorescent 

liposomes.  A. through D. Cells were stained with rhodamine red fluorescent DEC-AmB-LL 

diluted 1:100 such that sDectin-1 was at 1 �g/100 �L, and E. and F. with the equivalent amount 

of red fluorescent AmB-LLs for 60 min.  A. DIC image alone. B. Combined DIC and red 
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fluorescence image. A and B. show that Rhodamine fluorescent DEC-AmB-LLs bound to 

germinating conidia (white arrows) and hyphae. In B the smallest red dots represent individual 

100 nm liposomes (orange arrows). C through F examined cytoplasmic green fluorescent EGFP 

and the red fluorescence of liposomes. C & D show that nearly all conidia and most hyphae 

stained with DEC-AmB-LLs. E & F show that AmB-LLs did not bind. A & B were 

photographed at 63X under oil immersion and C through F were photographed at 20X on an 

inverted fluorescent microscope. 
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Fig. 4. sDectin-1-coated DEC-AmB-LLs bound two orders of magnitude more frequently to 

A. fumigatus than control AmB-LLs and binding was inhibited by a soluble beta-glucan. 

Samples of 4,500 A. fumigatus conidia were germinated & grown at 37oC for 36 hours in 

VMM+1% glucose, fixed in formalin or examined live, and incubated for 1 hr with 1:50 

dilutions of liposomes in liposome dilution buffer LDB1. Unbound liposomes were washed out. 
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Multiple fields of red fluorescent images were photographed at 20X and red fluorescence 

enhanced equivalently for all images. Each photographic field contained approximately 25 

swollen conidia and an extensive network of hyphae (not shown). A, B, & C. Labeling formalin 

fixed cells. D, E, & F. Labeling live cells. G, H, & I. Inhibition of DEC-AmB-LL labeling of 

fixed cells by 1 mg/mL laminarin, a soluble beta-glucan vs 1 mg/mL sucrose as a control. A, D, 

& G. The number of red fluorescent liposomes and clusters of liposomes were counted, averaged 

per field and plotted on a log10 scale. The numerical average is indicated above each bar and on 

the vertical axis. Standard errors are shown. Fold differences and p-values are indicated for the 

performance of DEC-AmB-LLs relative to AmB-LLs. Examples of photographic fields of 

liposomes used to construct the adjacent bar graphs are shown in B, C, E, F, H, & I. 
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Fig. 5. DEC-AmB-LLs inhibited the growth A. fumigatus far more efficiently than AmB-

LLs. Samples of 4,500 A. fumigatus conidia were germinated & grown in 96 well microtiter 

plates in VMM+1% glucose for 8 to 56 hr at 37oC and treated at the same time with liposome 
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preparations delivering the indicated concentrations of AmB to the growth media (A through D, 

3 �M AmB, a 1:300 fold dilution of all three liposome preparations), E. 0.09 �M, F. 0.18 �M, 

G. 0.9 to 3 �M) or an equivalent amount of liposome dilution buffer LDB2. Viability and 

growth were estimated using CellTiter-Blue reagent (A & C) or by measuring hyphal length (B 

& D) or by scoring percent germination (E, F, & G). Background fluorescence from wells with 

CellTiter-Blue reagent in the media, but lacking cells and liposomes was subtracted. Standard 

Errors are indicated. Fold differences and p-values are indicated for comparisons of the 

performance of DEC-AmB-LLs to AmB-LLs.  Inset photos in B & D show examples of the 

length of hyphae assayed for AmB-LLs and DEC-AmB-LL treated sample. One unit of hyphal 

length in B & D equals 5 microns. Cells were grown for 8 to 56 hrs. A & B and C & D compare 

the results from two biological replicate experiments with independently conjugated sDectin-1 

and assembled liposomes. 
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Supplemental Tables and Figures 

Supplemental Table S1. Liposome compositions. Comparison of the chemical composition of 

liposomes discussed in the manuscript. 

Supplemental Fig. S1. The modified mouse sDectin-1 DNA MmsDectin1lyshis and protein 

MmsDectin-1. A. The codon optimized DNA sequence of MmsDECTIN1lyshis was cloned into 

in pET-45B. NCBI BankIT submission #2173810. Length: 577 bp, Vector pET-45b sequence 

highlighted in red with start codon underlined, Cloning sites in green, Codons for Gly Ser (G,S) 

flexible linker residues in yellow, reactive lys (K) residues in purple, Mouse sDecetin-1 in light 

blue, terminal Ala codon in yellow to put stop codons in frame, stop codons in bold. B. The 

modified mouse sDectin-1 protein being synthesized. N terminus and His tag from pET-45B 

vector in red, Gly Ser (GS) flexible linker residues in yellow, reactive lys (K) residues in purple, 

Mouse sDecetin-1 in light blue. Final Ala residue/codon to put stop codons and PacI site in 

frame. 199 amino acids, MW 22,389.66 g/mole. Theoretical pI 7.74. 

Supplemental Fig. S2. SDS PAGE analysis of sDectin-1 in cell extracts and after affinity 

purification. sDectin-1 protein was produced in the BL21 strain of E. coli grown in Luria Broth 

over night from the pET-45B plasmid without IPTG induction. The protein was solubilized in 

GuHCl buffers, purified by Ni-NTA resin and examined by SDS PAGE after GuHCl was 

removed by dialysis. Extraction of protein into buffers that also contained reducing agent 2-

mercaptoethanol and Triton-X100 detergent greatly increased recovery from insoluble inclusion 

bodies (center lanes) relative to buffers without them (right lanes). Protein was examined on a 

12% acrylamide gel stained with Coomassie Blue. The approximate molecular weight of 

modified sDectin-1 22 kDa is indicated. Extraction of these cells with urea buffers even at 60�C 

yielded very little protein (not shown). 
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Supplemental Fig. S3. sDectin-coated liposomes, DEC-AmB-LLs, bound strongly to 

Candida albicans and Cryptococcus neoformans cells.  A., C. & E. are bright field images of C. 

albicans strain Sc5314 and C. neoformans strain H99 labeled with DEC-AmB-LLs diluted 1:100 

in LDB1. B., D. & F. are the combined bright field and red fluorescence images showing that 

rhodamine red fluorescent DEC-AmB-LLs bound strongly to these cells. Plain uncoated AmB-

LLs and BSA-AmB-LLs did not bind detectably to these cells (not shown). A & B were 

photographed at 63X under oil immersion, C through F at 20X on an inverted fluorescent 

microscope. 

Supplemental Fig. S4. sDectin-1-coated DEC-AmB-LLs and BSA coated BSA-AmB-LLs 

were less toxic to HEK293 cells than uncoated AmB-LLs. Human Embryonic Kidney 

HEK293 cells grown to 30 to 40 percent cell density in RPMI lacking red indicator dye in 96 

well microtiter plates. Cells were treated for 2 hours with the AmB loaded liposomes indicated or 

a deoxycholate micelle suspension of AmB (DOC), washed twice and then incubated for 

additional 16 hrs. All treatments delivered a final concentration of 30 or 15 �M of AmB into the 

media. The 0 �M control wells received an amount of liposome dilution buffer LDB2 equivalent 

to the 30 uM treatment. CellTiter-Blue assays estimated cell viability and survival. Background 

fluorescence from wells with CellTiter-Blue reagent in the media, but lacking cells and 

liposomes was subtracted. Standard errors are indicated. Percent difference and p-values are 

indicated for comparisons of the performance of DEC-AmB-LLs to AmB-LLs. 
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TRANSCRIPTION FACTOR ZNF2 COORDINATES WITH THE CHROMATIN 

REMODELING SWI/SNF COMPLEX TO REGULATE DIFFERENTIATION IN 

CRYTPOCOCCUS NEOFORMANS 
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Abstract 

Cellular differentiation is instructed by development regulators in coordination with chromatin 

remodeling complexes. Much information about their coordination comes from studies in the 

model ascomycetous yeasts. It is not clear, however, of the kind of information that can be 

extrapolated to species of other phyla in Kingdom Fungi. In the basidiomycete Cryptococcus 

neoformans, the transcription factor Znf2 controls yeast-to-hypha differentiation. Through a 

forward genetic screen, we identified the basidiomycete-specific factor Brf1 and discovered that 

it works together with Snf5 in the SWI/SNF chromatin remodeling complex in concert with 

existent Znf2 to execute cellular differentiation. We demonstrated that SWI/SNF assists Znf2 

opening up the promoter regions of hyphal specific genes, including the ZNF2 gene itself. In 

addition, this complex supports Znf2 to fully associate with its target regions. Importantly, our 

findings revealed key differences in composition and biological function of the SWI/SNF 

complex in the two major phyla of Kingdom Fungi. 

Introduction 

Cellular differentiation allows genetically identical cells to exhibit distinct phenotypes 

and carry out distinct cellular functions. Human cells, for example, can differentiate into more 

than 120 cell types. Although functional and morphological differences are most pronounced in 

higher eukaryotes, cellular differentiation is a universal phenomenon, often directed by 

differential gene expression. In eukaryotes, nucleosomes serve as a general barrier preventing 

gene transcription because eukaryotic genomic DNA is packed into chromatin. Hence, chromatin 

regulation is a necessity for transcription in eukaryotes, brought about by specific regulatory 

mechanisms that make certain genomic DNA regions accessible to transcription factors and 

RNA polymerase II. The ATP-dependent switch/sucrose non-fermentable (SWI/SNF) chromatin 
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Abstract 

 Cellular differentiation is instructed by development regulators in coordination with 

chromatin remodeling complexes. Much information about their coordination comes from 

studies in the model ascomycetous yeasts. It is not clear, however, of the kind of information that 

can be extrapolated to species of other phyla in Kingdom Fungi. In the basidiomycete 

Cryptococcus neoformans, the transcription factor Znf2 controls yeast-to-hypha differentiation. 

Through a forward genetic screen, we identified the basidiomycete-specific factor Brf1 and 

discovered that it works together with Snf5 in the SWI/SNF chromatin remodeling complex in 

concert with existent Znf2 to execute cellular differentiation. We demonstrated that SWI/SNF 

assists Znf2 opening up the promoter regions of hyphal specific genes, including the ZNF2 gene 

itself. In addition, this complex supports Znf2 to fully associate with its target regions. 

Importantly, our findings revealed key differences in composition and biological function of the 

SWI/SNF complex in the two major phyla of Kingdom Fungi. 

Introduction 

Cellular differentiation allows genetically identical cells to exhibit distinct phenotypes 

and carry out distinct cellular functions. Human cells, for example, can differentiate into more 

than 120 cell types. Although functional and morphological differences are most pronounced in 

higher eukaryotes, cellular differentiation is a universal phenomenon, often directed by 

differential gene expression. In eukaryotes, nucleosomes serve as a general barrier preventing 

gene transcription because eukaryotic genomic DNA is packed into chromatin. Hence, chromatin 

regulation is a necessity for transcription in eukaryotes, brought about by specific regulatory 

mechanisms that make certain genomic DNA regions accessible to transcription factors and 

RNA polymerase II. The ATP-dependent switch/sucrose non-fermentable (SWI/SNF) chromatin 
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remodeling family mainly facilitates in cis sliding and/or in trans ejecting of nucleosomes on 

DNA 1, allowing activation or repression of gene transcription. Through modulating gene 

expression, the SWI/SNF family of complexes are critical to a variety of cellular processes 

including stemness, differentiation, and development. Remarkably, about 20% of cancer types 

bear mutations in SWI/SNF subunits in humans 2. 

The SWI/SNF complex is the first ATP-dependent chromatin remodeling complex of the 

SWI/SNF family identified. To avoid confusion, we use the term “family” when we discuss the 

SWI/SNF family of complexes. The SWI/SNF complex is composed of 12 subunits in 

Saccharomyces cerevisiae and 11-15 subunits in humans 3,4. However, most human SWI/SNF 

subunits have several isoforms, permitting dozens of combinatorial assemblies and a spectrum of 

related complexes 5. It is therefore challenging to attribute observed phenotypes based on a 

mutation of a particular subunit to the function of a specific complex. In S. cerevisiae and 

Schizosaccharomyces pombe, there are only two complexes in the SWI/SNF family: the 

SWI/SNF complex and the RSC (remodeling structure of chromatin) complex. These two 

complexes have their distinct catalytic and accessory subunits while sharing a small set of 

common subunits 6,7. The relative simplicity in these model ascomycete yeasts has facilitated the 

investigation of the molecular functions of SWI/SNF complexes and individual subunits. It is 

unclear, however, what functions and features of the SWI/SNF complexes established in these 

two model yeast species can be extrapolated to other eukaryotic species, including other distantly 

related fungal species. 

In contrast to these model yeasts, the human fungal pathogen Cryptococcus neoformans 

belongs to a different phylum in Kingdom Fungi: Basidiomycota. Basidiomycetes diverged from 

ascomycetes about 1 billion years ago and share key features with higher eukaryotes that are 
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absent from the model yeasts. For instance, >90% of the protein-coding genes in C. neoformans 

contain multiple introns and epigenetic regulation like RNAi and DNA methylation plays 

important roles in its biology 8-12. In addition, C. neoformans can exist in multiple morphotypes, 

including basidiospore, blastospore, chlamydospore, yeast, titan cell, pseudohypha, hypha, 

clamp, and basidium. Cellular differentiation in C. neoformans is an area of great interest as 

morphological changes are associated with its pathogenicity 13. For instance, yeasts and spores 

are infectious and virulent 14,15; titan cells are proposed to be dormant and stress-resistant in hosts 

16,17; pseudohyphae and hyphae are attenuated in virulence in mammalian hosts 18,19. In the 

environment, however, hyphae are an integral part of its life cycle and the filamentous forms 

(pseudohyphae and hyphae) confer cryptococcal resistance to its natural predators (e.g. soil 

amoeba) 20.   

 The yeast-to-hypha transition is the best-understood cellular differentiation pathway in C. 

neoformans. During bisexual reproduction, compatible a and α yeast partners conjugate after 

activating their pheromone sensing cascade, and the resulting a-α dikaryotic zygote differentiates 

to hyphae. Some aerial hyphae eventually develop into fruiting bodies and generate infectious 

meiotic basidiospores. We previously discovered that C. neoformans, in the absence of a 

compatible mating partner, can undergo similar cellular differentiation events (self-fruiting or 

unisexual reproduction) 21, with the exception that the non-self-recognition system (the 

pheromone sensing cascade) is dispensable 22,23. A zinc-finger transcription factor, Znf2, is an 

absolutely required master regulator for hyphal growth in this organism 19,22-24. Deletion of ZNF2 

confines C. neoformans cells to the yeast form and overexpression of ZNF2 drives filamentation 

regardless of growth conditions 19,24. Whether chromatin remodeling factors coordinate with 

Znf2 to control the yeast-hypha differentiation in this basidiomycete is unknown. 
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 The SWI (switch) and SNF (sucrose nonfermenting) genes were initially discovered in S. 

cerevisiae through genetic screens aimed towards identifying factors that control the induction of 

the endonuclease HO required for mating type switching or the induction of the invertase Suc2 

required for sucrose metabolism 25,26. It later became apparent that these genes encode subunits 

of two large protein complexes (SWI/SNF and RSC), which are global regulators of transcription 

through ATP-dependent chromatin remodeling. 

 Here, through a forward genetic screen in a ZNF2 overexpression strain in C. 

neoformans, we identified two genes, SNF5 and BRF1, that are essential for hyphal 

differentiation even when Znf2 protein is produced. Snf5 is a conserved core subunit in the 

SWI/SNF complex, while BRF1 encodes a novel basidiomycete-specific protein with an AT-rich 

interacting domain (ARID). Excitingly, we discovered that Brf1 works together with Snf5 in the 

SWI/SNF complex in regulating hyphal differentiation. We demonstrated that Brf1 is essential 

for transcriptional induction of ZNF2 and is required for Znf2’s full association to the promoter 

regions of its downstream target genes, including the ZNF2 gene itself. Furthermore, the 

promoter region of ZNF2 and its downstream targets important for filamentation become 

transcriptionally inaccessible in the absence of BRF1 or SNF5. This is the first identification and 

functional characterization of a phylum-specific subunit in the SWI/SNF complex in 

basidiomycetes. Our findings also revealed major and intriguing differences in composition and 

biological functions of the SWI/SNF complex and the RSC complex between the two major 

phyla in the Kingdom Fungi. 

Results 

Nuclear Znf2 fails to induce hyphae in insertional mutants 
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We previously demonstrated the key function of ZNF2 in regulating yeast-to-hypha 

transition. However, the Znf2 partner(s) in regulating this cell differentiation remain elusive 24. 

Here, we recruited a reporter strain to identify Znf2-related factors through a forward genetic 

screen. In this reporter strain, the native ZNF2 gene is deleted and an ectopic copy of mCherry-

fused ZNF2 is expressed under the control of an inducible promotor of a copper transporter 

CTR4 (XL280α, znf2::NAT/ PCTR4-2-mCherryZNF2-NEO). This reporter strain switched from 

yeasts to hyphae when ZNF2 was induced in response to copper limitation in the presence of the 

copper chelator bathocuproinedisulfonic acid (BCS) (Fig. 1a), as we expected based on our 

previous studies 24,27. The production of Znf2 can be monitored through the nuclear localized 

mCherry fluorescence signal (Fig. 1a). Here we used insertional mutagenesis through 

Agrobacterium-mediated transformation (AMT) and generated 88,000 T-DNA insertional 

mutants in this reporter strain background. We screened these mutants visually for smooth yeast 

colonies on filamentation-inducing V8 agar medium containing BCS (Fig. 1b). 84 filamentation-

defective mutants were isolated (strains AMT001-AMT084, Supplementary Table 1). 

We next examined the 84 isolated mutants for their cellular morphology, and the 

expression and localization of mCherry-tagged Znf2 protein upon induction. Fifty-eight of these 

mutants showed nuclear mCherry-Znf2 localization while 26 had altered subcellular distribution 

of the fluorescence signal. The mutants with mis-localized Znf2 signal will help understand how 

Znf2 protein is regulated through trafficking, post-translational modification, and/or stability. In 

this study, however, we set to identify factors that are required for nuclear localized Znf2 protein 

to exert its function. Thus, we decided to follow up the 58 mutants with Znf2 expressed and 

properly localized to the nucleus. Among these mutants, only 25 candidate mutants showed only 

yeast cellular morphology in the population and nuclear mCherry-Znf2 signal when cultured in 
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YPD+BCS inducing condition (Supplementary Table 1). These 25 mutants were chosen for 

further analyses. 

Multiple T-DNA insertions and cryptic mutations could occur during Agrobacterium-

mediated transformation 28,29. To determine if the T-DNA insertion is genetically linked to the 

non-filamentous phenotype in these 25 mutants, we backcrossed these 25 mutants (in the α 

mating type) to the wild-type congenic mating partner XL280a, micro-dissected the meiotic 

basidiospores, and analyzed the phenotypes of the progeny. If the genome of the insertional 

mutant harbors only one copy of the T-DNA, which carries the hygromycin selection marker 

HYG, we would expect a 1:1 ratio of hygromycin sensitive (HYGS) and hygromycin resistant 

(HYGR) progeny. If that single T-DNA insertion caused the non-filamentous phenotype, then all 

HYGR progeny would be non-filamentous while all HYGS progeny would be filamentous under 

a Znf2-inducing condition. In comparison, when multiple T-DNAs inserted in the genome, the 

ratio between HYGS and HYGR meiotic progeny would be 1:3 (two unlinked insertions) or lower 

(>2 unlinked T-DNA insertions). Based on our genetic linkage analyses of the meiotic progeny 

dissected from the 25 crosses, 8 out of the 25 mutants likely harbor a sole T-DNA insertion that 

is genetically linked to their non-filamentous phenotype on media containing BCS (Fig. 1c). 

 

Two candidates were identified as filamentation activators 

To identify the genes affected by the T-DNA insertions in the selected 8 mutants, we 

used genome sequencing approach developed by Dr. Alspaugh’s group 29. The 8 mutants carry 

not only the T-DNA insertion (HYGR marker), but also the znf2Δ construct (NATR marker) and 

the PCTR4-2-mCherryZNF2 construct (NEOR marker). Because all three drug selection markers 

share the same promoter and terminator sequences, we decided to sequence their meiotic 
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progeny derived from the backcrosses that have only the T-DNA insertion (HYGR). From the 

genome sequences of the 8 “clean” insertional mutants, we identified 8 insertion sites 

(Supplementary Table 2), including two singleton and six paired insertions. Singleton insertions 

could be the result of big chromosomal fragment deletion or chromosomal rearrangement 29, and 

so we did not pursue them further. The remaining six paired insertions revealed four possible 

disrupted genetic loci (Fig. 1d), with two loci being inserted twice independently in different 

isolates. CND05760 encodes the Ste11α MAP kinase and previously had been shown to be 

involved in the pheromone sensing cascade, but is not essential for filamentation 23. To verify the 

role of the other three identified genes CNK02410, CNA02310, and CNA07190 in filamentation, 

we carried out independent targeted gene deletion in the wild-type XL280α background. 

CNK02410 encodes Ssn6, a general transcriptional co-repressor 30. Deletion of SSN6 reduced 

filamentation in the wild type background (Fig. 1e). CNA02310 and CNA07190 were recovered 

twice from independent insertions (Fig. 1d), and independent targeted deletion of these two 

genes in the wild type background nearly abolished filamentation, similar to the corresponding 

insertional mutants (Fig. 1c and 1e). Thus, CNA02310 and CNA07190 are essential for yeast-

hypha transition in C. neoformans. 

CNA07190 encodes Snf5 (1784 aa, 195 kDa), a core subunit of the conserved SWI/SNF 

chromatin remodeling complex. Snf5 is critical for cellular differentiation in all organisms tested, 

including ascomycetous and basidiomycetous fungi 31-36. For instance, deletion of SNF5 in the 

basidiomycete Coprinopsis cinerea, commonly known as the gray shag mushroom, results in 

severe defects in dikaryon development and fruiting 34,35. In C. neoformans, SNF5 was shown to 

be critical for bisexual reproduction in the serotype A H99 strain background, as a bilateral 

snf5Δα x snf5Δa cross yielded no mating hyphae or fruiting body 28. Consistently, we found that 
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a bilateral cross between snf5Δα and snf5Δa mutants in XL280 background yielded no mating 

hyphae (Fig. 2a). This result indicates that the function of Snf5 is conserved in both serotypes of 

C. neoformans. Besides Snf5, no other subunits in the SWI/SNF complex have been identified or 

characterized in C. neoformans. 

CNA02310 encodes an uncharacterized novel protein (1033 aa, 112 kDa). The predicted 

protein has an AT-rich interacting domain (ARID) but no other recognizable domains. Because it 

is basidiomycete specific (Supplementary Fig. 1), we named this gene BRF1 (basidiomycete-

specific regulator of filamentation 1). 

Brf1 functions in the same biological process as Snf5 

Brf1 and Snf5 share a similar function in filamentation. As mentioned earlier, 

independent deletion of SNF5 or BRF1, or their disruption by T-DNA insertion abolished or 

nearly abolished self-filamentation (Fig. 1e). Unilateral crosses between the snf5Δ or the brf1Δ 

mutant in the α mating type with a non-self-filamentous reference a strain (snf5Δα x a or brf1Δα 

x a) on V8 medium produced fewer mating hyphae (Supplementary Fig. 2a), likely due to their 

reduced cell fusion efficiency (Supplementary Fig. 2b). Bilateral crosses between the mutant 

partners (snf5Δα x snf5Δa or brf1Δα x brf1Δa) did not produce any aerial mating hyphae or 

sexual spores (Fig. 2a). As bisexual mating or self-filamentation on V8 medium is mostly driven 

by the pheromone signaling cascade, we decided to examine the impact of these mutations on 

filamentation independent of the pheromone cascade on V8 medium supplemented with a high 

concentration of copper (500μM CuSO4). We previously showed that self-filamentation under 

this condition is independent of the nonself-recognition system 22. Neither the brf1Δ mutant nor 

the snf5Δ mutant filamented under this condition (Fig. 2a), confirming the similarly critical role 

of Brf1 and Snf5 in filamentation. 
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Brf1 and Snf5 also share similar function in other assays. Here we examined the brf1Δ 

mutant and the snf5Δ mutant for their susceptibility to heat stress (37°C), osmotic stress (1M 

NaCl or KCl), or cell wall stress (0.5% Congo Red). Both the brf1Δ and the snf5Δ mutants 

showed slightly increased sensitivity to osmotic stress and both mutants grew similarly in other 

conditions tested (Fig. 2b). The increased sensitivity to the osmosis stresses in the brf1Δ mutant 

might due to the decreased transcript level of genes involved in anion and ion transportation 

(Supplementary Table 4), which was not observed in the znf2Δ mutant. SNF5 is known to be 

required for normal growth on media with disaccharide sucrose or trisaccharide raffinose as the 

sole carbon source 28. Here we found that the brf1Δ mutant showed a similar defect in growth on 

the raffinose medium as the snf5Δ mutant (Fig. 2c-2d). Neither the brf1Δ mutant nor the snf5Δ 

mutant showed any significant defect in growth when glucose was used as the sole carbon source 

(Fig. 2c-2d). It is notable the growth defect on raffinose medium is shared between the brf1Δ and 

the snf5Δ mutant, but not with the znf2Δ mutant. The data suggest that Brf1 has a role in certain 

stress responses that is independent of Znf2. 

Given the striking resemblance of the brf1Δ mutant and the snf5Δ mutant, we postulate 

that Brf1 functions in the same biological pathway as Snf5. To test this hypothesis, we 

constructed the brf1Δsnf5Δ double mutant. If BRF1 and SNF5 work in the same pathway, we 

expect that the double deletion mutant would show similar phenotypes as the single gene 

deletion mutants. Indeed, the brf1Δsnf5Δ double mutant behaved similarly as the brf1Δ or the 

snf5Δ single mutant in all assays (stress tolerance, filamentation, and growth on the raffinose 

medium) (Fig. 2b-2d). When we tagged Brf1 with tdTomato controlled by a constitutively active 

promoter (PTEF1-BRF1-tdTomato), it restored the filamentation defect of the brf1Δ mutant 

(Supplementary Fig. 4a), indicating functionality of the tagged Brf1. The tagged Brf1 localized 
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to the nucleus (Supplementary Fig. 4a), as is Snf5 37. Taken together, we propose that Brf1 

functions together with Snf5. 

 As Snf5 is a conserved and core subunit of the SWI/SNF complex, we postulate that this 

novel protein Brf1 may also function in this chromatin remodeling complex. Every known 

SWI/SNF complex incorporates a subunit with an ARID domain 38-40, which can bind to DNA 39. 

In the ascomycete fungal pathogen Candida albicans, Swi1, the ARID-containing subunit in the 

SWI/SNF complex, is critical for filamentation and virulence 31-33. The C. neoformans genome 

carries three genes encoding ARID-containing proteins: RUM1α (CND05870), AVC1 

(CNK00710), and BRF1. None of these three cryptococcal genes showed high sequence 

homology to either SWI1 or SOL1, the ARID containing subunit in the SWI/SNF complex in S. 

cerevisiae or S. pombe. Even for the small ARID domain region, the amino acid sequence 

homology is only 24% identical between Swi1 and Brf1. However, in terms of domain 

architecture, Brf1 is more similar to ScSwi1 or SpSol1 than Avc1 or Rum1α (Fig. 3a). Consistent 

with our idea that Brf1, but not Avc1 or Rum1α, works in the same complex as Snf5, deletion of 

BRF1, but not AVC1 or RUM1α, caused defects in filamentation (Fig. 3b) and slowed growth on 

raffinose medium (Supplementary Fig. 3). We therefore hypothesize that Brf1 is the ARID 

subunit of the SWI/SNF complex in the basidiomycete Cryptococcus neoformans. 

Brf1 is a basidiomycete-specific subunit of SWI/SNF 

If Brf1 and Snf5 work together in the SWI/SNF complex, we expect that Brf1 and Snf5 

interact with each other, either directly or indirectly through other subunits of the SWI/SNF 

complex. To test the hypothesis, we performed co-immunoprecipitation assays coupled with 

mass spectrometry using the FLAG-tagged Brf1 as the bait. As BRF1 is a lowly expressed gene 

based on our and others’ transcriptome data 41, we used the constitutively active TEF1 promoter 
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to drive the expression of FLAG-tagged Brf1 protein and it restored the brf1Δ’s mating 

deficiency (Supplementary Fig. 4b). We then carried out Co-IP/MS in two independent isolates 

and the wild-type H99 strain without any tag was used as the negative control. We applied the 

following criteria to exclude nonspecific proteins: (i) proteins shared among the samples and the 

negative control, (ii) proteins not shared between samples of the two PTEF1-BRF1-CBP-2xFLAG 

strains, and (iii) non-nuclear localized proteins as Brf1 localizes to the nucleus. In addition to the 

bait protein Brf1, we identified many putative SWI/SNF components that are homologous to the 

SWI/SNF complex subunits in S. cerevisiae and/or S. pombe, including Snf5, Snf2, Arp4, Arp9, 

Rsc6, and Rsc8 (Table 1). 

The SWI/SNF complex and the RSC complex of the SWI/SNF family are assembled 

modularly, with some subunits/modules shared by both complexes 5,42,43. In S. cerevisiae and S. 

pombe, homologues of Arp4, Arp9, Rsc6, and Rsc8 participate in both the SWI/SNF complex 

and the RSC complex. Since Brf1 pulled down subunits unique to the SWI/SNF complex and the 

ones shared by both complexes, we speculate that Brf1 is SWI/SNF-specific in C. neoformans. 

In most fungal species examined, the SWI/SNF complex and the RSC complex each harbors a 

Snf5 domain-containing subunit, with Snf5 in the SWI/SNF complex and Sfh1 in the RSC 

complex (Fig. 3c). When we used the mNeonGreen-tagged RSC-specific protein Sfh1 

(CNC06140) to perform co-immunoprecipitation in C. neoformans, the Sfh1 pulled down RSC-

specific subunits including Rsc1, Rsc7, and Rsc9. In addition, tagged Sfh1 pulled down the 

shared subunits including Snf2, Arp4, Arp9, Rsc6, and Rsc8 (Supplementary Table 3). However, 

Sfh1 did not pull down Brf1 or the SWI /SNF-specific subunit Snf5. Taken together, these lines 

of evidence support that Brf1 is a subunit specific to the SWI/SNF complex in C. neoformans. 



 

188 

Based on the Co-IP data and the homology of the SWI/SNF and RSC subunits among S. 

cerevisiae, S. pombe and C. neoformans, we inferred that Brf1 and Snf5 are subunits specific to 

the SWI/SNF complex (blue) while Sfh1, Rsc1, Rsc4, Rsc7, and Rsc9 are subunits specific to the 

RSC complex (yellow in Table 2). Snf2, Arp4, Arp9, Rsc6 and Rsc8 are the shared subunits 

between the SWI/SNF and the RSC complexes in C. neoformans (green in Table 2, 

Supplementary Fig. 5a). Consistent with the idea that these two complexes have overlapping and 

distinct subunits, the transcript levels of the shared components are generally higher (green) than 

the complex-specific subunits (yellow or blue) based on a cell-cycle-regulated transcriptome data 

41 (Fig. 3d). In S. cerevisiae, the RSC complex is approximately 10 times more abundant at the 

protein level than the SWI/SNF complex 44. Consistently, the genes encoding for the RSC 

subunits are expressed at higher levels than those encoding the SWI/SNF subunits in S. 

cerevisiae (Fig. 3d). In both S. cerevisiae and S. pombe, many subunits in the RSC complex are 

essential for growth, including Sfh1 and Rsc9 (Table 2) 6,44,45. By contrast, the RSC-specific 

SFH1 and RSC9 genes are not essential for growth in C. neoformans as the gene deletion 

mutants are viable, albeit with slower growth on either nutrient rich media or minimum media 

(Fig. 3f-g). Surprisingly, deletion of the SNF/SWI complex specific BRF1 or SNF5 did not cause 

any growth defects in growth under the same conditions (Fig. 3f-g). Remarkably, the snf5Δsfh1Δ 

double mutant, where both the SWI/SNF-specific subunit Snf5 and the RSC-specific subunit 

Sfh1 were knocked out, was still viable despite a much more pronounced growth defect (Fig. 

3g). Thus, the SWI/SNF complex functionally differ from the RSC complex in C. neoformans. 

Neither the RSC complex nor both RSC and SWI/SNF complexes together are essential in this 

basidiomycetous fungus, in contrast to what is known in ascomycetes. 
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Given that the two SWI/SNF complex specific subunits Brf1 and Snf5, and none of the 

RSC complex specific subunits were identified from our genetic screen, we predicate that the 

SWI/SNF complex, but not the RSC complex, specifically regulates the yeast-hypha 

differentiation in C. neoformans. To test this hypothesis, we examined the impact of the 

disruption of the SWI/SNF complex (brf1Δ and snf5Δ) or the RSC complex (sfh1Δ and rsc9Δ) 

on filamentation. Indeed, the RSC complex mutants, sfh1Δ and rsc9Δ, were still filamentous on 

V8 medium, in contrast to the yeast growth of the SWI/SNF complex mutants brf1Δ and snf5Δ 

(Fig. 3e). The findings support the view that the SWI/SNF complex, but not the RSC complex, is 

critical for yeast-to-hyphal differentiation in C. neoformans. 

BRF1 is required for the induction of the ZNF2 transcripts 

The evidence presented so far supports the idea that Brf1 and Snf5 work together in the 

SWI/SNF complex. Here we used Brf1 to dissect the relationship between the SWI/SNF 

complex and Znf2 in controlling morphogenesis in C. neoformans. To study the genetic 

relationship between Brf1 and Znf2, we set up a cross between a brf1Δ/BRF1oe α strain and a 

znf2Δ/ZNF2oe a strain. We micro-dissected meiotic progeny from the cross and confirmed the 

genotypes of the progeny by diagnostic PCRs (Fig. 4a). As expected, progeny of the wild-type 

genotype were self-filamentous, while progeny of the znf2Δ or the brf1Δ genotype were non-

filamentous. ZNF2oeznf2Δ strains were filamentous, but not ZNF2oebrf1Δ (Fig. 4b). This result is 

consistent with our earlier observation that overexpression of ZNF2 did not restore filamentation 

in the brf1Tn insertional mutant (Fig. 1c). Likewise, BRF1oebrf1Δ strains were filamentous, but 

not BRF1oeznf2Δ (Fig. 4b). These results indicate that overexpression of BRF1 restored 

filamentation in the brf1Δ mutant, but it could not bypass the requirement of Znf2. Taken 
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together, overexpression of either BRF1 or ZNF2 cannot override the absence of the other, and 

both are essential for yeast-hypha differentiation in C. neoformans. 

We next analyzed the transcriptomes of wild type, brf1Δ, brf1Δ/BRF1oe, and ZNF2oe 

strains cultured under filamentation-repressing YPD medium and filamentation-inducing V8 

medium (Supplementary Table 4). More than 60% of the differentially expressed genes (up-

regulated or down-regulated) in the brf1Δ were shared with the znf2Δ mutants under 

filamentation-inducing condition (Fig. 4c). Remarkably, more than 95% (95/99) of the 

overlapping genes were down-regulated upon deletion of BRF1 or ZNF2, suggesting that Brf1 

and Znf2 activate these genes during hyphal differentiation. As ZNF2/filamentation is primarily 

induced by the pheromone pathway when cells are cultured on V8 medium 22, it is not surprising 

that deletion of either BRF1 or ZNF2 dampened the induction of the pheromone sensing pathway 

genes, including MFα (pheromone gene, 181 fold reduction), STE3α (pheromone receptor gene, 

14 fold reduction), STE6 (pheromone exporter gene, 7 fold reduction), CPK1 (pheromone 

MAPK gene, 5.1 fold reduction), and MAT2 (pheromone transcription factor gene, 9 fold 

reduction) (Fig. 4c, right panel). The reduced activation of the pheromone sensing pathway in the 

brf1Δ mutant likely caused reduced cell fusion which we observed earlier (Supplementary Fig. 

2b). On the other hand, much fewer genes were differentially expressed in the brf1Δ and the 

znf2Δ mutants under YPD filamentation-suppression condition (Supplementary Fig. 6, 

Supplementary Table 4). 

 The transcript level of ZNF2 in the wild type increased 32-fold under filamentation-

inducing condition compare to filamentation suppressing condition. In the absence of BRF1, 

however, the ZNF2 transcript level remained extremely low, similar to the basal level when cells 

were cultured under filamentation-suppressing condition (Fig. 4d). Ectopic expression of BRF1 
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under the control of TEF1 constitutive promoter in the brf1Δ strain restored the dramatic 

induction of the ZNF2 transcript level under filamentation-inducing condition (Fig. 4d). By 

contrast, constitutive expression of ZNF2 (54.75 fold increase) had minimal impact on the 

transcript level of BRF1 (1.27 fold increase). The transcript of BRF1 remained at a low and 

steady level when cells were cultured either in YPD or on V8 medium. The steady level of BRF1 

transcripts was also observed at different stages of the cell cycle (Fig. 3d) 41. The results indicate 

that BRF1 itself is expressed at a low but constant level and is not influenced by Znf2. The 

induction of ZNF2, however, requires Brf1. 

Brf1 and Znf2 work in concert in cellular differentiation 

The SWI/SNF chromatin-remodeling complex is known to evict or slide nucleosomes to 

change chromatin structure. As Brf1 is required for ZNF2 induction, we postulate that deletion of 

BRF1 impairs chromatin remodeling at the ZNF2 promoter region, which consequently 

diminishes transcription induction of ZNF2. Moreover, we showed earlier that when the Znf2 

protein was produced due to ectopic expression controlled by a non-native promoter, it still 

failed to drive filamentation in the absence of Brf1 (Fig. 1c and 4b). Therefore, beyond 

transcription activation of ZNF2, Brf1 is critical for existent Znf2 protein to execute its function. 

We thus hypothesize that Brf1 is required for chromatin remodeling not only at the promoter 

region of ZNF2, but also those of Znf2’s targets. 

To determine if the ability of Znf2 to bind to its downstream targets is affected by the 

SWI/SNF complex, we conducted chromatin-immunoprecipitation (ChIP) experiments using 

3xFLAG-tagged Znf2 as the bait. The FLAG tagged Znf2 was expressed under the control of the 

inducible CTR4 promoter in the wild type or in the brf1Δ mutant background. We compared the 

relative abundance of precipitated genetic loci pulled down by the tagged Znf2 using qPCR. 
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Here we chose the locus of the filamentation marker gene CFL1 as a proxy for Znf2 downstream 

targets 23,27,46,47. We included six regions upstream of the transcription start site (TSS) of CFL1, 

one region spanning the TSS, one region shortly downstream of the TSS, and one region within 

the ORF (Supplementary Fig. 7a). We found that Znf2 strongly binds to the CFL1 promoter. 

Interestingly, when we tested the ZNF2 locus by ChIP-qPCR, we also found higher abundance of 

the promoter region than its ORF region (Supplementary Fig. 7b). The data suggest that Znf2 

associates with its own promoter and it likely autoregulates itself. Autoregulation is not 

uncommon for transcription factors. Interestingly, the association of Znf2 to the promoter 

regions of CFL1 and ZNF2 decreased 2-3 folds in the absence of Brf1 (Fig. 5a, Supplementary 

Fig. 7). The result supports the idea that the SWI/SNF complex helps Znf2 associate with its 

downstream targets, including ZNF2 itself. We further investigated the requirement of Brf1 for 

Znf2’s binding to its targets by analyzing the sequencing results of the same ChIP samples. A 

total of 361 potential Znf2-binding regions were identified (Fig. 5b, Supplementary Table 5). 

Consistent with our ChIP-qPCR results (Fig. 5a), the Znf2’s binding to most of its downstream 

sites was dampened upon the disruption of Brf1, including ZNF2 and CFL1 promoter regions 

(Fig. 5b). The finding is consistent with our earlier transcriptome data showing that BRF1 is 

required for ZNF2 transcription induction and that brf1Δ cells share more than 60% of the 

differentially expressed genes with znf2Δ cells when cultured under filamentation-inducing 

condition (Fig. 4d). Thus, Brf1, a subunit of the chromatin-remodeling SWI/SNF complex, is 

required for full association of the transcription factor Znf2 with its downstream targets. 

To test if Brf1 is affecting the cell differentiation through chromatin remodeling of ZNF2 

and Znf2 target regions, we employed the assay for transposase-accessible chromatin followed 

by next generation sequencing (ATAC-seq) 48,49 and compared genetic regions with open 
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chromatin structures in wild type, grown on V8 or YPD, as well as in the znf2Δ, snf5Δ, and 

brf1Δ strains cultured on V8. We included the brf1Δ/BRF1oe strain in our analyses as an 

additional control. As expected, accessible chromatin fell in the gene promoter regions, with 

expressed genes having a higher level of accessibility based on the relative enrichment of 

ATAC-seq reads (Fig. 5c). Globally, chromatin accessibility was similar in all strains tested (Fig. 

5d). When we examined the chromatin accessibility levels of the 361 regions that Znf2 

potentially binds to based on the Znf2 ChIP data (Fig. 5b), we noticed a significant reduction in 

chromatin accessibility in the brf1Δ and the snf5Δ mutant strains across most of the regions (Fig. 

5e). In fact, upon deletion of BRF1 or SNF5, the chromatin accessibility of the 361 regions in the 

cells cultured under the filamentation-inducing condition looked alike the wild-type cells grown 

under the filamentation-suppression condition (Fig. 5e). Ten of the Brf1-dependent ATAC-seq 

peaks overlapped with genes that are up-regulated when cells are cultured in hyphal-promoting 

growth conditions based on the transcriptome data. RNA-seq, ChIP-seq, and ATAC-seq reads 

for three of these genes, along with a control gene CNA07690 that does not require Brf1 for its 

open chromatin are shown in Fig. 5f. Most noticeably, the promoter region of the filamentation 

marker gene CFL1 is the most significantly differentially accessible region (log10[likelihood] = 

29.678) (Fig. 5x). CFL1 is one of the highest induced genes controlled by Znf2 24. Disruption of 

either Brf1, Snf5, or Znf2 abolished the chromatin accessibility of the CFL1 promoter (ATAC), 

where Znf2 binds to (ChIP) (Fig. 5b, 5f). Accordingly, the transcript level of CFL1 was almost 

undetectably low when BRF1 or ZNF2 was deleted. The overexpression of BRF1 in the brf1Δ 

mutant restored chromatin accessibility of the CFL1 promoter and its transcript level (Fig. 5f). 

Similarly, we found that the ZNF2 promoter region became inaccessible in the brf1Δ and the 

znf2Δ mutant.  Collectively, these data support the interdependence between the transcription 
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factor Znf2 and the SWI/SNF complex in opening up chromatin to facilitate transcription of 

filamentation genes. 

Discussion 

 Chromatin remodeling plays critical roles in cellular differentiation in eukaryotes. The 

model ascomycetous yeast species S. cerevisiae and S. pombe have offered a relatively simple 

system for mechanistic studies in this research area. Basidiomycetous fungi resemble more of the 

higher eukaryotes in terms of genome structures, epigenetic regulation, and transcriptome 

complexity, but research on chromatin remodeling in this major phylum of the fungal kingdom is 

spotty. 

 In this study, we identified and characterized, for the first time, a basidiomycete specific 

factor Brf1 that serves as a critical subunit in the SWI/SNF complex. We demonstrated that Brf1, 

together with the conserved and previously known subunit Snf5 of the SWI/SNF complex, are 

essential for hyphal growth and sexual development in the basidiomycete C. neoformans. This 

complex remodels the chromatin structure of the promoter regions of filamentation genes to 

make them accessible for transcription (Fig. 5g). Brf1 is vital not only for transcriptional 

induction of ZNF2, but also full association of Znf2 protein to the promoters of its downstream 

targets like CFL1 and also the ZNF2 gene itself. Our findings are consistent with published 

literature in other organisms, in which the SWI/SNF complex contributes to the DNA binding of 

the transcription factor 50,51. The SWI/SNF complex has been shown being targeted to specific 

genetic loci by sequence-specific transcription factors and acetylation of histone tails 50,52,53. In 

the ascomycetous fungus C. albicans, the transcription factor Efg1 recruits the histone 

acetyltransferase complex NuA4 to the promoters of hypha-associated genes, allowing in turn 

the recruitment of the SWI/SNF complex to activate their transcription to drive morphological 
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transition 54. We reason that Znf2 may recruit the SWI/SNF complex to its target sites given that 

deletion of ZNF2 caused the loss of open chromatin at the CFL1 promoter region (Fig. 5b-5f). 

That said, we could not establish direct physical interaction between Znf2 and the SWI/SNF 

complex via Co-IP experiment after multiple attempts. Although we cannot rule out the 

possibility of direct physical interaction between Znf2 and the SWI/SNF complex, as we have 

not test the interaction of Znf2 with all the individual subunits in this complex, it is possible the 

interaction is too weak or transient to be captured by our assay, or histone modifications or the 

modification enzymes are involved. Several subunits in the SWI/SNF complex possess domains 

that recognize histone modifications, such as bromodomains for histone acetylation 55. How 

exactly the SWI/SNF complex works with Znf2 in C. neoformans to control differentiation 

warrants further investigation. 

 Our findings also revealed striking differences in the two complexes (SWI/SNF and 

RSC) within the SWI/SNF family in Ascomycota and Basidiomycota. In Saccharomyces and 

Schizosaccharomyces species, most subunits in the RSC complex are essential for growth, 

including the catalytic ATPase subunit Snf2 (or SpSnf22), Sfh1, and Rsc9 44,45,56 (Table 2). By 

contrast, deletion of the shared ATPase catalytic subunit Snf2 is not lethal in C. neoformans.  

Consistently, deletion of both SNF5 (SWI/SNF-specific) and SFH1 (RSC-specific) together 

slowed growth but did not cause lethality (Fig. 3g). Thus, either the SWI/SNF complex, the RSC 

complexes, or both combined, are likely not essential for growth in this basidiomycete. Hence, 

despite conserved compositions among different lineages of eukaryotes, the biological function 

of the RSC complex differs substantially in different species. Comparative functional analyses of 

the RSC complex among evolutionarily diverse species, therefore, provides a unique vantage 

point to understand its biology. 
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All SWI/SNF complexes, either in yeasts or humans, have a subunit with a conserved 

Snf5 domain. The majority of fungal species examined carry two proteins bearing a Snf5 domain 

(Pfam domain ID PF04855), presumably one acting as the Snf5 subunit in the SWI/SNF 

complex and one acting as the Sfh1 subunit in the RSC complex (Fig. 3c, Supplementary Table 

6). Based on primary protein sequences, Snf5 proteins in Ascomycota separate clearly into two 

clades, Snf5 and Sfh1 (Fig. 3c). C. neoformans genome also encodes two proteins with a Snf5 

domain: SNF5 and SFH1 (Fig. 3c). Surprisingly, both Snf5-containing proteins in C. neoformans 

and in other basidiomycetes cluster closely with the Sfh1 clade in ascomycetes (Fig. 3c). The 

SWI/SNF complex assemble in an ordered modular fashion and Snf5 acts as a scaffold protein 

5,42,43. In S. cerevisiae, Snf5 and Swi1 (the ARID containing protein) are likely in two different 

modules of the complex 5,42,43 given the phenotypical differences of the snf5 and swi1 mutants 57. 

In Cryptococcus, however, mutants of Snf5 and Brf1 have nearly identical phenotypes. It is 

unclear if the difference, or the lack thereof, between mutations in Snf5 and the ARID domain 

protein in different organisms reflects the difference in their modular assembly. Interestingly, 

Snf5 proteins in basidiomycetes (C. neoformans: 1784 aa, U. maydis: 2080 aa) are much larger 

in size comparing to the Snf5 proteins in ascomycetes or Snf5 in humans (S. cerevisiae: 905 aa, 

S. pombe: 632aa, or humans: 385aa) (Fig. 3c). The much larger Snf5 proteins in basidiomycetes 

with two internal repeats near the N-terminus (Supplementary Fig. 5b) could potentially increase 

binding surface area and consequently help recruit and assemble the SWI/SNF complex. 

 The SWI/SNF family employs Snf2 as the ATPase catalytic subunit. In the ascomycetous 

fungi like S. cerevisiae and S. pombe, the ATPase subunit is complex-specific: the SWI/SNF and 

the RSC complexes use different ATPase subunits. In comparison, we showed here that the 

ATPase subunit Snf2 was shared between the SWI/SNF and the RSC complexes in C. 
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neoformans. Snf2 proteins in SWI/SNF family complexes are characterized by the presence of a 

HSA domain and a BROMO domain flanking the ATPase domain (the DEXDc and HELICc 

regions) (Supplementary Fig. 5c) 4. However, a search for the HSA domain (PF07529) and the 

BROMO domain (PF00439) among dozens of fungal species belonging to three different major 

phyla in the fungal kingdom revealed that some fungi, including ascomycete S. cerevisiae and 

zygomycete Mucor circinelloides, have two distinct Snf2 family ATPases, presumably one for 

the SWI/SNF complex and one for the RSC complex. Some other fungi, including ascomycete 

Aspergillus nidulans and basidiomycete C. neoformans, however, have only one Snf2 ATPase, 

presumably shared by both the SWI/SNF complex and the RSC complex (Table 2 and 

Supplementary Table 7). Intriguingly, in Drosophila melanogaster, the BAP (SNF/SWI) 

complex and the PBAP (RSC) complex share the same catalytic ATPase subunit (BRM). Human 

BAF (mSNF/SWI) complex and PBAF (mRSC) complex can share the same ATPase BRG-1 

subunit or use different ATPases (hBRM and BRG-1) 4. Thus, the ATPase could be shared by or 

be unique to the SWI/SNF and the RSC complexes. The copy number variation of Snf2 in 

different organisms might have driven such divergence independent of the evolutionary distance 

of the species. 

  In conclusion, we identified and characterized the basidiomycete-specific subunit of 

SWI/SNF chromatin remodeling complex and revealed the major differences in the composition 

and biology of this complex between ascomycetes and basidiomycetes. Given the universal 

importance of the SWI/SNF complex in cellular differentiation in eukaryotes, our findings 

provide an important platform for comparative functional analyses of this complex in diverse 

eukaryotic lineages. 
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Methods and Materials 

Strains and growth conditions 

Strains used in this study were listed in Supplementary Table 8. All strains were stored in 

15% glycerol at -80℃ and were freshly streaked out onto YPD media (2% peptone, 1% yeast 

extract, 2% glucose, 2% agar, gram/liter) for each experiment. C. neoformans cells were cultured 

in YPD medium unless stated otherwise. For some assays, the defined minimal YNB medium 

(6.7 gram/liter nitrogen base w/o amino acids, 2% agar, 2% glucose) was used as specified in the 

figure legends. For mating or filamentation assays, V8 juice agar medium (1 liter medium, 50mL 

V8 original juice, 0.5g KH2PO4, 4% agar, pH 5.0 or 7.0) was used. 

Agrobacterium-mediated T-DNA insertional mutagenesis 

The Agrobacterium-mediated cryptococcal transformation was carried out as described 

previously 58. Briefly, engineered Agrobacterium cells that carry a Ti plasmid with the 

hygromycin resistant marker were co-incubated with the recipient Cryptococcus cells (PCTR4-2-

mCherryZNF2-NEO, znf2::NAT) on the induction medium at 22°C for 2 days. The 

Cryptococcus-Agrobacterium cocultures were collected, diluted, and transferred onto the 

selection medium (with 50μM of BCS) that would induce ZNF2 expression. Cryptococcal 

transformants were cultured on this selective medium for 3-5 days at 22°C in dark. 

Approximately 500 colonies grew on each selective plate and about 88,000 transformants were 

screened for smooth yeast colonies. 

Insertion site identification in the selected AMT mutants 

Genomic DNA of the selected mutants was prepared with the CTAB DNA extraction 

protocol as described previously 59. The genomic DNA for each individual strain was then 
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pooled together with equal-molar concentration and the pooled DNA was sent for sequencing 

(Illumina MiSeq, 250bp x250bp, paired end reads, BioProject accession number: PRJNA534125, 

SRA: SRR8943502). The insertion sites in the mutants were identified via the AIMHII program 

developed by Esher et.al with default parameters 29. 

Gene deletion, gene overexpression, and protein tagging 

The gene knockout constructs were constructed by fusing 5’ and 3’ homologous arms 

(each about 1kb) with dominant drug marker via overlap PCRs as previously described 60. The 

constructs were introduced into cryptococcal cells by biolistic transformation or by TRACE 

(Transient CRISPR-Cas9 Coupled with Electroporation) as described previously 61,62. Single 

guide RNAs were designed with Eukaryotic Pathogen CRISPR guide RNA/DNA Design Tool 

(http://grna.ctegd.uga.edu/) for TRACE. 

To generate gene overexpression strains, the ORF amplicon with added FseI and AsiSI 

cutting sites was digested and ligated into the vectors where the ORF was placed downstream of 

the GPD1, the TEF1, or the CTR4-2 promoter, as we described previously 46. A fluorescent tag 

(tdTomato or mNeonGreen) or a CBP (calmodulin-binding peptide)-2xFLAG tag was placed 

immediately in frame downstream of the AsiSI cutting site, which allows in frame tagging of the 

protein at the C-terminus. ZNF2 ORF was ligated into a vector where a 3xFLAG tag was 

downstream of the CTR4 promoter to allow tagging at the N-terminus. The functionality of the 

tagged proteins was confirmed by their ability to rescue/restore the phenotypes in the 

corresponding gene deletion strains. All constructed plasmids used in this study are listed in 

Supplementary Table 9. All the primers used for constructing or confirming gene deletion, gene 

overexpression, or protein tagging are listed in Supplementary Table 10. 

Phenotypic assays 
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For phenotypic analyses, cells of the tested strains were cultured in YPD broth overnight 

at 30°C with shaking at 230rpm. Cells were collected by centrifugation, washed twice with 

sterile water, and then suspended with water to the same optical density at 600nm (OD600=3). 

Three microliters of cell suspension and 10x serial dilutions were spotted onto YPD agar 

medium or YPD with the supplement of Congo Red (0.3-0.5%) and were incubated at 30℃ or 

37°C for 1-2 days. To test carbon source utilization, glucose in the YNB medium was replaced 

by either sucrose or raffinose (final concentration: 2%). 

To test the ability of these strains to undergo self-filamentation, 3μL of cells with 

OD600=3 were spotted onto V8 or V8+500μM Cu2+ medium and incubated at 22°C in dark for 2-

10 days. To examine filamentation during bisexual mating, equal number of cells of compatible 

mating types were mixed, spotted onto V8 agar medium (pH 5 for mating assay of serotype A 

strains, and pH 7 for mating assay of serotype D strains) and incubated at 22°C in dark for 1-7 

days. 

For strains that use the CTR4-2 inducible promoter to drive the expression of the 

examined genes, cells were maintained on YPD medium with 50μM CuSO4 to suppress the gene 

expression. To induce the gene expression, the copper chelator BCS was supplemented to the 

medium with the final concentration of 200μM in YPD and 50μM in V8. 

Cell growth assay 

 Cryptococcal cells from overnight culture in YPD broth were centrifuged, washed twice 

with water, and resuspended in water. The cell concentration was normalized to the optical 

density of OD600=1. Fifty microliters of each strain were added to 950μL of the indicated liquid 

medium in 24 well plate (#353047, Falcon). The growth of the cryptococcal strains (each with 2 

replicates) were monitored at OD600 hourly in the Cytation 5 multi-mode reader (BioTek 
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Instrument) with double orbit shaking (at 365 cpm) at 30°C. The reads for each well were fitted 

to a preloaded logistic model (𝑦 = !"#!$
"%

) in Origin software and the curated reads were 

simulated and graphed in the GraphPad Prism software. 

Mating, genetic crosses, and cell fusion assays 

Strains of α and a mating partners were crossed on V8 juice agar medium (pH 5 or 7) and 

incubated at 22°C in dark for 2-3 weeks until adequate spores were produced. Spores were 

micro-manipulated using a dissecting microscope. The mating type of the germinated spores was 

determined by successful mating with either JEC20a or JEC21α reference strain. Genetic linkage 

between the presence of the drug marker and the observed mutant phenotype was established by 

analyzing the dissected spores as we described previously 63. For each genetic linkage assay, 

approximately 32 viable spores were analyzed, which gave a 97% confidence level of our 

analysis (𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 = 100%−). 

To analyze the genetic relationship between Znf2 and Brf1, we crossed brf1::NAT/ PTEF1-

BRF1-CBP-2xFLAG-NEO (α) with znf2::NAT/ PCTR4-2-3xFLAG-ZNF2-NEO (a) and examined 

the segregation of the genotypes (by diagnostic PCRs) and phenotypes in the progeny (Figure 

4A). 

 To determine the cell-cell fusion efficiency, mutants of the mating type α (znf2::NAT; 

mat2::NAT; brf1::NAT; and snf5::NAT) and the control strain (prf1::NAT) were collected and 

suspended in water to the same optical density (the calculated OD600=0.3 x 10). Each mutant 

with NATR was mixed with the mating type a tester strain with NEOR marker (strain YSB133) 

with equal volume 64. Three microliters of cell mixture were spotted onto V8 medium and 

incubated at 22°C in dark for 24 hours before they were collected, plated (in serial dilution) onto 

YPD+NEO+NAT agar medium, and incubated at 30°C for 3-5 days to select for fusion products.   
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Databases and online tools 

 We used FungiDB (http://fungidb.org/fungidb/) to acquire the gene/protein sequences or 

the normalized FPKM data of C. neoformans H99 genes, S. cerevisiae genes and genes in other 

fungi. Clustal Omega (https://www.ebi.ac.uk/Tools/msa/clustalo/) was used for protein multiple 

sequence alignment and phylogenetic tree analysis. The gene tree of BRF1 (CNA02310) was 

retrieved from the Ensembl Fungi database (https://fungi.ensembl.org/index.html). Simple 

modular architecture research tool (SMART, http://smart.embl-heidelberg.de/) online server was 

used to analyze the domain layouts for proteins. IBS online illustrator tool 

(http://ibs.biocuckoo.org/online.php) was used to illustrate all the protein domain layouts 65. 

RNA extraction and RNA-seq 

RNAs were extracted from cells cultured on V8 medium at 22°C in dark for 24 hours and 

prepared for sequencing as previously described 22,23,66. HiSeq Rapid 175bp pair-end RNA 

sequencing was performed at the Georgia genome sequencing facility. The low-quality bases of 

the raw reads were trimmed with a custom perl script as published before 66. Tophat2 was used to 

map the processed reads to the reference genome. The program HTSeq-count and DESeq2 were 

used to count the reads and identify the differentially expressed genes. The raw sequencing reads 

were deposited at NCBI with the BioProject accession number PRJNA534125, and SRA file 

numbers from SRR8947060 to SRR8947075. 

Co-Immunoprecipitation 

 Strains with tagged proteins were cultured in 15mL YPD media overnight, washed twice 

with cold water, flash frozen in liquid nitrogen, and lyophilized. Lyophilized cells were broken 

into fine powder with silica beads in a Bullet Blender Blue® (Next Advance) without buffer for 5 

cycles (60s maximum blending followed by 90s chilling on ice) and then with 1mL of lysis 
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buffer (50mM Tris HCl pH 8.0, 150 mM NaCl, 1mM EDTA, 5mM MgCl2, 1mM DTT, 10% 

glycerol, 0.5mM PMSF and cocktail protease inhibitors (#A32963, ThermoFisher)) for another 5 

cycles. Cell lysates were centrifuged at x500g at 4°C for 5mins. The supernatant was collected 

and centrifuged again at x10000g at 4°C for 20 minutes. The supernatant was then incubated 

with pre-washed anti-FLAG M2 agarose beads (#F2426, Sigma) at 4°C on rotator overnight. For 

immunoprecipitation with mCherry or mNeonGreen tagged proteins, RFP-Trap®_MA or 

mNeonGreen-Trap_MA beads from Chromotek (Germany) were used following the 

manufacturer’s instructions.   

 After washing, immunoprecipitated protein samples were released from beads in the 

2xSDS loading buffer (120mM Tris-HCl pH6.8, 20% Glycerol, 4% SDS, 0.04% bromophenol 

blue, and 10% β-mercaptoethanol) by boiling for 10 minutes. Co-IP protein samples were then 

loaded into pre-casted 4-12% SurePAGE™ Bis-Tris Gel (GeneScript), ran for 5minutes and 

visualized by Coomassie Blue staining. The total pulled down protein samples were excised from 

the gel and sent to the proteomics and mass spectrometry facility (https://pams.uga.edu/) at the 

University of Georgia for identification. 

Chromatin immunoprecipitation, ChIP-qPCR, and ChIP-seq 

 FLAG tagged Znf2 strains (strain JL653 and JL665) (initial OD600=0.2) were incubated 

in 50mL YPD+BCS broth at 30°C until the optical density reached OD600=1. Cells were then 

fixed in the medium with formaldehyde at 1% final concentration at 22°C for 15 minutes with 

occasional swirling. Glycine with the final concentration of 0.125M was added to quench the 

crosslinking at 22°C for 5 minutes. The cells were then washed twice with cold sterile water and 

lyophilized. Lyophilized cells were broken as described above for Co-IP experiment with a 

different lysis buffer (50mM HEPES-KOH pH 7.5, 140mM NaCl, 1mM EDTA, 1% Triton X-
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100, 0.1% NaDOC, 1mM of PMSF and proteinase inhibitor cocktail). The following steps were 

similar to what has been described previously 47,67-69 and Briefly, the cell lysates were 

centrifuged at 8000 rpm at 4°C for 10 mins to enrich nuclei. The released nuclei were 

resuspended in 350uL of lysis buffer. The nuclear suspensions were sheared by sonication in a 

Diagenode BioruptorTM for 25 cycles at 4°C (30s on, 30s off; cycle numbers varied). Protein-

chromatin complex were recovered from the supernatant after centrifugation at 14000 rpm at 4°C 

for 10 mins and the volume was brought to 1mL. 50uL of each protein-chromatin suspension 

was saved as “Input DNA”. The rest of the sample was added to 30uL anti-FLAG M2 

monoclonal antibodies on magnetic beads (#M8823, Sigma) to precipitate the FLAG tagged 

protein. After incubation with antibodies at 4°C overnight, the beads were washed twice with 

1mL ChIP lysis buffer, once in 1mL ChIP lysis buffer containing 0.5M NaCl, once in 1mL ChIP 

wash buffer (10mM Tris-HCl, pH 8.0; 0.25M LiCl; 0.5% NP-40; 0.5% NaDOC; 1mM EDTA), 

and once in 1mL TE (10mM Tris-HCl, pH 8.0; 1mM EDTA), all at 4°C. The 

immunoprecipitated Znf2-3xFLAG was eluted twice by adding 200 µL of TES buffer (10mM 

Tris-HCl, pH 8.0; 10mM EDTA; 1% SDS) and incubated at 75°C for 15 min before the 

supernatant was transferred to a new tube. 20µL of 5M NaCl was added to each sample to de-

crosslink at 65°C for 4 hours. 350µL of TES was added to each “Input DNA” sample before 

adding 20µL of 5M NaCl to reverse formaldehyde crosslinks. 1µL of RNAse A (10µg/µL) was 

added and the sample was incubated at 37°C for 30 minutes. 4µL of Proteinase K (20µg/µL) was 

then added to each sample and incubated at 45°C for at least one hour to digest all the proteins. 

Eventually, 2µL of glycogen (molecular level, 20mg/mL) was added to chromatin DNA samples. 

Ethanol of 2.5 volumes was added to each sample to precipitate the glycogen tangled DNA. 

Precipitated DNA sample was then suspended in 80uL of nuclease free water. 
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 For ChIP-qPCR, 3μL of 5 times diluted DNA sample and 1μL each from two primers 

(50μM) were mixed with 5uL of SYBR Green 2x qPCR premix reagents (Invitrogen). The qPCR 

reactions were carried out in a Realplex system (Eppendorf) with technical duplicates. The % 

Input is calculated as 2 (-ΔCt [normalized ChIP]) where ΔCt [normalized ChIP] = Ct [ChIP] - (Ct [Input] 

-log2(Input Dilution Factor)) as described previously 69. 

 The same ChIP samples for qPCRs were sent for DNA sequencing at Georgia Genomics 

Facility (UGA) on an Illumina NextSeq500 platform. Input from ChIP-seq experiments in WT 

strains was used as background control for all samples. Differential peaks called from DiffBind 

were annotated using ChipSeeker 70,71. ChIP-seq have been submitted to the GEO database. The 

BioProject accession number PRJNA534125. 

ATAC-seq and data analysis 

 C. neoformans cells were cultured in 15mL YPD liquid media at 30°C overnight or on 

V8 medium (pH 7) at 22°C in dark for 24 hours. Cells were collected and washed 2 times with 

cold sterile water. 500μL of cold lysis buffer (15mM Tris pH 7.5; 2mM EDTA; 0.5mM 

spermine; 80mM KCl; 20mM NaCl; 15mM (or 0.1% v/v) β-me; 0.3% TrixtonX-100) and 200μL 

(~1 PCR tube) of acid washed glass beads (0.5mm, #9831 RPI) were added to the cell pellet of 

about 108 cells in 1.7mL Eppendorf tubes. Cells were broken in a cell disruptor (Scientific 

Industries, Inc., SI-D238) at 4°C with maximum speed for 2 minutes and then spun down at x50g 

at 4°C for 2 minutes to remove the glass beads. Supernatant was transferred into a new 

Eppendorf tube and spun at x200g for another 2 minutes to remove most of the broken cells and 

debris. The enrichment of nuclei in the supernatant was verified by microscopic observation and 

the nuclei was collected for making the ATAC-seq library. 
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 ATAC-seq libraries were generated as described previously 72. Briefly, about 0.2 million 

nuclei were incubated with Tn5 transposase pre-loaded with Illumina sequencing adapters at 

37°C for 30 minutes followed by purification of the DNA fragments by a reaction cleanup kit 

(Qiagen, # 28204). Libraries were PCR amplified for 10 cycles with Phusion polymerase 

(ThermoFisher Scientific, # F530L). Sequencing libraries were then cleaned with magnetic beads 

to remove free adapters and primer dimers (Beckman Coulter, #A63880). Libraries were mixed 

in equimolar ratios and pair-end sequenced by the Georgia Genomics Facility (UGA) on an 

Illumina NextSeq500 platform. 

 ATAC-seq reads were filtered for low-quality and short reads with Trim Galore 

(https://github.com/FelixKrueger/TrimGalore). Duplicate reads were removed using Picard 

MarkDuplicates tool (http://broadinstitute.github.io/picard/). Reads were aligned to the XL280 

reference genome with HISAT2 using non-spliced alignment and a maximum fragment length of 

2000 bp. Peak calling was performed with MACS2 using a q-value of 0.01, extension size of 73, 

and shifting reads by 37 bp to center on the insertion site. MACS2 was also used to call 

differential peaks 73. Differential peak files were first sorted by log10 likelihood and then 

combined into a single file. Heatmaps were generated using deepTools with the differential 

peaks 74. Heatmap matrices were scaled appropriately to WT cells on V8 medium to bring all 

samples to a comparable scale for analysis. Differential peaks from ATAC-seq were compared to 

genes identified as being up-regulated in WT V8 from RNA-seq analysis using BEDTools 75 

intersect to isolate these genes from the XL280 annotation file for determining genes associated 

with differential peaks. ATAC-seq have been submitted to the GEO database . The BioProject 

accession number PRJNA534125. 
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Figures and Tables 

Fig. 1. BRF1 and SNF5 are essential factors for filamentation. a. Phenotypes of the parental 

reporter strain PCTR4-2-mCherry-ZNF2/znf2Δ used in the forward genetic screen. The reporter 

strain was cultured under Znf2-inducing conditions (YPD+BCS liquid overnight, YPD+BCS and 

V8+BCS agar medium for 2 days) or Znf2-suppressing conditions (YPD+CuSO4, V8+CuSO4). 

The fluorescence signal of mCherry-Znf2 was detected in the nucleus under inducing conditions. 

A fluffy colony edge reflects filamentous growth while a smooth edge reflects yeast growth. b. 

The scheme for the genetic screens to identify factors important for filamentation when Znf2 is 

produced and localized in the nucleus. c. The eight selected insertional mutants were cultured on 

V8+BCS medium for 2 days or in YPD+BCS medium overnight. d. The genetic loci disrupted 

by the T-DNA insertions with paired sequences. The cyan triangles indicate the T-DNA insertion 

sites. e. WT XL280 and the independent targeted gene deletion mutants brf1Δ, snf5Δ, and ssn6Δ 

were cultured on V8 medium for 7 days. 
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Fig. 2. The brf1Δ, snf5Δ, and brf1Δsnf5Δ mutants are phenotypically identical. a. WT 

XL280, znf2Δ, brf1Δ, and snf5Δ in the α background were cultured on V8 or V8+500μM Cu2+ 

medium (self-filamentation, upper images), or crossed with the corresponding a mating partners 

(bilateral bisexual mating, bottom images) on V8 medium in dark for 4 days. b. WT XL280, 

znf2Δ, brf1Δ, snf5Δ, and brf1Δsnf5Δ strains were cultured on YPD medium at 30°C or 37°C, or 

with the addition of KCl, NaCl, or Congo Red. c. WT XL280, znf2Δ, brf1Δ, snf5Δ and 

brf1Δsnf5Δ strains were cultured on minimal nitrogen base agar media with glucose, sucrose, or 

raffinose as the sole carbon source. d. WT XL280, znf2Δ, brf1Δ, snf5Δ, and brf1Δsnf5Δ strains 

were cultured in YPD, YNSucrose, or YNRaffinose broth at 30°C.  The optical density at 600nm 

was plotted against the time after inoculation. 
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Fig. 3. Brf1 and Snf5 are both subunits specific to the SWI/SNF complex. a. Diagrams of 

domain organization of the three ARID-containing proteins in C. neoformans (Rum1α, Avc1, 

and Brf1), and the SWI/SNF ARID-containing subunit Swi1 in S. cerevisiae and Sol1 in S. 

pombe. b. WT XL280, snf5Δ, rum1αΔ, avc1Δ, and brf1Δ strains were cultured on V8 agar 

medium at 22°C in dark for 2 days. c. A phylogenetic tree of Snf5-domain containing proteins in 
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the selected ascomycetes, basidiomycetes and zygomycetes. The number of amino acids for each 

protein was indicated on the right. d. The FPKM values for genes encoding the selected 

SWI/SNF and RSC subunits in C. neoformans and S. cerevisiae were plotted against the time 

across the cell cycle. The SWI/SNF-specific subunits are in blue, the RSC-specific subunits are 

in yellow, and the shared subunits are in green. e. WT XL280, znf2Δ, brf1Δ, snf5Δ, sfh1Δ, and 

rsc9Δ strains were cultured on V8 agar medium at 22°C in dark for 2 days. f. WT XL280, znf2Δ, 

brf1Δ, snf5Δ, sfh1Δ, and rsc9Δ strains were cultured on YPD agar medium at 30°C or at 37°C, 

YNB or YNRaffinose agar medium at 30°C. g. WT XL280, znf2Δ, brf1Δ, snf5Δ, sfh1Δ, rsc9Δ, 

and snf5Δsfh1Δ strains were cultured in YPD broth. The optical density at OD600nm was plotted 

against the time after inoculation. The SWI/SNF-specific subunits are in blue and the RSC-

specific subunits are in yellow. 
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Fig. 4. BRF1 is required for ZNF2 transcription induction during hyphal differentiation. a. 

The list of the genotypes of the 82 meiotic progeny dissected from a cross between znf2Δ/ZNF2oe 

a and brf1Δ/BRF1oe α and the Venn diagram showing the number of progeny for each genotype 

(progeny in the mating type a are bolded). b. WT XL280 and selected progeny of the following 

genotypes (brf1Δ, brf1Δ+BRF1oe, brf1Δ+ZNF2oe, znf2Δ, znf2Δ+ZNF2oe, and znf2Δ+BRF1oe) 

were cultured on V8+BCS medium (to induce ZNF2) at 22°C in dark for 5 days. c. Volcano plots 

of fold changes in transcript level in the znf2Δ mutant (left panel) and the brf1Δ mutant (right 

panel) compared to the wild type cultured on V8 agar medium for 24 hours. Each dot in the plots 
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indicates a protein-coding gene. The vertical dash lines indicate the |log2FC|=2 and the horizontal 

dash line shows the FDR=0.05. The differentially up-regulated genes are indicated in red and the 

differentially down-regulated genes are indicated in blue. The shared DEG between the znf2Δ 

and the brf1Δ mutants are colored in orange. d. The relative transcript levels of ZNF2 in WT, 

brf1Δ, and brf1Δ/BRF1oe cultured on V8 agar medium and YPD medium. The ZNF2 transcript 

level in WT cultured on YPD medium was used for normalization and was set as 1. 
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Fig. 5. Znf2 and the SWI/SNF complex coordinate in transcription activation of 

filamentation genes. a. ChIP-qPCR analysis of the relative abundance of DNAs associated with 

Znf2 in designated strains. Cells were grown in YPD+BCS media to induce the expression of 

Znf2. The left panel shows the %input values with or without Brf1 at the CFL1 promoter and the 

ORF region; the right panel shows the %input values at the ZNF2 promoter and the ORF region. 

b. The heatmap of the relative enrichment of Znf2-FLAG binding regions in the wild type and 

the brf1Δ background across all potential 361 Znf2 binding sites identified from ChIP-seq 
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(lowest p value on top and the highest p value on bottom).  c. The heatmap depicts relative 

enrichment of ATAC-seq reads from a wild type strain grown on V8 medium. The peaks are 

centered on the transcription start sites (TSS) for all genes arranged from the highest expression 

level (top) to the lowest expression level (bottom). d. Global chromatin accessibility in the tested 

mutants. The relative enrichment of ATAC-seq reads for all ATAC-seq peaks from the wild type 

strain grown on V8 medium is shown for each indicated strain. e. Relative enrichment of the 

ATAC-seq peaks over the 361 Znf2-FLAG binding regions in WT, brf1���brf1��BRF1oe, 

snf5�� and znf2��cells�� f. Genome browser images depict relative transcript levels based 

on RNA-seq (purple), ChIP-seq (blue) and ATAC-seq enrichment (red) for the four indicated 

genetic regions of the indicated strains. Images depicting representative ATAC-seq peaks at four 

genetic loci that display reduced ATAC-seq enrichment in brf1���CFL1, CND00490, and 

ZNF2)�as well as one control genetic locus (CNA07690) that does not exhibit altered 

accessibility with or without Brf1. WT grown in YPD or on V8 medium is used as the negative 

or the positive control for filamentation. The down-arrows indicate the location of differential 

accessible regions. The arrows at the bottom of the plot indicate the transcription direction. g. A 

diagram of the working model depicting the coordination between Znf2 and the SWI/SNF 

complex in regulating gene transcription. Znf2 binds to its target sites at a low basal level. Upon 

culturing under filamentation-inducing condition, Znf2 recruits the SWI/SNF complex to its 

target sites to open chromatins and activate transcription of genes important for filamentation. 
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Table 1. The list of proteins identified from Co-IP/MS by Brf1-CBP-2xFLAG as bait. 

Coding locus(D) Coding locus(A) Protein name 
JL401 (strain 1) JL402 (strain 2) 
# peptide spectrum matches 

CNE04020 CNAG_02134 Rsc8 12 20 
CNK02030 CNAG_01863 Snf2 10 23 
CNI00980 CNAG_04460 Arp9 8 9 
CNA07190 CNAG_00740 Snf5 4 5 
CND01230 CNAG_00995 Msc1 4 3 
CNG02900 CNAG_03285 Rsc6 3 10 
CNB05320 CNAG_04048 Arp4 3 4 
CNE02000 CNAG_02350 Rss1 3 3 
CNA02310 CNAG_00240 Brf1 2 6 
CNA00820 CNAG_00091 N/A 2 2 
CNK02620 CNAG_01920 Ubi4 2 2 

Note: Subunits highlighted in green indicate the SWI/SNF and RSC complex shared subunits. 

Subunits highlighted in blue indicates the SWI/SNF-specific subunits. 

 



 

227 

Table 2. The BLAST analysis of the SWI/SNF and RSC subunits in C. neoformans, S. 

cerevisiae (selected subunits) and S. pombe (selected subunits). 

C. neoformans S. pombe S. cerevisiae 

Subunit 
Deletion 
phenotype 

Subuni
t 

Deletion 
phenotype Subunit Deletion phenotype 

Snf5 
viable, 
nonfilamentous Snf5 viable Snf5 viable 

    Sol1 viable Swi1 
lethal/ 
viable * 

Brf1 
viable, 
nonfilamentous         

Snf2 
viable, reduced 
filament Snf22 viable Snf2 viable 

Rsc8 
  

Ssr1 lethal Swi3 viable 
Ssr2 lethal 

Rsc6   Ssr3 lethal/ viable * Snf12 viable 
    Ssr4 lethal/ viable *     

Arp9   Arp9 viable Arp9 
lethal or 
sick 

        Arp7 
lethal or 
sick 

Arp4   Arp42 viable     
Rss1           
        Rsc8 lethal 
        Rsc6 lethal 

Snf2 
viable, reduced 
filament Snf21 lethal Sth1 lethal 

Sfh1 
viable, 
filamentous Sfh1 lethal Sfh1 lethal 

Rsc9 
viable, 
filamentous Rsc9 lethal Rsc9 lethal 

Rsc7   Rsc7 lethal Rsc7 viable 

Rsc1   Rsc1 viable 
Rsc1 double 

mutant 
lethal Rsc2 

Rsc4   Rsc4 viable Rsc4 lethal 
* the phenotype depends on strain backgrounds. 

The SWI/SNF-specific subunits are highlighted in blue; the RSC-specific subunits are 

highlighted in yellow; and the SWI/SNF and RSC complex shared subunits are highlighted in 

green. 
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Supplementary Fig. 1. A BRF1 gene tree. The gene tree was constructed on EnsemblFungi 

with the BRF1 gene (gene ID CNA02310) as input. The gene tree was generated by the Gene 

Orthology/Paralogy prediction method pipeline where the maximum likelihood phylogenetic 

gene trees (generated by TreeBeST5) play a central role. 
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Supplementary Fig. 2. The brf1Δ and snf5Δ strains are defective in cell fusion. a. WT, 

znf2Δ, mat2Δ, brf1Δ, and snf5Δ α strains were crossed to the wild type JEC20a reference strain 

on V8 medium at 22°C in dark for 4 days. JEC20a is non-filamentous by itself on V8 medium. 

b. The α strains including the control XL1319, znf2Δ, mat2Δ, brf1Δ, and snf5Δ mutants with 

NATR were crossed with the mating type a strain YSB133 with G418R. After 24 hours, the co-

cultures were collected, and fusion products were selected on media supplemented with NAT 

and G418 drugs.   
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Supplementary Fig. 3. BRF1 is the only ARID containing gene involved in growth on 

raffinose medium. The ARID containing gene deletion mutants rum1αΔ, avc1Δ and brf1Δ 

along with the WT XL280 were serial diluted and spotted onto YNB, YNSucrose, and 

YNRaffinose media and cultured at 30°C for 1 day. 
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Supplementary Fig. 4. The BRF1 overexpression restored the defects in brf1Δ. a. WT, 

brf1Δ, brf1Δ+PTEF1-BRF1-tdTomato strains was cultured on V8 medium for 2 days. The 

fluorescence images were from the PTEF1-BRF1-tdTomato cells cultured overnight in YPD 

liquid. b. WT H99, brf1Δ (JL131, MATα), and brf1Δ+PTEF1-BRF1-CBP-2xFLAG strains were 

crossed with a znf2Δ strain (strain XT110, MATa). The crosses were cultured on V8 medium for 

3 days. 
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Supplementary Fig. 5. Diagrams of domain layout of the subunits in the SWI/SNF and RSC 

complex in C. neoformans. a. The domain layouts for Snf2, Rsc6, Arp9, Rsc8, Rsc7, Rsc1, Rsc4 

and Rsc9 subunits in the RSC complex in C. neoformans, together with their homologs in S. 
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cerevisiae and S. pombe. b. The domain layouts for Snf5 proteins in ascomycetes (S. cerevisiae, 

S. pombe, and C. albicans) and basidiomycetes (C. neoformans and Ustilago maydis). c. The 

domain layouts for the Snf2 family ATPases in the chromatin remodeling complexes (adapted 

from Tang et.al ’s review in 2010). 
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Supplementary Fig. 6. Volcano plots of fold changes in the gene transcript level in the znf2Δ 

mutant (left panel) and the brf1Δ mutant (right panel) compared to the wild type cultured in YPD 

medium for 24 hours. Each dot in the plot indicates a protein-coding gene. The vertical dash 

lines indicate the |log2FC=2 and the horizontal dash line shows the FDR=0.05. The differentially 

up-regulated genes are colored red and the differentially down-regulated genes are colored blue. 

The shared DEG between znf2Δ and brf1Δ mutants are colored in orange. 
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Supplementary Fig. 7. Znf2 binds to the promoter of ZNF2 and CFL1. The %input bar graph 

indicates the relative abundance of DNA fragments of selected regions recovered from FLAG 

tagged Znf2 in the presence or absence of BRF1. a. Primer pairs (from 1 to 8) spanned the 
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promoter region of CFL1, and primer pair 9 covered the open reading frame and served as a 

control. The primer positions are relative to the transcription start site (TSS). b. Primer pairs 

(from 1 to 8) spanned the promoter region of ZNF2, and primer pair 9 covered the open reading 

frame and served as a control. The transcription start site of ZNF2 gene is poorly defined. The 

primer positions are therefore relative to the translation start ATG site. 

Supplementary Table 1. The list of eight-four filament-defective Agrobacterium-mediated 

transformants. 

Supplementary Table 2. The list of insertion sites from the eight linked insertional mutants. 

Type of 
Insertion Insertion Site in the Genome 

Potential Affected 
Gene(s) 

Paired 169nt downstream of TSS CNA02310 
Paired 656nt downstream of TSS CNA02310 
Paired 2566nt downstream of TSS CNA07190 
Paired 126nt downstream of TSS CNA07190 
Paired 3068nt downstream of TSS CND05760 
Paired 1248nt downstream of TSS CNK02410 

Singleton 
At intergenic region of CNA07150 
and CNA07160 CNA07150|CNA07160 

Singleton 
At intergenic region of CNA07230 
and CNA07240 CNA07230|CNA07240 

 

Supplementary Table 3. The list of proteins identified from Co-IP/MS by Sfh1-mNeonGreen as 

bait. 

Coding 

Locus(D) 

Coding 

Locus(A) 
Protein name 

# peptide spectrum 

matches 

CNA03310 CNAG_00372 Rsc7 56 

CNE04020 CNAG_02134 Rsc8 54 
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CNK02030 CNAG_01863 Snf2 50 

CNC06140 CNAG_03003 Sfh1 35 

CNG02900 CNAG_03285 Rsc6 29 

CNM00780 CNAG_06068 Rsc1 22 

CNE02000 CNAG_02350 Rss1 22 

CNB00580 CNAG_06744 Rsc9 18 

CNB05320 CNAG_04048 Arp4 15 

CNI00980 CNAG_04460 Arp9 12 

The RSC-specific subunits are highlighted in yellow, and the SWI/SNF and RSC complex shared 

subunits are highlighted in green. 

Supplementary Table 4. The differentially expressed gene lists from RNA-seq. 

Supplementary Table 5. The peaks and differential peaks from ATAC-seq. 

Supplementary Table 6. The Snf5 domain search in fungi. 

Supplementary Table 7. The list of Snf2 proteins in fungi identified by RBOMO and BSA 

domains search. 

Supplementary Table 8. The strains used in this study. 

 



 

239 

Supplementary Table 9. The vectors used in this study. 

Vector 
Name Genotype Backbo

ne Sources 

pXL1 PGPD1-Fse1-Pac1-TGPD1-NEO Topo2.1  
pXC PCTR4-2-Fse1-Pac1-TGPD1-NEO pXL1  

pYF5 PGPD1-PHD11-mNeonGreen- TGPD1-
NEO 

pUC19 This 
Study 

pFZ3-
ZNF2(D) 

PCTR4-2-3X FLAG-ZNF2(D)- TGPD1-
NEO 

pUC19 This 
Study 

pJL1 PTEF1-Fse1-AsiS1-CBP-2X FLAG- 
TGPD1-NEO 

pXC This 
Study 

pJL2 PTEF1-BRF1-CBP-2X FLAG- TGPD1-
NEO 

pXL1 This 
Study 

pJL3 PTEF1-BRF1-tdTomato- TGPD1-NEO pXL1 This 
Study 

pJL4 PGPD1-SFH1-mNeonGreen- TGPD1-
NEO 

pUC19 This 
Study 

pJL5 PGPD1-SNF5-mNeonGreen- TGPD1-
NEO 

pUC19 This 
Study 

 

Supplementary Table 10. The primers used in this study. 
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ISWI IS REQUIRED FOR NORMAL H3K27ME3 IN NEUROSPORA CRASSA 
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Abstract 

Polycomb Group (PcG) proteins are part of an epigenetic cell memory system that plays essential 

roles in multicellular development, stem cell biology, X-chromosome inactivation, and cancer. In 

animals, plants, and many fungi, Polycomb Repressive Complex 2 (PRC2) catalyzes 

trimethylation of histone H3 lysine 27 (H3K27me3) to assemble transcriptionally repressed 

facultative heterochromatin. PRC2 is structurally and functionally conserved in the model fungus 

Neurospora crassa, and recent work in this organism has generated insights into PRC2 control 

and function. To identify new components of the facultative heterochromatin pathway, we 

performed a targeted screen of Neurospora deletion strains lacking individual ATP-dependent 

chromatin remodeling enzymes. We found that the Neurospora homolog of IMITATION 

SWITCH (ISW) is critical for transcriptional repression and normal H3K27 methylation in 

facultative heterochromatin domains. A functional ISW ATPase domain was required for gene 

repression and H3K27 methylation. In other organisms, ISW homologs interact with accessory 

proteins to form multiple complexes with distinct functions. Using proteomics and molecular 

approaches, we identified four distinct Neurospora ISW-containing complexes. A triple mutant 

lacking three ISW-accessory factors and disrupting multiple ISW complexes led to widespread 

upregulation of PRC2 target genes and altered H3K27 methylation patterns, similar to an ISW-

deficient strain, whereas single and double mutants lacking ISW-associated factors displayed 

more subtle phenotypes. Taken together, our data show that ISW is a key component of the 

facultative heterochromatin pathway in Neurospora and that distinct ISW complexes perform an 

apparently overlapping role to regulate chromatin structure and gene repression at PRC2-target 

domains. 
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Significance Statement 

Polycomb Repressive Complex 2 (PRC2) methylates histones to regulate multicellular 

development, maintenance of stem cell identity, X-chromosome inactivation, and other 

important processes. Given these essential roles, there is significant interest in identifying 

components that function with PRC2 to establish and maintain transcriptionally repressive 

heterochromatin. Here, we document an unexpected new role for a well-studied and conserved 

chromatin remodeling factor, ISWI. We found that the Neurospora ISWI homolog is required for 

normal facultative heterochromatin structure and gene repression at PRC2-target regions, and we 

defined requirements for ATP-dependent catalytic activity and accessory regulatory proteins. 

These findings provide new mechanistic insights into the formation and function of facultative 

heterochromatin in a model eukaryote. 
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Introduction 

Polycomb Group (PcG) proteins were first discovered in Drosophila as part of an 

epigenetic cell memory system (1). These proteins function to maintain repressed transcriptional 

states by assembling inaccessible chromatin, often referred to as facultative heterochromatin (1, 

2). Polycomb Repressive Complex 2 (PRC2) catalyzes mono-, di- and tri-methylation of H3 

lysine-27 (H3K27me1, -me2, -me3), and H3K27me3 is associated with transcriptionally silent 

genes in a diverse array of eukaryotes (3–12). PRC2 function is critical for multicellular 

development and for epigenetic processes such as X-chromosome inactivation in mammals and 

vernalization in plants (13, 14). In humans, defective regulation of H3K27me3 is associated with 

disease states including cancer and Weaver syndrome (15, 16). 

Given the important biological roles of PRC2 and H3K27 methylation, there is 

significant interest in identifying new components of Polycomb-mediated repression pathways 

and elucidating mechanisms relevant to PRC2 control and function. Regulation of PRC2 is 

multifaceted. PRC2 can be recruited to specific loci by DNA binding proteins, and both 

recruitment and enzymatic activity can be positively and negatively regulated by local chromatin 

features including histone modifications, DNA methylation and RNA (17–19). For example, 

methyltransferase activity of mammalian PRC2 is inhibited by H3K36 methylation, and 

chromatin modifications found in constitutive heterochromatin antagonize H3K27 methylation in 

animals, plants, and some fungi (20–24). On the other hand, PRC2 methyltransferase activity is 

positively regulated by its enzymatic product, H3K27me3, providing a mechanism for spreading 

and maintenance of the H3K27-methylated state (25–27). In vitro, condensed chromatin 

substrates further stimulate activity of the mammalian PRC2 complex (28). This observation 
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raised the possibility that chromatin remodeling enzymes are important for PRC2 regulation in 

vivo. 

Chromatin remodeling enzymes use the power of ATP hydrolysis to restructure and 

remodel the chromatin fiber (29, 30). These ATP-dependent enzymes are classified into four 

sub-families and can carry out a number of reactions, including nucleosome sliding, removal of 

histones or nucleosomes from chromatin, exchange of canonical core histones for histone 

variants, and chromatin assembly (29, 30). The activities of certain remodelers are conserved 

from yeast to humans. For example, homologs of Drosophila IMITATION SWITCH (ISWI) 

promote chromatin assembly and nucleosome spacing (31–35). ISWI homologs interact with 

diverse accessory proteins inside the cell, and these proteins regulate localization and activity of 

distinct ISWI-containing complexes (33, 36–38). One ISWI-containing complex, ATP-Utilizing 

Chromatin Assembly and Remodeling Factor (ACF; comprised of ISWI and ACF1), has been 

linked to gene repression in PRC2-target domains and other types of heterochromatin domains in 

Drosophila; however, genetic studies are hampered by the fact that both ACF1 and ISWI 

proteins are essential for development in flies and mammals (39–42). In Arabidopsis thaliana, a 

Chromodomain helicase family remodeler, PICKLE, is proposed to promote retention of 

nucleosomes harboring H3K27me3, raising the possibility that multiple remodeler families and 

mechanisms may contribute to assembly and function of heterochromatin (43). Currently, the 

role of chromatin remodelers in the assembly or maintenance of facultative heterochromatin is 

poorly understood in all experimental systems. 

In this study, we asked if ATP-dependent chromatin remodeling enzymes are required for 

repression of PRC2 target genes and assembly of facultative heterochromatin in Neurospora 

crassa, a genetically tractable model organism with a minimal Polycomb Repression system 
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(44). Neurospora encodes a PRC2 complex that is structurally and functionally conserved, in 

contrast to the model yeasts Saccharomyces cerevisiae and Schizosaccharomyces pombe, which 

lack Polycomb repression systems (11, 44).  Neurospora SET-7, EED, and SUZ12, are 

homologous to Drosophila Enhancer of Zeste E(z), Extra Sex Combs (Esc), and Supressor of 

Zeste 12 Su(z)-12, respectively, and are essential for H3K27 methylation in vivo (11, 44). A 

fourth PRC2 subunit, CAC-3/NPF, is homologous to the Drosophila PRC2-associated protein 

Nurf55/CAF1 and contributes to PRC2 function (11, 44). In contrast to plants and animals, 

components of PRC1 have been lost in the fungal lineage (44). The absence of PRC1 enables 

straightforward genetic analyses to investigate PRC2 control and mechanisms that repress PRC2 

target genes in a simple eukaryote.  Approximately 7% of the Neurospora genome is enriched 

with H3K27me2/3, including domains that are adjacent to all fourteen telomeres (11, 45). 

Additional PRC2-target domains are located at internal sites on the chromosomes and typically 

span multiple genes. Recent work has uncovered at least two distinct mechanisms that regulate 

regional H3K27 methylation in Neurospora. Telomere repeats are sufficient to induce 

H3K27me2/3, and both CAC-3/NPF and the PRC2 Accessory Subunit (PAS) are required for 

H3K27 methylation adjacent to telomeres, but not at internal PRC2-target domains (11, 46, 47). 

Conversely, the histone variant H2A.Z is required for H3K27me3 at internal domains, but not at 

telomeres (48). Thus, telomere-dependent and -independent mechanisms regulate PRC2 in 

Neurospora. Despite recent advances, much remains unknown about PRC2 control in fungi and 

in eukaryotes in general. 

We took advantage of single-gene deletion strains available in the Neurospora gene 

deletion collection to investigate the role of SNF2 superfamily chromatin remodeling enzymes in 

facultative heterochromatin (49). We report here that a catalytically active ISWI homolog (ISW) 
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is required for repression of PRC2 target genes and normal patterns of H3K27 methylation in 

Neurospora. In addition, we identified multiple ISW-containing complexes and provide genetic 

evidence that ISW complexes function redundantly at PRC2 target genes. Together, our data 

suggest that ISW activity is critical for structure and function of facultative heterochromatin 

domains. 

Results 

The Neurospora ISWI homolog is required for repression of PRC2 target genes 

To determine if SNF2 family chromatin remodeling enzymes are important for gene 

repression within PRC2-dependent facultative heterochromatin domains, we carried out a 

targeted RNA-seq screen of selected strains available in the Neurospora gene deletion collection 

(49). RNA was isolated and sequenced from wild type and ∆set-7 control strains, as well as from 

nine deletion strains lacking individual SNF2 family enzymes. Two strains were determined to 

be heterokaryons, harboring a mixture of deletion and wild-type nuclei, but both were included 

in this analysis to test for possible gene dosage effects (∆crf3-1het and ∆crf8-1het). The single 

ASH-1 H3K36 di-methyltransferase is known to repress a subset of PRC2-target domains in 

Neurospora (50). We also compared our RNA-sequencing data to published data from the 

ash1(Y888F) mutant strain encoding a catalytically inactive version of the essential ASH1 

protein (50). We first plotted the average gene expression level of transcriptionally silent genes 

within H3K27me2/3 enriched regions (n=642 genes; hereafter referred to as PRC2 target genes). 

As expected, we observed upregulation of PRC2 target genes in the ∆set-7 and ash-1Y888F control 

strains. In addition, we observed a marked increase in PRC2-target gene expression in the ∆isw 

strain (also called ∆crf4-1; (51), which lacks the sole Neurospora homolog of ISWI (Figures 1A 

and S1A,B). All three strains displayed an increased average expression level of PRC2 target 
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genes that was at least two-fold higher than in wild type, with the highest expression level 

observed in the ∆isw strain (Figure 1A; ∆set-7 = 2.2-fold; ash-1Y888F = 4.16-fold; ∆isw = 15.72-

fold), whereas other strains exhibited modest or no induction of this gene set. Biological replicate 

samples yielded highly reproducible results (Figure S1A,B). 

We next examined expression of PRC2 target genes at the individual gene level. We 

constructed a heat map to plot relative expression levels of PRC2 target genes in wild-type and 

mutant backgrounds (Figure 1B). Of all mutants tested, the ∆isw strain displayed increased 

expression of the highest number of genes. We therefore decided to focus on ISW for this study. 

ISW is required for normal H3K27me2/3 

We next asked whether ISW was required for normal facultative heterochromatin 

structure in Neurospora. We performed ChIP-seq in the ∆isw mutant to examine the distribution 

of H3K27 methylation. Independent ChIP-seq experiments were performed using two previously 

validated antibodies that recognize H3K27me2/3 and H3K27me3, respectively. In both cases, the 

∆isw mutant displayed a striking defect in H3K27 methylation (Figure 1C and S1C). Inspection 

of H3K27me2/3 enrichment data in a genome browser revealed that reduction or complete loss 

of H3K27me2/3 at most internal domains, whereas telomere-adjacent domains displayed normal 

or modestly increased enrichment of H3K27me2/3. Control ChIP-seq experiments to examine 

H3K9me3, a mark for constitutive heterochromatin, revealed no changes in the ∆isw mutant, 

demonstrating that the phenotype was specific for facultative heterochromatin (Fig S1D). 

Previous peak calling of H3K27me2/3 in wild type revealed 309 domains comprising 6% of the 

Neurospora genome (48). To quantify the change in H3K27me2/3 patterns, we identified 

H3K27me2/3-enriched peaks in the ∆isw mutant and compared these to previously identified 

H3K27me2/3-enriched peaks in the wild-type strain (Table S1; a cut-off of 4-fold enrichment 
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over background and a false-discovery rate of <0.001 was applied). More than 30% of wild type 

regions were not identified in the ∆isw strain (102/309 H3K27me2/3 peaks). We used HOMER 

to quantify H3K27me2/3 enrichment across all previously identified wild type peaks and found 

that 130 wild type peaks had a normalized enrichment value reduced by >50% compared to the 

wild type strain (Table S1). We found 30 peaks that exhibited higher normalized enrichment in 

the ∆isw mutant, all adjacent to telomeres. By comparing H3K27me2/3-enriched peaks identified 

in ∆isw to wild type peaks, we identified 132 peaks that were present in the ∆isw strain, but not 

in wild type (Table S1). These regions were characterized by low levels of enrichment and were 

short, averaging 2.2 kilobase pairs compared to an average size of 7.9 kilobase pairs for 

H3K27me2/3 peaks in wild type. Inspection in a genome browser revealed that ∆isw-specific 

peaks of H3K27me2/3 were typically near telomeres and adjacent to wild type PRC2-target 

domains, suggesting that low levels of H3K27me2/3 may spread into regions that are adjacent to 

typical PRC2-target domains. We next visualized global H3K27me2/3 enrichment by plotting 

relative H3K27me2/3 levels across the left boundaries of all previously identified H3K27me2/3 

domains (Fig 1D and S1D). These data confirm that ∆isw exhibits global defects in 

H3K27me2/3, including widespread losses of H3K27me2/3 as well as local hypermethylation 

near telomeres. 

ISW catalytic activity is required for normal H3K27 methylation and gene repression 

Since ISWI homologs are required for maintaining genome stability in yeast and animals, 

our findings raised the possibility that a second site mutation in the ∆isw strain could be 

responsible for the observed phenotype. To confirm that defective H3K27me2/3 and 

derepression of PRC2 target genes was indeed due to loss of ISW, we introduced an isw-ha 

construct into the ∆isw strain and tested for complementation. In addition to chromatin 
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remodeling activity, yeast ISW1 acts in an RNA quality control pathway in an ATPase-

independent manner (52). We therefore simultaneously tested if ISW catalytic activity is 

required for gene repression and H3K27me2/3 by constructing and introducing an ATPase-

defective isw mutant allele. The engineered allele encodes an ISW protein with an arginine in 

place of conserved lysine residue 214 in the conserved GTK motif required for catalysis  

(iswK214R; Figure 2A) (33). Both the ISW-3xHA and the ISWK214R-3xHA fusion proteins were 

expressed at similar levels (Fig 2B). We found that the isw-ha construct rescued the slow growth 

rate and the DNA damage hypersensitivity phenotype of the ∆isw strain whereas the iswK214R 

construct did not rescue either phenotype (Fig2C-D). Furthermore, introduction of isw-ha into 

the ∆isw strain restored repression of four PRC2 target genes analyzed by RT-qPCR (Fig 2E,G), 

and H3K27me2/3 was re-established at these loci, though not quite to the wild-type level 

(Fig2F). In contrast, the iswK214R-3xha construct failed to restore gene repression or H3K27me2/3 

levels when introduced into the ∆isw mutant (Fig 2F-G). These data confirm that ISW is required 

for gene repression and normal H3K27me2/3 in facultative heterochromatin and show that this 

function depends on ISW catalytic activity. 

ISW is present in multiple complexes 

ISWI homologs in other organisms interact with multiple accessory subunits to form 

distinct complexes, and these various accessory subunits are required to regulate the localization 

and catalytic activity of ISWI complexes (36, 39, 41, 53–55). To identify ISW-associated 

proteins in Neurospora, we purified ISW complexes from Neurospora cells and performed 

proteomic analysis. We first engineered a 3xFLAG-tagged ISW fusion protein, which was 

expressed from the endogenous isw locus under control of the native promoter. The ISW-

3xFLAG protein supported wild-type growth and displayed normal patterns of H3K27me2/3, 
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suggesting the fusion protein was fully functional (Figure S2). We performed ChIP-seq 

experiments using anti-FLAG antibodies and found no enrichment of ISW-3xFLAG, suggesting 

that ISW interacts only transiently with chromatin (Figure S2). We next purified the ISW-

3xFLAG protein and identified interacting proteins by LC-MS/MS (Figure 3A; Table S2). We 

removed proteins that are commonly identified in Neurospora FLAG pull-down experiments as 

probable background hits (56). This revealed several specific interacting proteins including 

NCU00164, a protein with similarity to known ISWI-interacting protein ACF1; the best 

reciprocal DELTA-BLAST hits for NCU00164 from yeast and mouse, respectively, were Itc1p 

and ACF1/BAZ1A (57). We hereafter refer to this protein as Neurospora ACF1 and the gene as 

acf-1. The conserved CHRAC complex - first identified in Drosophila - is composed of ISWI, 

ACF1, and two histone fold proteins named CHRAC14 and CHRAC16 (CHRAC15/17 in 

mammals)(58, 59) . Two histone-fold containing proteins co-purified with Neurospora ISW, 

encoded by uncharacterized genes NCU03073 and NCU06623. Since histone fold proteins often 

participate in several complexes, we refer to these proteins as Histone Fold Protein-1 and -2 

(HFP-1 and HFP-2), and the genes as hfp-1 and hfp-2. Several mammalian ISWI-interacting 

proteins contain a characteristic WHIM1 (WSTF, HB1, Itc1p, MBD9) motif, which is present in 

mammalian ISWI-interacting proteins ACF1, Williams Syndrome Transcription Factor (WSTF), 

and Remodeling and Spacing Factor 1 (RSF1) (60). We identified a second WHIM1 domain-

containing protein, NCU00412, which was poorly conserved even within the ascomycete fungi. 

The best reciprocal DELTA-BLAST hits for NCU00412 in mouse corresponds to the WHIM1 

motif of RSF1. The best reciprocal DELTA-BLAST hit in yeast was the yeast ISWI-interacting 

protein Ioc3, though amino acid similarity between NCU0412 and Ioc3 was restricted to only 

part of the WHIM1 domain. Finally, we identified NCU09388, a fungal-specific protein 
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containing a Plant Homeodomain (PHD) motif (61). NCU09388 did not produce a reciprocal 

best hit in yeast, Drosophila, mouse, or humans using DELTA-BLAST. Since these proteins 

have not been characterized in Neurospora, we refer to NCU00412 as ISW Accessory Factor-1 

(IAF-1) and NCU09388 as IAF-2, encoded by iaf-1 and -2, respectively. 

To validate these putative interactions, we constructed strains expressing 3xFLAG-tagged 

versions of Neurospora ACF-1, IAF-1, and IAF-2, and we crossed them to a strain expressing an 

ISW-3xHA fusion protein integrated into the endogenous ISW locus. We then performed 

reciprocal co-immunoprecipitation experiments using anti-FLAG and anti-HA antibodies (Figure 

3B-D). Co-IP experiments confirmed that ISW interacts with Neurospora ACF, IAF-1, and IAF-

2 in vivo. To determine if Neurospora formed multiple ISW complexes, we carried out 

additional immunoprecipitation experiments using 3xFLAG-tagged versions of ACF, IAF-1, and 

IAF-2 followed by LC-MS/MS to identify interacting proteins (Table S2; interactions 

summarized in Figure 3E). Purification of ACF identified ISW, HFP-1, and HFP-2, suggesting 

that ACF and CHRAC complexes exist in Neurospora, as in other systems. Purification of IAF-1 

identified ISW, but not other ISW-interacting proteins, suggesting that ISW and IAF-1 form a 

distinct complex. Similarly, purification of IAF-2 identified ISW but not other ISW interactors, 

suggesting that ISWI and IAF-2 comprise another discrete complex. Together, these data suggest 

that ISW forms multiple complexes in Neurospora through interactions with distinct accessory 

subunits. 

Partially redundant ISW complexes maintain gene repression in facultative heterochromatin 

 To determine if any individual ISW accessory subunits are required for normal 

facultative heterochromatin structure, we examined H3K27me2/3 in gene deletion strains lacking 

ACF, IAF-1, or IAF-2. Gene deletions of iaf-1 and iaf-2 were available in the Neurospora 
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deletion strain collection, and we constructed a acf-1 deletion strain by replacing the ACF-1 

coding sequence with a hygromycin resistance cassette. Surprisingly, all three mutants retained 

near wild-type patterns of H3K27me2/3, though a subtle reduction in H3K27me2/3 was 

observed in the ∆acf-1 strain (Fig 4A,B). 

We next ask if any of the individual ISWI-containing complexes are critical for 

repressing PRC2 target genes. We performed RNA-seq in each of the single deletion strains, and 

we plotted gene expression levels for all 642 PRC2 target genes (Fig 4C). This revealed that only 

the ∆acf-1 mutant displayed increased expression of PRC2 target genes, though the level of 

expression and the number of induced genes were substantially less than observed for the ∆isw 

mutant. 

We considered the possibility that individual ISW complexes may compensate for one 

another. To test this, we constructed all double and triple mutant combinations of ISW-

interacting proteins and performed ChIP-seq for H3K27me2/3. Individual double mutants 

displayed subtle reductions in H3K27me2/3 but did not resemble the reduction observed in the 

∆isw deletion strain. In contrast, a triple mutant lacking ACF1, IAF-1, and IAF-2 displayed 

significant defects in H3K27me2/3 similar to the ∆isw single mutant (Fig 4D,E). Similarly, 

analyses of gene expression by RNA-seq revealed that PRC2 target genes were significantly 

upregulated in the triple mutant (Fig 4F). Thus, the gene expression phenotype closely matched 

the ∆isw single mutant. Taken together, these data demonstrate that Neurospora ISW and 

multiple ISW-accessory proteins are critical regulators of gene expression and chromatin 

structure in facultative heterochromatin. 
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Discussion 

We report for the first time in any system that an ISWI homolog is broadly required for 

the repression of PRC2 target genes. The biochemical and biophysical properties of ISWI 

chromatin remodeling complexes have been studied extensively, but information about their 

physiological roles is still limited, partly because ISWI and some ISWI accessory proteins are 

essential for development in animal models (39, 40). As a result, genetic studies in many 

experimental systems are limited to early stages of embryonic development or certain cell types 

such as embryonic stem cells (35, 39, 41). We took advantage of Neurospora, an experimental 

system with powerful genetics and biochemistry to investigate the role of ATP-dependent 

chromatin remodeling enzymes in gene repression mediated by H3K27me3-dependent 

facultative heterochromatin. Of the nine SNF2 family enzymes screened here, we found that 

Neurospora ISW was uniquely required for repression of PRC2 target genes. We found that 

Neurospora ISW is required for normal patterns of H3K27 methylation in the Neurospora 

genome, and that its absence makes strains hypersensitive to genotoxic stress. ISWI proteins are 

ATP-driven remodelers that create ordered arrays of nucleosomes in vitro and in vivo (31–35). 

Alternatively, yeast ISW1 performs an ATPase-independent function in RNA quality control 

(52). We found that a functional ATPase domain is required for repression of PRC2 target genes 

and for normal H3K27 methylation, suggesting that ISW controls gene expression and chromatin 

structure via its nucleosome remodeling activity. Biochemical analysis of PRC2 revealed higher 

activity on dense chromatin substrates (28). It is possible that ISW activity is needed to create an 

optimal chromatin substrate for stimulating PRC2, and therefore may be critical for spreading or 

maintenance of H3K27me2/3. Our finding that ATPase activity is required to establish or 

maintain normal H3K27me2/3 patterns in Neurospora is consistent with this possibility. 
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Alternatively, transcriptional upregulation in the absence of ISW may indirectly interfere with 

PRC2 activity. Future studies will distinguish between these two hypotheses. 

We provide genetic evidence that ISWI-containing complexes act redundantly to repress 

PRC2 target genes. Our findings expand on previous work in Drosophila (42), raising the 

possibility that regulation of gene repression and chromatin structure within PRC2-target 

domains is a conserved function of ISWI complexes. Artificial tethering of the ISWI accessory 

factor ACF1 was sufficient to repress nearby reporter genes, but only when the reporter construct 

was integrated in repressive environments such as those marked by H3K27me3 (42). Moreover, 

Drosophila ACF1-null mutants displayed increased expression of a small number of genes 

residing in repressive chromatin environments. The relatively subtle transcriptional phenotypes 

reported for Drosophila ACF1-null mutants may be explained by redundant activities of ISWI 

complexes, as supported by our data for Neurospora. Indeed, we observed subtle activation of 

PRC2 target genes in the Neurospora ∆acf-1 strain, similar to the situation in Drosophila. In 

contrast, generation of a triple mutant lacking three Neurospora ISW accessory proteins 

displayed broad activation of PRC2 target genes and H3K27 methylation defects, similar to the 

∆isw deletion strain. 

Together, our data suggest that ISW performs a general role in assembly or maintenance 

of repressed chromatin states, and that this role can be fulfilled redundantly by various ISW 

complexes containing distinct accessory proteins. ISWI complexes are proposed to sample 

chromatin through transient binding events that rarely lead to nucleosome translocation (62).  It 

is therefore possible that multiple ISW complexes function globally in addition to performing 

sequence-directed remodeling mediated by individual accessory subunits. Drosophila 

CHRAC/ACF complexes may function to maintain a repressive chromatin “ground state” (42). 
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Our data extend this model to include additional ISW-containing complexes that function 

together to maintain transcriptionally repressed states. Taken together, our findings support a 

new, and unexpected, role for eukaryotic ISWI complexes in maintaining gene repression and 

chromatin structure at facultative heterochromatin domains. 

Materials and Methods 

Strains and Growth Media 

All strains and primers used in this study are listed in Table S3 and S4, respectively. 

Available knock-out strains were generated by the Neurospora gene knockout consortium and 

obtained from the Fungal Genetics Stock Center (49, 63). We constructed an ∆acf::hph+ 

deletion cassette by first amplifying the 5’ and 3’ flank regions using the indicated primers 

(Table S4) and then performing overlapping PCR using plasmid pCSN44 to introduce the 

selectable hph+ cassette. Transformations, crosses, and maintenance of Neurospora cultures was 

performed as described by (64). For RNA sequencing, Neurospora cultures were grown in 

150mm Petri plates containing 25mL liquid medium (1X Vogel’s plus 1.5% glucose)  in constant 

light for ~24 hours. Mycelial plugs were isolated using a 10mm cork borer and transferred to a 

50 mL flask containing Vogel’s minimal media (VMM) with 2% sucrose and grown for 24 hours 

at 30°C under constant light. To identify ISW-interacting proteins, transgenic strains expressing 

FLAG-tagged proteins were grown in 1L of liquid Vogel’s minimal media with 1.5% sucrose at 

32°C for 16 hours. Strains were genotyped by PCR and genotypes were confirmed using 

Illumina sequencing data. To test for hypersensitivity to methyl methanesulfonate (MMS), 10-

fold serial dilutions of conidial suspensions (10^6-10^3 conidia) were inoculated on VMM plates 

with 2% sorbose supplemented with MMS. Knock-in constructs to create epitope-tagged strains 
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(3xFLAG, 3xHA, GFP) strains were made with indicated primers (Table S4) using plasmids and 

protocols described by Honda and Selker (65). 

Protein purification 

To purify protein complexes for analysis by LC-MS/MS, nuclei from 1L cultures were 

enriched using an established nuclear extraction protocol (66). After the final centrifugation to 

pellet nuclei, the nuclear pellet was resuspended in 10 mL of FLAG-purification buffer (10mM 

HEPES pH 7.5, 200 mM NaCl, 1mM EDTA, and cOMPLETE, protease inhibitor tablets; Roche 

cat #11836170001). We performed a FLAG- affinity purification by adding 200 ul of M2 FLAG 

affinity gel (cat # A2220; Sigma-Aldrich) and incubating  at 4°C for 4 hours. The beads were 

washed three times in 10 mL of FLAG purification buffer and three times in 1 mL FLAG 

purification buffer. Proteins were eluted twice in 300 uL of FLAG purification buffer containing 

200 µg/mL of 3X FLAG peptide (Sigma-Aldrich, cat # F4799). Elution fractions were combined 

and proteins were precipitated with ice cold TCA, resuspended in 1X SDS loading buffer and run 

on pre-cast 4-12% acrylamide gel for 4 min at constant 200V. Proteins were stained with 

SYPRO RUBY for 3 hours. Purified proteins in a single gel slice were excised, subjected to in-

gel trypsin digestion, and anlyzed by LC-MS/MS using a Thermo Orbitrap instrument at the 

University of Georgia Proteomics core. Western blotting, and Co-immunoprecipitation (Co-IP) 

were performed as previously described (67). 

Nucleic acid and computational analysis. 

RNA isolation was performed as described (68). For reverse transcription/quantitative 

real-time PCR (RT-qPCR), 500 ng of total RNA was analyzed using iTaq One step reagents (cat 

#1725150; BioRad). A minimum of three independent biological replicates and two technical 

replicates were performed for RT-qPCR experiments. RNA-sequencing library preparation and 
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sequencing was performed at the Joint Genome Institute or the Georgia Genomics and 

Bioinformatics Core. At JGI, Illumina RNASeq w/PolyA Selection, Plates: Plate-based RNA 

sample prep was performed on the PerkinElmer Sciclone NGS robotic liquid handling system 

using Illumina TruSeq Stranded mRNA HT sample prep kit utilizing poly-A selection of mRNA 

following the protocol outlined by Illumina in their user guide (cat# 20020595) and with the 

following conditions: total RNA starting material was 1 ug per sample and 8 cycles of PCR was 

used for library amplification. The prepared libraries were quantified using KAPA Biosystem's 

next-generation sequencing library qPCR kit and run on a Roche LightCycler 480 real-time PCR 

instrument. The libraries were then multiplexed and sequencing was performed on the Illumina 

NovaSeq sequencer using NovaSeq XP V1 reagent kits, S4 flow cell, and following a 2x150 

indexed run recipe. At UGA, libraries were constructed using the Illumina TruSeq mRNA 

stranded Library Kit (cat. # RS-122-2101) according to manufacturer instructions. For RNA-seq 

data, short reads (<20 bp) and adaptor sequences were removed using TrimGalore (version 

0.4.4), cutadapt version 1.14 , and Python 2.7.8, with fastqc command (version 0.11.3) (69). 

Trimmed Illumina single-end reads were mapped to the current Neurospora NC12 genome 

assembly 12 (Genbank accession #: GCA_000182925.2) using the Hierarchical Indexing for 

Spliced Alignment of Transcripts 2 (HISAT2: version 2.1.0) with parameters –RNA-strandness 

R then sorted and indexed using SAMtools (version 1.9) (69, 70). FeatureCounts from Subread 

(version 1.6.2) was used to generate gene level counts for all RNA bam files (71). Raw counts 

were imported into R and differential gene expression analysis was conducted using 

Bioconductor: DeSeq2 (72). Table S5 contains TPM count data for PRC2 target genes in all 

strains. Normalized counts were plotted in R using ggplot2 and pheatmap packages. PRC2 target 

genes are listed in Table S5, and were identified using bedtools intersect to identify genes that 
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overlap a wild type H3K27me2/3 domain (listed in Table S1) by at least 70%. Genes with wild 

type TPM values greater than 5 were classified as expressed genes and were removed from the 

list. The heat map depicting relative expression of PRC2 genes was constructed using pheatmap. 

Only genes with detectable expression in at least one strain were plotted. 

Chromatin immunoprecipitation (ChIP) was performed and analyzed by qPCR or 

Illumina sequencing as described using antibodies that recognize H3K9me3 (cat# 39161; Active 

Motif) and H3K27me2/3 (cat# 39535; Active Motif), or H3K27me3 (cat# 9733; Cell Signalling) 

(73, 74). Primers used for ChIP-quantitative real-time PCR (ChIP-qPCR) are listed in Table S4. 

qPCR was performed using iTaq Universal SYBR green Supermix (cat# 172-5122; Bio-Rad) and 

an iCycler IQ instrument. For Illumina sequencing, libraries were prepared as described (74). 

DNA sequencing was performed using an Illumina NextSeq 500 instrument at the University of 

Georgia genomics core. Short reads (<20 bp) and adaptor sequences were removed using 

TrimGalore (version 0.4.4), cutadapt version 1.14, and Python 2.7.8, with fastqc command 

(version 0.11.3) (69). Trimmed Illumina reads were aligned to the current Neurospora NC12 

genome assembly available from NCBI (accession # GCA_000182925.2) using the BWA 

(version 0.7.15) mem algorithm, which randomly assigns multi-mapped reads to a single location 

(75). Files were sorted and indexed using SAMtools (version 1.9) (70). To plot the relative 

distribution of mapped reads, read counts were determined for each 25 bp window across the 

genome using IGV tools and data were displayed using the Integrated Genome Viewer (76). The 

Hypergeometric Optimization of Motif EnRichment (HOMER) software package (version 4.8) 

was used to identify H3K27me3 peaks using “findPeaks.pl” with the following parameters: -

style histone (77) . For peak calling, a cutoff of 4-fold enrichment and a false discovery rate 
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value of <0.001 were used. Bedtools (version 2.27.1) “intersect” (version 2.26.0) was used to 

determine the number of peaks that intersect with other peak files. 

Data Availability. Sequencing data generated at UGA have been deposited to the NCBI GEO 

database with project series accession #GSE150758 (reviewer access token: spgvceqqjdwtxsf). 

Accession numbers of samples generated at JGI and previously published data sets analyzed in 

this study are included in Table S6.   
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Figure 1. ISW is required for repression of PRC2 target genes. A) The box plot depicts 

average expression level (TPM) and the interquartile range for PRC2 target genes for each of the 

indicated strains. B) The heatmap shows relative expression levels of PRC2 target genes sorted 

by chromosomal position (rows) in the indicated deletion strain (columns). C) ISW is required 

for normal patterns of H3K27me2/3. H3K27me2/3 enrichment determined by ChIP-seq was 

plotted using the Integrated Genome Viewer for the indicated strains across one chromosome 

(Linkage Group VII). The bottom graph shows a magnified view of the left end of LGVII. D) 

The heat map depicts H3K27me2/3 across all 309 H3K27me2/3-enriched domains in the 

Neurospora genome. Each heat map row depicts a 3 kb window centered at the left boundary of 

an H3K27me2/3-enriched peak identified in WT cells. 
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Figure 2. ISW catalytic activity is required for repression and H3K27me2/3. A) The 

schematic illustrates the predicted protein domains in the Neurospora ISW sequence. The 

sequence alignment indicates the amino acid conservation between the ATPase domain of 

Neurospora ISW, S. cerevisiae ISW-1, and D. melanogaster ISWI. The location of the conserved 

lysine residue mutated to arginine in this study is indicated. B) Both wild type ISW-3xHA and 

the ISWK214R-3xHA fusion proteins are expressed at similar levels. Total protein extracts were 
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analyzed by Western blotting using an anti-HA antibody or by staining with Coomassie Brilliant 

Blue as a loading control for the indicated strains. C) The graph depicts the linear growth rates of 

the indicated strains measured using “race tubes”. D) For the indicated strains, serial dilutions of 

fungal cells (conidia; 106-103 from left to right) were spotted on Vogel’s Minimal Medium 

(VMM) with or without the genotoxic agent methyl methanesulfonate (0.025%; MMS). E) The 

IGV genome browser image depicts H3K27me2/3 enrichment determined by ChIP-seq for the 

indicated strains. The location of four genes analyzed by RT-qPCR and ChIP-qPCR are indicated 

with dashed lines. F) Relative gene expression data are shown for the four genes, NCU08085, 

NCU08086, NCU08101, and NCU08102 for the strains indicated at the bottom of panel G. 

Expression is relative to the constitutive vma-2 transcript and normalized to wild type. G) 

Enrichment of H3K27me2/3 across the four genes shown in panels E and F was examined by 

ChIP-qPCR for the indicated strains. ChIP-enrichment at the indicated locus was normalized to 

enrichment at the euchromatic hH4 gene locus. 
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Figure 3. Neurospora ISW is present in at least three distinct complexes. A) Enrichment of 

ISW-3xFLAG was validated by Western blotting. Total protein extracts were analyzed from a 

wild type control strain (WT) and for the isw-3xflag strain, ISW-3xFLAG was examined in total 

extracts, the unbound fraction following incubation with an M2-anti-FLAG affinity resin (flow 

through), an aliquot of 6 combined wash fractions, and the final elution fraction containing 

purified ISW-3xFLAG. B-D) Immunoprecipitation experiments were performed using extracts 

from strains expressing ACF1-3xFLAG, IAF-1-3xFLAG, IAF-2-3xFLAG, and ISW-3xHA as 

indicated by (+) or (-). The input fraction, the -FLAG immunoprecipitate (IP:FLAG), and the -

HA immunoprecipitate (IP:HA) were subject to western blotting and probed with the anti-FLAG 
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or anti-HA antibodies as indicated (WB). The asterisk indicates presumed ACF degradation 

products. E) The schematic summarizes the results of protein identification by LC-MS/MS for 

independent, reciprocal protein purification experiments using ISW-3xFLAG, ACF1-3xFLAG, 

IAF-1-3xFLAG, and IAF-2-3xFLAG (2 replicates each). The arrows extend from the purified 

protein and point to the captured prey protein. The numbers in parentheses indicate the number 

of unique peptides corresponding to the identified prey protein for two independent replicate 

purification and LC-MS/MS experiments.    
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Figure 4. ISW complexes partially compensate for one another. A) H3K27me2/3 enrichment 

determined by ChIP-seq was plotted using the Integrated Genome Viewer for the indicated 

strains across the left end of Linkage Group VI. The scale bar on the top right corresponds to 100 

kb. B) The heat maps depict H3K27me2/3 across all wild type H3K27me2/3-enriched domains 

in the Neurospora genome for the indicated strains. Each heat map row depicts a 3 kb window 

centered at the left boundary of an H3K27me2/3-enriched peak identified in WT cells. C) The 
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box plot depicts average expression level (transcripts per million) and the interquartile range for 

642 PRC2 target genes for the indicated strains. Each dot represents the expression level of a 

PRC2-target gene colored by statistical significance (Red dots = adjusted p-value <0.05; grey 

dots = adjusted p-value >0.05). D-E) Same as panels A-C. 
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Supplemental Figure 1. RNA-seq and ChIP-seq data are highly reproducible.  A) 

Correlation plot of RNA-seq samples demonstrating that biological replicates yield reproducible 

data. B) Average expression levels of PRC2-target genes in individual biological replicates. C) 

ChIP-seq data across LG VI for H3K9me3, H3K27me2/3, and H3K27me3 antibodies for the 
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indicated strains and replicates. D) Heat maps depict H3K27me2/3 enrichment across the 5’ 

boundary of all 309 PRC2-target domains for individual replicate samples, as indicated. 
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Supplemental Figure 2. ISW-3xFLAG is fully functional and does not exhibit 

region-specific enrichment in ChIP-seq experiments.  A) The iswi-3xflag “knock-in” strain 

displays WT growth.  B) ISW-3xFLAG supports normal H3K27me2/3. ChIP-seq was performed 

using antibodies to H3K27me2/3 or FLAG for the indicated strains. 

Table S1. Table of called H3K27me2/3 peaks. 

Table S2. Table of LC-MS/MS data. 

Table S3. Strains. 

Table S4. Oligos. 

Table S5. RNA-seq values for individual replicates of silent PRC2-target genes. 

Table S6. NCBI Short-read Archive of JGI-generated RNA-sequencing samples. 


