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ABSTRACT 

High residential mobility is a distinguishing characteristic of American society. The 

majority of people move from one location to another at least once in their lives, and individual 

movement affects all geographic areas, urban and rural. Policymakers use government migration 

data to predict migration trends to implement or improve public policies. Because official 

migration data are released with a significant lag, it is difficult for policymakers to adjust 

housing and labor market policies for current and future migration trends. The Internet has 

become a default channel for information search about relocation and the beacon for estimating 

migration intentions. Because search engines provide real-time information, these online datasets 

can be exploited to predict current and future migration trends.  

In this dissertation, I review internal migration in the United States over the past two 

decades and the determinants of the recent decline in migration rates. I then demonstrate how 

online search data can be used to measure migration intentions in origin states and help predict 

current and future interstate migration flows. I employ a combined panel data set of Internal 

Revenue Service (IRS) migration data and Google Trends data covering all 50 states and the 

District of Columbia. The data set contains a large set of macroeconomic indicators for each 

origin and destination state and migration flows between pairs of states. Using a gravity 



approach with the balanced bilateral migration data, I show strong additional predictive power 

for interstate migration flows with Google Trends as compared to the baseline models that do not 

include online search data as covariates. My results imply that real-time online search data is 

effective in prognosticating actual moves and can be essential to managing and designing 

contingent migration policies.  
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CHAPTER 1 

INTRODUCTION 

1.1 Background of Migration 

High residential mobility is a distinguishing characteristic of American society. The 

majority of people move from one location to another at least once in their lives. There are two 

reasons why the study of residential mobility or migration is important.  

First, migration is one of the most important factors in changes to urban and rural areas. 

Individuals and families move to fulfill their goals and desires, but their moves also contribute to 

economic, social, and demographic changes in a given area. Therefore, migration trends are of 

particular interest to policymakers. The study of migration can provide useful information about 

housing and labor market policies by adjusting those policies for current migration trends in a 

timely fashion. In some states, interstate migration is an important determinant of labor and 

housing market trends. For example, Frost (2020) documented that 71 percent of the growth in 

the number of Arizona’s households in 2018 was due to domestic migration. High migration 

rates add flexibility to labor markets and alleviate income inequalities between areas. Moreover, 

migration correlates with demand for housing, which in turn affects housing and rental prices 

(Lin et al., 2018; Stawarz et al., 2021). 

Second, understanding migration is important because migration involves many factors, 

such as economic, social, political, and environmental factors, and these determinants can be 

important sources for the evaluation of other decisions involving the public and private sectors 

(e.g., housing industry). To understand migration decisions, many scholars have been studying 
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the determinants of migration, documenting that the key determinants of migration include 

housing, job, and demographic factors, but many other factors also affect the migration decision.  

The main reasons to move include housing (e.g., upgrading to better quality or a bigger 

house or new neighborhood), employment (e.g., new/lost job, or a shorter work commute), 

family (e.g., change in marital status) or starting a new chapter in life (e.g., relocating due to 

retirement). According to the Current Population Survey (CPS) data collected jointly by the U.S. 

Census Bureau and the U.S. Bureau of Labor Statistics (BLS), the within-county movers 

accounted for 59 percent of total movers between 2019 and 2020, whereas between-state movers 

accounted for only 14 percent during the same period. Most moves in the United States are short-

distance (e.g., within-county moves), and short-distance movers tend to move for housing. 

Conversely, employment-related moves are more frequent among long-distance movers. The 

prevalence of long-distance moves (i.e., between-state movers) is much less frequent than short-

distance moves; however, between-state moves (or interstate migration flows) are important 

because they might be a significant driver of economic growth. 

Reliable projections of future migration rates provide local governments and 

policymakers with information necessary to plan fiscal policies and effective provision of 

government services. The growing interest in research on the determinants of interstate migration 

from scholars, policymakers, and practitioners, has led to a variety of attempts to assess and 

compare states’ migration policies and governance in order to design policies that better attract 

migrants and/or retain residents (Frey, 2009). 

The COVID-19 pandemic has impacted domestic migration patterns in the United States 

at the local and national levels (Frey, 2020). He pointed out that many people left large cities for 

suburbs or rural areas and many young adults returned to live with their other family members. 
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He also mentioned that the persistence of these pandemic-related migration patterns is unknown, 

which implies that these pandemic-related migration patterns can change at any time, depending 

on when the pandemic ends. Given this uncertainty, appropriate and accurate prediction of future 

migration flows is essential for policymakers. 

Knowledge of migration data sources is important to policymakers and scholars for 

reliable projections of future migration rates. Three major sources of information on U.S. 

migration flows are the Current Population Survey (CPS), the American Community Survey 

(ACS), and the Internal Revenue Service (IRS). The CPS and ACS are the annual migration 

datasets released by the Census Bureau that provide broad migration statistics, while the IRS 

data provides a more detailed picture of annual migration flows by identifying both origins and 

destinations of moves. The data obtained from each of these sources differ in terms of periods for 

which the information is collected, demographic details, geographic granularity, and variables 

used to measure migration flows (Frey, 2009; Molloy et al., 2011). 

The Current Population Survey is a national survey designed primarily to collect monthly 

information on labor force characteristics. The Current Population Survey sample size is about 

60,000 households. The Annual Social and Economic Supplement to the Current Population 

Survey is conducted every year, usually in March. The Annual Social and Economic Supplement 

collects information on migration, as well as demographic and socioeconomic characteristics that 

are more detailed relative to the regular monthly Current Population Survey. The Annual Social 

and Economic Supplement sample size is about 99,000 households. The Current Population 

Survey has calculated migration rates since 1948, making it the longest publicly accessible 

secondary data on migration in the United States. The Current Population Survey provides 
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migration information at both regional and national levels, along with some measures of the 

reasons for moving and the distance of moves. 

The American Community Survey is a primary source of detailed population and housing 

information. It provides information on annual county-to-county and state-to-state migration 

flows. The American Community Survey sample size is about 3.5 million housing units, which is 

considerably larger than that of the Current Population Survey. Since the American Community 

Survey also identifies geographic areas with much finer granularity and collects more detailed 

demographic information relative to the Current Population Survey, it enables researchers to 

document a much more nuanced picture of migration flows. However, the American Community 

Survey began collecting complete information in 2005; therefore, the time span of this survey is 

much shorter than the time span of the Current Population Survey. Also, the reasons for moving 

and the distance moved are not available in the American Community Survey. 

The Internal Revenue Service migration data are a source of area-to-area migration flows 

at the county and state levels. The Internal Revenue Service collects annual migration 

information based on records of all individual income tax forms filed each year, which makes the 

Internal Revenue Service migration data unique and more complete as compared to other data 

sources. Movers in the Internal Revenue Service data are defined as tax filers who do not 

maintain the same address for two consecutive years. The Internal Revenue Service migration 

data covers about 87 percent of U.S. households (Molloy et al., 2011). However, since the data 

represents people who file taxes in consecutive years, the data likely does not include poor, 

wealthy, and elderly individuals who are not required to file taxes (Gross, 2005). Also, the 

Internal Revenue Service migration data does not include detailed demographic characteristics 

on migration flows except for income and age. 
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Scholars have noted that all these migration data share an important limitation (Kaplan & 

Schulhofer-Wohl, 2017; Molloy et al., 2011). Similar to any survey-based data, the datasets 

mentioned above are released with substantial lags, which makes it difficult to adjust policies for 

current migration trends in a timely fashion. As a result, policy analysts are increasingly 

interested in nontraditional real-time data that could enhance the analysis of migration trends and 

help to increase the accuracy of short-term migration flows predictions. 

 

1.2 Background of Online Search 

The U.S. Internet access rate has been consistently increasing, and the web today is a 

default channel for information search. Figure 1 illustrates the growth in percentages of U.S. 

adults who use the Internet over time. According to the Pew Research Center (2021), more than 

9 in 10 American adults used the Internet in 2020, a strong increase from 52 percent of 

Americans who used the Internet in 2000. In February 2012, 73 percent of all Americans used 

search engines, an increase from 52 percent in January 2002 (Purcell et al., 2012). In 2012, 59 

percent of American Internet users used a search engine, an increase from 30 percent in 2004. 

The U.S Census Bureau (2021) also provides statistics on Internet access rates by state (see 

Figure 2). In 2018, the highest Internet access rate was 90% for Utah, and the lowest Internet 

access rate was 76% for Mississippi. Even though disparities in Internet access exist among 

states, web access has grown dramatically across the United States over the past two decades. 
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Source: Pew Research Center, Surveys of U.S. adults 

Figure 1: Internet Access Rates in the United States 

 

To use a search engine, users enter keywords into the search engine, and it retrieves 

relevant web pages and information. Users typically do not pay for this service because search 

providers’ main revenue comes from advertising. As the most popular search engine, Google has 

widened the usage gap between itself and other search engines. Purcell et al. (2012) found that 

83 percent of search engine users used Google in 2012, considerably more often than Yahoo! (6 

percent). These statistics represent a strong increase from 47 percent of users relying on Google 

versus 26 percent of users relying on Yahoo! in 2004. According to Statcounter, as of August 

2021, Google’s desktop search engine market share in the United States is a dominant 80.09 

percent, followed by Bing (11.84 percent), Yahoo! (4.72 percent), and DuckDuckGo (2.77 

percent) (Figure 3).1  Google’s dominance is much greater in terms of the mobile search engine 

market share in the United States, where it has increased to 94.24 percent.   

 
1 https://gs.statcounter.com/search-engine-market-share/all/united-states-of-america 
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Source: U.S. Census Bureau, American Community Survey 

Figure 2: Internet Access Rates in the United States by State (2018) 
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Source: Statcounter 

Figure 3: Desktop Search Engine Market Share in the United States 

 

The Internet and search engine use have become a staple of people's daily lives and, 

arguably, one of the most common and important activities related to information search and 

interpersonal communication for both work and private life. All these online activities leave a 

trace of data that can serve as input for statistical analyses. For example, search term volumes 

can be used to measure and predict consumers’ purchase intentions. Past studies demonstrated 

that search volumes, i.e., the aggregated measures of popularity of specific terms submitted to a 

search engine, can be effective in gauging Internet users’ interests or concerns (Varian, 2014). 

The use of big data from online search engines has become increasingly common in 

many research areas. Such data has proven quite useful in its ability to enhance the analyses 

based on conventional data sources, and the new applications of online search data continue to 

proliferate. Online search data hold several advantages for research. Meshcheryakov (2018) 

summarized five advantages of Google Trends (i.e., Google’s measures of search trends) data: 

(1) it is comprehensive, (2) it is quick and easy to access, (3) it provides more insightful and 
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accurate measures of directly unobservable variables, (4) it offers real-time and easy-to-

customize data at nearly zero cost, and (5) it is offered in precompiled and user-friendly format. 

In addition, Google Trends provides geolocalized (or georeferenced) data. Google stores the date 

when the search term was entered and the location of the search users’ computer.2  With the date 

and the location, Google Trends illustrates trends associated with search terms in specific 

geographic areas over a specific period. This unique data feature allows me to construct a 

measure of migration intentions and analyze migration flows between any pair of the origin and 

destination states. 

In this dissertation, I propose the use of online search data to measure migration 

intentions and predict interstate migration flows. I combine the IRS migration data with Google 

Trends, i.e., the keyword search reports that offer insights based on actual Google search 

statistics. These georeferenced online search data allow me to identify migration intentions of 

people by the state of residence, which I assume indicates the state from which the move 

originates. Using Google Trends data, I can assess the search intensities of specific keywords 

that indicate moving intention in the origin areas, both including migrants’ destination choices 

and disregarding migrants’ destinations choices. I test how successfully such measures of 

moving intentions predict the subsequent actual aggregate migration flows from origin to 

destination observed in the IRS migration data. In short, this study investigates the predictive 

power of online search data in forecasting the U.S. migration flows between states. 

 

 

 

 
2 https://policies.google.com/technologies/location-data?hl=en-US 
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1.3 Objectives of the Dissertation 

The objective of this dissertation is to extend the body of knowledge regarding domestic 

migration in the United States by (1) introducing a new measure of migration intention and (2) 

evaluating the predictive power of the new measure in forecasting the short-term migration 

flows. The specific two research questions that I investigate are:  

1. Can search engine data provide information about migration intentions from an origin 

state? 

2. Can search engine data improve the predictive power of migration flow forecast 

models?  

 

While several recent studies examined the determinants of international migration, I 

focus on domestic migration in the United States. The United States citizens exhibit higher 

mobility than citizens in other developed countries, making them ideal subjects to test the 

predictive power of the new measures of migration intentions. To the best of my knowledge, this 

study is the first to use Google Trends data in the context of domestic migration. 

 

1.4 Contribution of the Dissertation 

The contribution of this paper to the existing literature on domestic migration and online 

information search can be summarized in two points. First, since my approach demonstrates how 

to use the near real-time data to predict short-term migration flows, it could benefit policymakers 

and migration analysts who otherwise are confined to working with obsolete data. Second, while 

I chose to demonstrate my proposed analytical framework in the context of domestic interstate 

migration, the same approach can be applied to migration in either a more narrow or a broader 
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geographic context. Moreover, a similar framework could be replicated in other research areas 

where the availability of forecasts based on the most current data is crucial to making effective 

decisions and/or policy.   

 

1.5 Organization of the Dissertation 

The rest of this dissertation is organized as follows. Chapter 2 provides the theoretical 

background and hypotheses of the dissertation by reviewing the previous literature on internal 

migration and online search data. Chapter 3 presents the data, methodology, and models. Chapter 

4 discusses the empirical results. Finally, Chapter 5 concludes the dissertation with final remarks 

and implications. 
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CHAPTER 2 

LITERATURE REVIEW 

2.1 Overview 

The focus of this dissertation is on illustrating how online search data can be used to 

measure internal migration intentions and forecast internal migration flows. Chapter 2 will 

provide the dissertation’s theoretical framework for both migration and online search. The first 

section (2.2) of the literature review begins with an account of research related to migration 

theory. I then review studies on the determinants of migration. The second section (2.3) reviews 

internal migration in the United States over the past two decades and provides qualitative 

evidence about why people move. The third section (2.4) reviews studies on online consumers’ 

information search behavior, focusing on search engines and social media. In the fourth section 

(2.5), I discuss how information technology influences the decision to migrate. Lastly, the fifth 

section (2.6) provides our set of hypotheses in this dissertation. 

 

2.2 Migration Theories 

Migration is a complex phenomenon influenced by social, economic, cultural, and 

political factors (Molloy et al., 2011). Migration directly changes population size and structure 

and indirectly changes housing and labor markets. Although the concept of migration is hard to 

explain in one paragraph, many studies have adopted the definition from Lee’s (1966) seminal 

paper: 
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Migration is defined broadly as a permanent or semipermanent change of residence. No 

restriction is placed upon the distance of the move or upon the voluntary or involuntary 

nature of the act, and no distinction is made between external and internal migration. 

Thus, a move across the hall from one apartment to another is counted as just as much an 

act of migration as a move from Bombay, India, to Cedar Rapids, Iowa, though, of 

course, the initiation and consequences of such moves are vastly different. However, not 

all kinds of spatial mobility are included in this definition. Excluded, for example, are the 

continual movements of nomads and migratory workers, for whom there is no long-term 

residence, and temporary moves like those to the mountains for the summer. (p. 49) 

 

In Lee’s definition, there are three important components of migration: change of 

residence, duration of stay in the destination, and the distance between origin and destination. 

First, migration involves a change in one’s usual place of residence. Second, the duration of stay 

in the destination differentiates between a permanent or semipermanent move as opposed to a 

temporary one. Lastly, while migration requires some distance of movement, the magnitude of 

distance between origin and destination does not matter.  

The definition of migration developed by the U.S. Census Bureau (2021, December 3) 

borrows heavily from Lee: 

Migration and geographic mobility both refer to the movement of people from one 

location to another. Migration typically refers to moves that cross a boundary, such as a 

county or a state line, and is either domestic migration (movement within the United 

States) or international migration (movement between the U.S. and other countries). 

Mobility includes both short and long-distance moves. (para.1) 



 

14 

The U.S. Census Bureau offers parallel definitions of a migrant in its surveys based on 

questions about living arrangements. The ACS asks, “Did this person live in this house or 

apartment one year ago?” whereas the CPS asks, “Was the reference person living in this house 

(or apartment) one year ago?” Migration typically refers to long-distance moves, while 

residential mobility refers to short-distance (local) moves. Distance of movement is not typically 

factored in; however, change of residence and a minimum duration of residence in the 

destination of one year are required to classify someone as a migrant. 

Many studies have attempted to study migration phenomena, creating macro and micro-

analytical models based on the definition of migration. Prominent frameworks include the push-

pull model from population studies (Lee, 1966), the mathematical gravity model (Dorigo & 

Tobler, 1983), life course theory from the social sciences (Elder et al., 2003), and the 

neoclassical economic theory of consumer rational decision-making (Harris & Todaro, 1970). 

Even though the push-pull model has come under criticism for being too simplistic and 

determinist (de Haas, 2011, 2021; Skeldon, 1990), it provided an intuitive and empirically 

grounded idea for other migration theories (Van Hear et al., 2018). Since this dissertation focuses 

on a variety of migration factors, I use the push-pull model as a theoretical framework. 

 

Laws of Migration 

As the foundation of modern migration research, Ravenstein’s “laws” of migration are 

vital to any discussion of Lee’s push-pull model. Owing to his studies of internal migration 

patterns in the United Kingdom in the 1880s, Ernst Georg Ravenstein became the first scholar to 

describe with scientific rigor certain empirical regularities and observations regarding migration 

(Ravenstein, 1885, 1889). He analyzed the census data from North America, Great Britain, and 
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other countries in Europe to conceptualize seven laws or principles of migration. Grigg (1977) 

summarized, expanded, and classified Ravenstein’s “laws” of migration as follows: 

1. The majority of migrants go only a short distance. 

2. Migration proceeds step by step. 

Ravenstein wrote in 1885 

“… the inhabitants of the country immediately surrounding a town of rapid 

growth flock into it; the gaps thus left in the rural population are filled up by 

migrants from more remote districts, until the attractive force of one of our 

rapidly growing cities makes its influence felt, step by step, to the most remote 

corner of the Kingdom,” 

3. Migrants going long distances generally go by preference to one of the great centers of 

commerce or industry. 

4. Each current of migration produces a compensating counter current. 

5. The natives of towns are less migratory than those of rural areas. 

6. Females are more migratory than males within the Kingdom of their birth, but males 

more frequently venture beyond. 

7. Most migrants are adults: families rarely migrate out of their county of birth. 

8. Large towns grow more by migration than by natural increase. 

9. Migration increases in volume as industries and commerce develop and transport 

improves. 

10. The major direction of migration is from the agricultural areas to the centers of 

industry and commerce. 

11. The major causes of migration are economic. (Grigg, 1977, p. 42-43) 
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Ravenstein’s laws imply that (1) the volume of movement between two places increases 

as distance decreases (law 1); (2) migration occurs in stages (stepwise migration), as from farm 

to village, village to town, and town to city (Conway, 1980; Nilsson, 2003; Riddell & Harvey, 

1972) (law 2); (3) individual characteristics affect an individual’s migration decision (law 6 and 

7); (4) technological advancements influence the decision to migrate (law 9); and (5) both 

desirable and undesirable conditions in origin and destination influence migration. 

Ravenstein’s generalized principles of migration inspired researchers to develop other 

migration theories and to examine the influencing factors of migration patterns. The eleventh law 

provided the basis for several economic migration theories, including the push-pull theory, and 

the first and third laws provided the basis for the gravity model of migration. The third, fifth, 

eighth, and tenth laws provided the basis for the rural-urban migration study, while the fourth 

law provided the basis for the return-migration study.  

 

Push-Pull Theory of Migration 

The push-pull theory was developed by Everett Lee (1966) based on Ravenstein’s laws.  

Lee’s push-pull theory suggested that there were four major groups of determinants of migration: 

1. Factors associated with the area of origin 

2. Factors associated with the area of destination 

3. Intervening obstacles 

4. Personal factors (p. 50) 

 

He illustrated these four factors with simple marks like the plus sign, “+” (pull), the 

minus sign, “-” (push), and the number zero, “0” (indifference) (see Figure 4). 
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Source: Lee (1966) 

Figure 4: Push-Pull theory 

 

Areas of origin and destination both have “push” factors that repel people from the 

migration process and “pull” factors that hold or attract people to it. Push factors include 

decreased economic opportunities, low quality of education, low average income levels, etc., 

while pull factors include increased economic opportunities, high quality of education, high 

average income level, etc. Intervening obstacles (distance, misinformation, etc.) between origin 

and destination may prevent people from migrating or reduce migration flow. Individuals 

conduct cost-benefit analyses in which they weigh the push and pull factors against each other 

and additionally consider personal factors; if push factors in the area of origin or pull factors in 

the area of destination outperform intervening obstacles, people will migrate. 

Like Ravenstein’s laws, Lee’s push-pull theory is one of the most popular theoretical 

frameworks in the study of migration. Dorigo and Tobler (1983) expressed the push-pull theory 

in a mathematical form. Past papers that relied on the push-pull framework examined the 

influence of factors such as (1) housing (Ferreira et al., 2010; Speare, 1974; Stawarz et al., 2021), 
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(2) employment (DaVanzo, 1978; Molloy et al., 2017; Saks & Wozniak, 2011), (3) 

demographics, e.g., age and gender (Champion & Fotheringam, 1998); (4) socioeconomics, e.g., 

education (DaVanzo, 1983; Piras, 2021), marital status (Graves & Linneman, 1979), and family 

ties (Mincer, 1978); (5) environmental factors, e.g., amenities (Roback, 1988; Graves, 1983; 

Winkler & Rouleau, 2020), and climate (Andrienko & Guriev, 2004; Roback, 1988; Winkler & 

Rouleau, 2020), and (6) political preferences (Mayda et al., 2018). Many of these studies 

attempted to identify the determinants of migration within the push-pull framework, a 

comprehensive theory that postulates that each place is characterized by both positive and 

negative factors that either attract or repel people from the area (Skeldon, 1990).  

 

Gravity Model of Migration 

The gravity model was initially an empirical one; however, researchers have added a 

theoretical foundation to it (Anderson, 1979; Isard, 1960; Krugman, 1980; Tinbergen, 1962). 

Researchers derived the gravity model from Isaac Newton’s law of gravitation, modifying it to 

predict bilateral trade flows in information, commodities, or migration. In the gravity model of 

migration (Ravenstein, 1885, 1889), two areas are attracted to each other in proportion to their 

population sizes and the distance between them, as planets are drawn to each other in proportion 

to their mass and proximity. The gravity model of migration is expressed as 

Iij = k* (Pi Pj) / D
b

ij, 

where Iij is the interaction between places i and j, k is a constant, Pi and Pj are measures of the 

size of places i and j (e.g., populations, unemployment rates, degree of urbanization, amenities, 

and public expenditure), Db
ij is the distance between places i and j, and b is the friction of 
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distance. According to the gravity model, the number of migrants between two places i and j 

decreases when the distance between them increases or the size of the places decreases.  

The gravity model is the most common empirical formula for migration because it can 

accommodate multiple sets of push and pull factors (Dorigo & Tobler, 1983; Lee, 1966). In 

bilateral migration flows, the gravity model offers high explanatory power and ease of 

application due to its reliance on aggregate data (as opposed to microdata on individuals), and 

therefore becomes a workhorse in migration research (Anderson, 2011; Beine et al., 2016; 

Ortega & Peri, 2013). 

On the one hand, the gravity framework is commonly used to model bilateral migration 

flows with aggregated “mass” variables on origins and destinations, such as population size or 

GDP. On the other hand, such data used with the gravity model present difficulties in 

interpreting the movement of individual population members. To overcome this difficulty, Allen 

(1972) used the sum of individual behaviors in the mathematical form based on a random utility 

maximization model and applied the gravity model at the micro-level.  

In this dissertation, the gravity model is used together with the push-pull theory to 

identify the determinants of migration. 

 

2.3 Internal Migration in the United States 

Figure 5 illustrates the evolution of U.S. internal migration rates over the past four 

decades. The U.S. internal migration rate, defined as the percentage of people who move in a 

year, has been decreasing steadily since 1980. The migration rate was 9.3 percent as of 2020, the 

lowest rate ever recorded. Migration changes the socio-demographic makeup of local 

populations, which in turn could affect both the economic and social living conditions. Declining 
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migration rates present state governments with significant challenges as they may cause 

economic downturns that adversely affect states’ capacity to enact and execute public policy 

(Cooke, 2013; Kaplan & Schulhofer-Wohl, 2017). For example, interstate migration is an 

important determinant of labor and housing market trends. Frost (2020) documented that 71 

percent of the increase in the number of households in Arizona in 2018 was due to domestic 

migration. High migration rates add flexibility to labor markets and alleviate income inequalities 

between areas. Moreover, migration correlates with demand for housing, which in turn affects 

housing and rental prices (Lin et al., 2018; Stawarz et al., 2021). Molloy et al. (2011) argued that 

the decline in migration rates in the 2000s resulted from the aging of the U.S. population, 

increased homeownership rates, decreased labor demands in some states, and economic 

downturns. 

 

 

Source: U.S. Census Bureau, Current Population Survey  

Figure 5: Annual Migration Rates in the United States 
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People tend to be attracted to locations with high wages or strong wage growth (Boustan 

et al., 2010), high housing satisfaction (Speare, 1974), or availability of affordable housing 

(Stawarz et al., 2021). In the CPS, survey respondents who moved in the last year are asked why 

they were moving. The responses are categorized into “family-related reasons” (e.g., change in 

marital status, a move to establish own household, a move for other family reasons), 

“employment-related reasons” (e.g., a move to start a new job, looking for work or lost job, a 

move to be closer to work or to have an easier commute, a move due to retired, a move due to 

other job-related reasons), “housing-related reasons” (e.g., a move motivated by desires to own a 

home, upgrading to a new or better house or apartment, relocating to a better neighborhood (e.g.,  

with less crime), cheaper housing, a move due to a foreclosure or eviction, a move due to other 

housing reasons), and “other reasons” (e.g., cohabitation with an unmarried partner, a move to 

attend graduate from college, change of climate, health reasons, natural disaster, etc.). 

As shown in Table 1, between 2000 and 2020, the most common reasons to move based 

on responses to the CPS are housing-related, followed by family- and employment-related 

factors. Figure 6 illustrates the percentage of people who moved for these four reasons between 

2000 and 2020. The rankings of these four groups did not change over 20 years, and the 

percentage distribution of movers for each year did not change much either. 
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Table 1: Reasons for Move: 2000 to 2020 

Mobility period Family-related Employment-related Housing-related Other 

1999-2000 26.62 17.21 49.69 6.48 

2000-2001 27.20 17.18 47.92 7.70 

2001-2002 25.75 18.00 49.54 6.71 

2002-2003 26.31 15.58 51.32 6.79 

2003-2004 24.30 16.99 52.77 5.95 

2004-2005 27.15 17.64 47.16 8.04 

2005-2006 27.68 18.39 46.16 7.77 

2006-2007 30.14 20.84 41.97 7.05 

2007-2008 30.54 20.91 40.09 8.47 

2008-2009 26.34 17.93 45.88 9.84 

2009-2010 30.25 16.42 43.73 9.60 

2010-2011 27.85 18.33 45.04 8.78 

2011-2012 29.30 19.34 49.44 1.91 

2012-2013 30.27 19.43 47.96 2.35 

2013-2014 29.44 20.66 47.92 1.98 

2014-2015 31.08 20.57 46.11 2.24 

2015-2016 27.45 20.17 42.19 10.20 

2016-2017 27.90 18.47 43.02 10.61 

2017-2018 28.10 19.68 41.47 10.74 

2018-2019 26.76 21.24 40.41 11.59 

2019-2020 25.50 19.80 40.15 14.55 

Source: U.S. Census Bureau, Current Population Survey 

 

Employment-related reasons tend to be more important determinants for long-distance ones, 

while housing-related reasons explain the majority of short-distance moves (Niedomysl, 2011). 

The U.S. Census Bureau provides information about two different types of moves along with 

reasons for moving: intracounty moves and intercounty moves. Intracounty moves refer to 

moves within a county, while intercounty moves refer to moves across county boundaries 

(Schachter, 2004). Table 2 shows the percent distribution by reasons for intracounty movers and 

intercounty movers between 1999 and 20003 in panel (a) and 2019 and 2020 in panel (b). The 

 
3 Data source for 1999-2000 currently is not available from the U.S. Census Bureau. The numbers for 1999-2000 

come from Schachter (2001). 
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percentage distribution of reasons does not change much between the two periods. The 

percentage of family-related reasons is very similar for intra- and intercounty moves in both 

periods. However, there is a noticeable difference between intra- and intercounty movers for 

employment-related reasons and housing-related reasons. 

Employment-related reasons accounted for only 5.6 percent of intracounty moves 

between 1999 and 2000, while the same reasons accounted for 31.1 percent of intercounty moves 

during the same period. Furthermore, employment-related reasons for intracounty moves 

comprised 10.6 percent of the reasons behind moving between 2019 and 2020, while 

employment-related reasons for intercounty moves made up 32.4 percent during the same period. 

Moreover, the majority of long-distance moves, both in 2000 and 2020, were to find new jobs or 

to transfer jobs.  

 

 
Source: U.S. Census Bureau, Current Population Survey 

Figure 6: Reasons for Move: 2000 to 2020 
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Conversely, housing-related reasons comprised 65.4 percent of intracounty moves 

between 1999 and 2000, while housing-related reasons comprised 31.9 percent of intercounty 

moves during the same period. Also, housing-related reasons for intracounty moves made up 

50.1 percent of reasons behind moving between 2019 and 2020, while housing-related reasons 

for intercounty moves accounted for 27.6 percent of moves during the same period (see Figure 

7). The majority of intracounty movers reported that they made housing moves within a county 

to live in better housing. As people move less, housing became a less important factor for 

moving for both intra- and intercounty movers. 

 

Table 2: Reasons for Moving by Type of Move: 1999 to 2000 and 2019 to 2020 

(Numbers are in thousands) 

Panel (a): 1999 to 2000 

Reasons for moving 
Percent distribution by reason 

Total Intracounty Percent Intercounty Percent 

Total movers 100.0 24,399 100.0 17,242 100.0 

Family-related reasons 26.3  25.9  26.9 

Change in marital status 6.2  6.2  6.2 

To establish own household 7.4  9.3  4.7 

Other family reason 12.7  10.4  16.0 

Employment-related reasons 16.2  5.6  31.1 

New job/Job transfer 9.7  1.4  21.6 

To look for work/lost job 1.3  0.5  2.4 

Closer to work/easier commute 3.5  3.0  4.2 

Retired 0.4  0.1  0.9 

Other job-related reason 1.2  0.6  2.0 

Housing-related reasons 51.6  65.4  31.9 

Wanted to own home/not rent 11.5  14.3  7.5 

New/better house/apartment 18.5  24.2  10.3 

Better neighborhood/less crime 4.4  4.8  3.9 

Cheaper housing 5.5  7.5  2.8 

Foreclosure/eviction -  -  - 

Other housing reason 11.7  14.7  7.4 

Other reasons 6.0  3.0  10.1 

Relationship with unmarried partner -  -  - 
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Attend/leave college 2.3  0.7  4.4 

Change of climate 0.7  0.2  1.6 

Health reasons 1.1  0.8  1.6 

Natural disaster -  -  - 

Other reason 1.8  1.3  2.5 

Panel (b): 2019 to 2020 

Reasons for moving 
Percent distribution by reason 

Total Intracounty Percent Intercounty Percent 

Total movers  100.0 17,522 100.0 11,292 100.0 

Family-related reasons 25.4 4,705 26.9 2,609 23.1 

Change in marital status 6.2 1,115 6.4 677 6.0 

To establish own household 10.8 2,394 13.7 712 6.3 

Other family reason 8.4 1,196 6.8 1,221 10.8 

Employment-related reasons 19.1 1,849 10.6 3,664 32.4 

New job/Job transfer 10.8 673 3.8 2,425 21.5 

To look for work/lost job 1.6 159 0.9 308 2.7 

Closer to work/easier commute 5.0 814 4.6 638 5.7 

Retired 1.3 163 0.9 220 1.9 

Other job-related reason 0.4 39 0.2 73 0.6 

Housing-related reasons 41.3 8,784 50.1 3,116 27.6 

Wanted to own home/not rent 8.0 1,658 9.5 659 5.8 

New/better house/apartment 15.0 3,537 20.2 788 7.0 

Better neighborhood/less crime 4.2 863 4.9 353 3.1 

Cheaper housing 6.8 1,279 7.3 689 6.1 

Foreclosure/eviction 0.7 139 0.8 51 0.5 

Other housing reason 6.5 1,308 7.5 576 5.1 

Other reasons 14.2 2,184 12.5 1,903 16.9 

Relationship with unmarried partner 5.2 946 5.4 565 5.0 

Attend/leave college 2.8 319 1.8 497 4.4 

Change of climate 0.4 1 0.0 113 1.0 

Health reasons 2.0 246 1.4 329 2.9 

Natural disaster 0.4 98 0.6 13 0.1 

Other reason 3.3 575 3.3 385 3.4 

Source: U.S. Census Bureau, Current Population Survey4 

 

 

 

 
4 https://www.census.gov/data/tables/time-series/demo/geographic-mobility/p23-204.html 

 https://www.census.gov/data/tables/2020/demo/geographic-mobility/cps-2020.html 
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Source: U.S. Census Bureau, Current Population Survey 

Figure 7: Reasons for Moving by Type of Movers: 2019 to 2020 

 

As shown in Table 2, most moves are made up of local moves within a county or within a 

state. It is important to note that in spite of this, local moves do not significantly affect regional 

economic growth because there is no population growth. However, since interstate migration 

changes the population of states, it significantly affects housing and labor markets in each state; 

interstate migration is also reflected in the labor force participation rate and housing stock (Frost, 

2020). 

 

2.4 Information Search 

Stigler (1961) postulated that consumers make better decisions given more information. 

Information search allows consumers to reduce perceived risk and uncertainty before buying a 

product (Dowling & Staelin, 1994). However, since information search imposes both monetary 

as well as non-pecuniary costs, consumers’ search for information is subject to limits. 

Consumers will stop searching when the marginal benefits of extra information are equal to the 
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marginal costs of information (Guo, 2001; Hauser et al., 1993; Ratchford, 1982). The type of 

product or service sought affects the appraisal of costs and benefits of the information search 

process. 

Economics and marketing sciences differentiate between three types of goods: search 

goods, experience goods, and credence goods (Ford et al., 1988; Nelson, 1970). Search goods are 

products or services with characteristics easily evaluated before purchase or consumption. In 

contrast, experience goods are products or services with characteristics that can be evaluated 

only after purchase or consumption. Finally, credence goods are products or services with 

characteristics that make them difficult or impossible to evaluate even after purchase or 

consumption. Nelson (1970) documented that information regarding experience goods (e.g., 

theme parks, holidays, travel, etc.) is less likely to be searched by consumers compared to 

information necessary to evaluate search goods (e.g., sporting goods, cameras, furniture, etc.) 

because the characteristics of such goods make the return on information search less valuable.  

 

Online Search 

The Internet allows consumers to pay almost nothing for information to compare 

products or services; as a result, the Internet has become a default channel for information search 

(Cole et al., 2003). However, it may not always be true that the Internet provides more 

information for better decision-making due to “information overload” (Lee & Lee, 2004). 

Nevertheless, search engines significantly reduce search costs by retrieving a vast number of web 

pages, displaying personalized information stored on the Internet, and enabling consumers to 

access information immediately at zero cost (Kumar et al., 2005). Jansen et al. (2008) stated that 

80.6% of search keywords on search engines have informational intent, compared to 10.2% with 
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navigational intent and 9.2% with transactional intent.5  Chen et al. (2014) documented that 

search engines reduce search time in comparison to offline searches.  

Accordingly, the search engine market for retrieving information is growing rapidly. As 

Stigler (1961) stated, the Internet (or a search engine) increases access to high-quality 

information for consumers and thus leads to better decision making (Peterson & Merino, 2003; 

Ratchford et al., 2003). To make use of online information, consumers must learn how to obtain 

and consider their choice of search engines and strategic keywords (Kumar et al., 2005).  

The areas of scholarly research that have conducted studies on online searches and search 

engines are computer sciences, economics, consumer behavior, and marketing. Many studies 

have explored the choice, performance, and effectiveness of various search engines by 

examining their strengths and weaknesses (Bradlow & Schmittlein, 2000; Ding & Marchionini, 

1996; Dong & Su, 1997; Jansen & Molina, 2006; Jansen et al., 2005; Kumar & Lang, 2007; Su, 

1998). 

 

Big Data 

The increases in Internet use, especially the widespread popularity of search engines and 

social network platforms, have prompted researchers to use big data to forecast a variety of 

outcomes. Although the precise definition is difficult to conceptualize, big data comprise datasets 

containing larger volumes, greater variety, and more velocity (the “three Vs”) relative to 

conventional data. Traditional techniques cannot manage these datasets effectively (Constantiou 

& Kallinikos, 2015; Elgendy & Elragal, 2016; Mavragani et al., 2018). Oracle Corporation, the 

 
5 Definitions of classifications of Web queries: (1) informational: queries meant to obtain data or information in 

order to address an information need, desire, or curiosity; (2) navigational: queries looking for a specific URL; (3) 

Transactional: queries looking for resources that require another step to be useful 
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second-largest software company in the world, defines traditional data as “structured and stored 

in a relational database,” which can be managed from one computer, while defines big data as “

unstructured and semistructured data types, such as text, audio, and video, required additional 

preprocessing to derive meaning and support metadata.” (Oracle, para.2) 

Information derived from Internet search queries and activities on social networks can 

help consumers make better decisions and allow analysts and decision-makers to generate 

insights into consumer needs and desires and predict their future behavior (Elgendy & Elragal, 

2016). For example, Ettredge et al. (2005) used search engine data to predict U.S. employment 

rates. They assumed that “people reveal useful information about their needs, wants, interests, 

and concerns via their Internet behavior, and that terms submitted to search engines reflect this 

information” (p. 87). The authors used six job-related search terms — “job search”, “jobs”, 

“monster.com”, “resume”, “employment”, and “job listings” — and found that search volumes 

significantly correlate with official unemployment statistics. 

Two seminal papers demonstrated the applicability of search engine data to describe 

search users’ intentions and predict relevant outcomes. Choi and Varian (2009a, b) used the 

Search Volume Index (SVI) of search terms provided by Google Trends to predict retail sales, 

home sales, automotive sales, tourism trends, and initial claims for unemployment benefits. They 

provided evidence that models with the SVI had greater predictive power relative to models 

without this covariate. Ginsberg et al. (2009) used 45 search terms from an early version of 

Google Flu Trends to estimate the regional and state incidence of influenza infections with a lag 

of one day. These two papers served as inspiration for researchers to conduct similar analyses in 

areas such as house prices (Beracha & Wintoki, 2013; Wu & Brynjolfsson, 2015), automobile 

sales (Kuruzovich et al., 2008), stock prices and trading volumes (Da, Engelberg, & Gao, 2015; 
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Joseph et al., 2011; Preis et al., 2013), unemployment rates (Askitas & Zimmermann, 2009; 

D'Amuri & Marcucci, 2017), real estate investment activities (Gupta & Das, 2022), and disease 

outbreaks (Carneiro & Mylonakis, 2009). 

The advent of social media networks, such as Facebook and Twitter, has opened new 

avenues for the research community to analyze data generated by users of such services (Schoen 

et al., 2013). Carr and Hayes (2015) define social media as “Internet-based, disentrained, and 

persistent channels of mass personal communication facilitating perceptions of interactions 

among users, deriving value primarily from user-generated content” (p. 49). Rousidis et al. 

(2019) reviewed the literature that relied on data collected from social media, primarily 

Facebook, Twitter, YouTube, and LinkedIn, and documented that such data were most 

commonly used to predict stock market movements (Pagolu et al., 2016), real estate prices 

(Zamani & Swhartz, 2017), other product prices and/or promotions (Hudson et al., 2016), movie 

hits (Asur & Huberman, 2010), election outcomes (Gayo-Avello, 2012; Isotalo et al., 2016), 

disease outbreaks (Subramani et al., 2018), weather (Rossi et al., 2018), and damage from natural 

disasters (Chen et al., 2017; Sadilek et al., 2016). 

Because social media users can create and share content interactively (Schoen et al., 

2013), social media data are useful in conducting sentiment analysis with a prediction model 

(Iftikhar & Khan, 2020). Recent studies have focused on prediction modeling to reduce 

theoretical and methodological issues arising in social media data. The most well-known 

challenge of social media data is self-selection bias, in which social media users do not constitute 

a representative sample of the population (Schoen et al., 2013). Self-selection bias leads to 

biased estimates and thus results that cannot be generalized (Winship & Mare, 1992). To adjust 

for self-selection bias, predictive models can incorporate the propensity matching technique 
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(Schonlau et al., 2009), sample weighting adjustment (Bethlehem & Biffignandi, 2012), or adopt 

a controlled experimental (Kohavi et al., 2009) or quasi-experimental (Oktay et al., 2010) 

designs.  

A unique feature of big data derived from search engines and social media is its 

applicability to the so-called “nowcasting,” namely the prediction of current or imminent future 

outcomes (Banbura et al., 2010). According to Schoen et al. (2013), traditional forecasting 

models provide lead-time estimates, whereas nowcasting models provide real-time estimates. 

The lead-time prediction usually requires the researcher to specify the future time horizon of the 

forecast, and the further the forecast reaches into the future, the more valuable the prediction. 

The precise definition of a prediction horizon may not be needed for nowcasting, as this type of 

prediction is intended to offer insight into phenomena or behaviors that are already taking place 

but are perhaps not yet fully observable or measurable. For example, individuals who are in the 

process of making the moving decision engage in information search behaviors and make 

arrangements that culminate in the move, but the actual relocation is not observed until after the 

fact. Many researchers have turned to nowcasting models using online search and social media 

data to avoid the release lag associated with other secondary data sources (Carrière‐Swallow & 

Labbé, 2013; Choi & Varian, 2012; Lampos & Cristianini, 2012). In this dissertation, I aim to 

demonstrate the applicability of nowcasting to the analysis of migration flows. 

 

2.5 Migration and Online Searches 

The Internet might play an important role in the decision-making process for moving. 

Historically, migrants had to visit a potential destination or consult with relatives or friends to 

obtain information about their potential relocation target (Banerjee, 1984). The Internet, 
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however, has significantly reduced information search costs (Vilhelmson et al., 2013). Likewise, 

the Internet eliminated or reduced the need for travel and diminished the psychic costs related to 

the uncertainty of living conditions (Choo & Mokhtarian, 2007; Kotorri et al., 2020; Winkler, 

2017). Furthermore, the Internet weakens the importance of push factors, reducing the incentive 

for migration. For example, an increase in foreign direct investment flows through the Internet6 

(Choi, 2003; Yin & Choi, 2021) and the demand for workers with internet-related skills7 

(Akerman et al., 2015) leads to economic growth and creates jobs in the origin area (Choe, 2003; 

Czernich et al., 2011). In contrast, the Internet weakens pull factors by enabling workers to work 

remotely (Agrawal et al., 2015). 

Data from online searches appear to be well-suited to predict migration patterns. Since 

migration occurs between origin and destination, georeferenced data are essential for migration 

flow analyses (State et al., 2013). Zagheni and Weber (2012) introduced the innovative approach 

of using georeferenced data from several social networks to estimate international migration 

rates. They analyzed about 34 million Yahoo! e-mail messages by IP address to identify each 

user’s geographic location and found that estimated migration rates were consistent with official 

migration statistics from the respective countries. In a similar study, State et al. (2013) used 

georeferenced data from more than 100 million Yahoo! e-mail messages to identify tourists and 

migrants and to estimate migration probability between countries. They defined migrants as 

people who spent at least 90 days in a foreign country, while tourists were defined as people who 

visited foreign countries for less than 90 days. These studies presented evidence that 

 
6 Yin & Choi (2021) argue that the Internet can attract foreign direct investment because “the Internet reduces the 

transaction and production costs for foreign investors, and provides them with more access to information about 

alternative investment opportunities.” 
7 Akerman, Gaarder, & Mogstad, (2015) found that a substantial increase in the adoption of IT-enhanced technology 

in firms increases the demand for technical and problem-solving.   
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georeferenced data can provide useful information to estimate migration patterns, especially in 

situations where other available data suffer from defects such as release time lag or inconsistent 

definitions/measures of migration. 

Zagheni et al. (2014) used georeferenced Twitter data from mobile GPS devices or 

computer IP addresses for approximately 500,000 users in OECD countries to estimate 

international and internal migration flows and found their estimates consistent with official 

migration statistics. They concluded that georeferenced data available ahead of official migration 

statistics could inform predictions of short-term migration. The same method was applied by 

Fiorio et al. (2017) to estimate short-term and long-term migration flows in the United States.  

While informative, the georeferenced social network data is not free of bias (Hecht & 

Stephens, 2014; Malik et al., 2015; Zagheni & Weber, 2015). Given that young people use social 

network platforms more frequently than older people, the data may suffer from selection bias and 

may not be fully representative of the general population. To mitigate this selection bias, State et 

al. (2014) used the LinkedIn service to track the migration histories of professionals and 

therefore accounted for a broader cross-section of age distribution. LinkedIn users, however, 

may misrepresent the general population in terms of characteristics such as educational 

attainment and work experience. Zagheni et al. (2017) estimated the “stocks of migrants” based 

on Facebook’s advertising platform, which identifies foreign-born migrants to target them with 

customized ads. The authors demonstrated that Facebook-generated estimates of foreign-born 

migrants in the United States were highly correlated with estimates from the ACS data. 

The data provided by search engines might be particularly useful and well-suited to the 

analysis of migration trends as Internet search engine users represent a much broader cross-

section of the population relative to social network users. Böhme et al. (2020) argued that the 
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search term volumes related to migration could provide real-time input information needed to 

gauge moving intentions. They used the Google Trends Search Volume Index (SVI) of 67 search 

terms (65 single keywords and two phrases) in three languages to estimate international 

migration flows among OECD countries, demonstrating that search term volumes measured in 

origin areas can improve the precision of estimates of international migration flows. In a similar 

study, also using the Google Trends data, Wanner (2021) predicted short-term migration inflows 

to Switzerland based on one key phrase, “working in Switzerland,” in four languages (German, 

French, Italian, and Spanish). Lin et al. (2019) forecasted the U.S. interstate migration trends 

using search term data from Microsoft’s Bing.com. The authors focused on housing and 

employment queries and showed that younger and lower-income people were more likely to 

migrate for employment-related reasons, while older and higher-income people were more likely 

to migrate for housing-related reasons. They also found that different geographic areas 

experienced migration for varying reasons. For example, both Florida and Texas have positive 

net migration inflows. However, Florida received more online search interest related to housing 

migration, whereas Texas had more online search queries on employment-related migration. 

 

2.6 Hypotheses Development 

Because official migration data are released with a significant lag, it is difficult for 

policymakers to adjust housing and labor market policies for current and future migration trends. 

To address this problem, forecasting and nowcasting with data from search engines and social 

media have attempted real-time predictions for international and internal migration. In particular, 

some predictive models have used Google Trends data as a proxy for migration intention, an 

important predictor of future migration (Böhme et al., 2020; Wanner, 2021).  
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Many studies documented that there is an empirical association between migration 

intentions and actual migration (De Jong, 2000; De Jong et al., 1985; Kley & Mulder, 2010; 

Kley, 2011; Lu, 1998; Van Dalen & Henkens, 2013). However, as few datasets combine 

migration flows with migration intentions, most studies on migration intention and behavior rely 

heavily on classical surveys with small sample sizes. As the literature review reveals, online 

search engine data offer possible solutions to the small sample problem because these datasets 

can measure numerous search users’ interests and intentions for a variety of real-time activities.  

I expect that search term volumes related to migration will inform predictions of current 

and short-term trends of imminent future interstate migration in the United States. This 

expectation leads to the following set of hypotheses:  

Hypothesis 1: Google searches related to migration are associated with interstate 

migration flows in the United States. 

Hypothesis 2: Google searches related to migration predict interstate migration flows in 

the United States. 
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CHAPTER 3 

DATA AND METHODOLOGY 

This dissertation investigates search term intensities related to migration in the context of 

internal migration. Given the aforementioned characteristics of search terms and search engine 

use, I argue that the measures of online search intensity can capture current trends in interstate 

migration flows in the United States. That is, I assume that the specific keywords used in the 

search queries indicate search users’ interest in or concern about a destination state, and the 

overall volume of the terms is correlated with the observed realizations of relocation plans. 

Therefore, I propose the use of this measure to predict migration flows.   

 

3.1 Data 

Migration and State Data 

The empirical analysis uses annual IRS migration data for the period spanning between 

2004 and 2018. There are three reasons to choose IRS migration data from among the three 

sources of government migration datasets mentioned above. First, the IRS data cover about 87 

percent of U.S. households (Molloy et al., 2011), while ACS and CPS data comprise less 

representative samples. In particular, ACS and CPS survey-based methods generate many data 

points measured as zero migration flows due to larger margins of error for smaller regions. 

Second, the IRS has published annual state-to-state migration flows since 1990, whereas the 

ACS has published annual estimates of migration rates since 2006. Google Trends has published 

data on search volume for specific search terms since 2004, indicating that the IRS data overlaps 



 

37 

the Google Trends data for a longer timeframe. Third, the IRS data provide area-to-area inflows 

and outflows at both the county and state levels, enabling researchers to analyze bilateral 

migration flows. I use state-to-state migration outflows from all 50 states and the District of 

Columbia and combine them with Google Trends data.  

Given that IRS migration data represent persons who file taxes in consecutive years, they 

likely do not include poor, wealthy, and elderly individuals who are not required to file taxes 

(Gross, 2005). Our specifications avoid this limitation by relying on changes in migration flows 

over time within bilateral corridors. 

I utilize several macroeconomic variables to control for the origin and destination state-

level variations in the most significant push and pull determinants of migration flows. I use 

median household income and population size obtained from the U.S. Census Bureau as the two 

main gravity forces. I also include the house price index from the Federal Housing Finance 

Agency (FHFA) and unemployment rates reported by the U.S. Bureau of Labor Statistics to 

control for the condition of local housing and labor markets. The cost of living index obtained 

from the Council for Community and Economic Research (C2ER) is included to capture the 

relative affordability. I also include a dummy variable for political party strength in the U.S. 

based on representation in the U.S. House of Representatives, which is coded 1 if the number of 

votes for Republican in the U.S. representative is greater than the number of votes for 

Democratic and 0 otherwise. The average number of days with temperature above 90 degrees, 

obtained from the Parameter-elevation Regressions on Independent Slopes Model (PRISM) 

climate data, is used to capture environmental and weather-related differences between states. 

Since I assume that people use the Internet to search for moving-related information, I also 
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consider the U.S. Internet access rates across states obtained from the National 

Telecommunications and Information Administration. 

 

Google Trends Data 

Google Trends provides a measure of the relative frequency of actual search requests 

used with the Google search engine. Google Trends normalizes a representative sample of total 

search terms by time and location to create a single continuous index variable (SVI). Although 

Google Trends uses a sample of actual searches, the sample is sufficiently large to represent the 

population of the billions of search queries submitted daily. The procedure requires that each 

search term volume is divided by all keyword searches for a specific period within a specific 

geographic area. The resulting time-series data is then scaled between 0 and 100, with 100 

signifying the maximum search interest for the period and geographic area selected and 0 

signifying searches made by very few people. Thus, the SVI measures relative search interest for 

a specific keyword or phrase within a given period and geographic area. In other words, although 

two regions may have the same index score, their total individual search volumes may not be the 

same. To avoid counting redundant searches that would artificially inflate the index value, SVI 

does not take into account repeated inquiries from the same person conducted in a short period. 

Google classifies keywords into predefined categories, e.g., “Real Estate,” “Jobs & Education,” 

“Science,” “Sports,” etc.  

Previous empirical studies on migration that utilized online search keywords used a 

single term (Wanner, 2021), several terms/phrases (Böhme et al., 2020), or predefined categories 

(Wu & Brynjolfsson, 2015). Google allows researchers to obtain data on an almost infinite 
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combination of online search queries unless a given keyword cannot generate search volume data 

due to an insufficient number of searches.8  

Following Böhme et al. (2020), rather than selecting one term, I choose a variety of 

keywords related to the migration process to ascertain the search users’ intent. To do so, many 

studies have used Wikipedia for keyword expansion to analyze semantic networks (Keikha et al., 

2018; Vidal et al., 2012; Wu et al., 2017). Zhao et al. (2012) used Wikipedia to extract keywords 

and tested the performance of information retrieval on Google. They provided evidence that the 

Wikipedia-based keyword expansion approach can improve the quality of information retrieval.  

I determine keywords in a Wikipedia article that can express migration intention based on 

push-pull theory and the migration online search literature (see Figure 8). Table 3 provides the 

list of main keywords. The first list of keywords includes “housing,” “employment,” and 

“climate” for unilateral migration analysis. To expand this list, I use Wikipedia’s “See also” and 

“What links here” features, which provide semantically similar terms within Wikipedia (Zhang, 

2006; Farhoodi et al., 2009; Bawakid & Oussalah, 2010; Schwarzer et al., 2016; Beringer et al., 

2019). Next, I download predefined categories related to migration, such as employment and 

housing. To approximate overall housing and employment interest, I use the following 

categories: “Real Estate”, “Real Estate Agencies,” “Real Estate Listings,” “Apartments & 

Residential Rentals,” “Jobs,” “Job Listings,” “Developer Jobs,” and “Jobs & Education.”   

I create two different types of SVIs for unilateral (from one origin state to all other 

destination states) and bilateral (from one origin state to one destination state) flows to test my 

hypotheses. Keywords for unilateral analysis are designed to measure broad-based migration 

 
8 Google systematically limits maximum daily download quantities per IP address. 
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intentions, while keywords for bilateral analysis are designed to measure specific migration 

intentions to a destination state.  

First, I obtain unilateral time series for each of my main keywords and predefined 

categories in a given origin state and year. 53 keywords and 8 predefined categories, over 15 

years in 51 origin states (including DC), are used to create origin-specific SVI variables for 

unilateral analysis. Second, for bilateral migration analysis, I add the names of destination states 

to these 53 keywords to identify the interest expressed by a specific destination state (e.g., 

“house Georgia” and “job California,” etc.). However, 8 predefined categories are not used for 

bilateral analysis because the names of destination states cannot be combined with these 

predefined categories. In addition, I use keywords for destination states to observe general 

interest in potential destinations (e.g., “Georgia”). As a result, this process creates origin-

destination-specific SVI variables, which have 38,250 (51 * 50* 15) bilateral migration 

corridors, over 15 years in 51 origin and destination states. 

People may search the above keywords for reasons other than migration interest (Böhme 

et al., 2020; Ormerod et al., 2014; Scharkow & Vogelgesang, 2011). However, these reasons are 

less problematic when a large number of search terms comprise the general intention of the topic 

(Böhme et al., 2020). Also, variation in search intensities over time indicates people’s future 

interests (Scharkow & Vogelgesang, 2011). 
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Table 3: List of Keywords 

Housing Employment Environment Predefined category* 

housing employment climate Real Estate 

house job weather Real Estate Agencies 

apartment work temperature Real Estate Listings 

real estate occupation cost of living Apartments & Residential Rentals 

property payroll tax Jobs 

relocation  minimum wage state income tax Job Listings 

moving unemployment crime Developer Jobs 

buy house internship school Jobs & Education 

rent house career college  

rent apartment labor university  

Mortgage layoff health  

Zillow employer   

redfin hiring   

Trulia income   

realtor salary   

Remax recruitment   

neighborhood welfare   

metropolitan rush hour   

city traffic   

home commute    

foreclosure retired**   

Notes: *Predefined category keywords are only used for unilateral migration analysis. **PageRank is an algorithm 

used by Google Search to rank web pages in their search engine results. Google ranks different pages for various 

forms of keywords, such as retire, retired, retirement, and retiring. Google PageRank even treats plural keywords 

differently from singular. Therefore, Böhme et al. (2020) used the Boolean operator “OR” to combine the different versions 

of the same keyword (e.g., applicant OR applicants). However, this method can cause reduced frequency and volume of 

searches when creating a search volume index. Therefore, I do not use the Boolean operator in this dissertation. 
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Notes: This is the Wikipedia article on “housing,” which is used to expand keywords related to housing.  

Figure 8: Keyword Selection from Wikipedia 

 

Descriptive Statistics 

Table 4 provides the descriptive statistics of bilateral migration panel data. The sample 

comprises 38,250 observations of paired origin-destination states between 2004 and 2018. On 

average, the bilateral migration flow comprises 1,262 migrants. The minimum number of 

migrants in a single bilateral flow was three9  (South Dakota to Rhode Island in 2005 and 2006, 

Wyoming to Rhode Island in 2008, District of Columbia to North Dakota in 2009, North Dakota 

to Rhode Island in 2009, and Wyoming to Rhode Island in 2013). The maximum bilateral flow 

included 44,629 migrants (New York to Florida in 2017). The average of the SVI variables for 

 
9 Before 2010, if the state out-migration flows were based on less than three returns, then the number was not shown 

to protect the confidentiality of information of individual taxpayers. After 2010, only the state out-migration flows 

containing ten or more returns are included. 74 out of 38250 observations are not recorded (e.g., 2011: 4, 2014: 10, 

2015:37, 2016:15, 2018: 8). Although I replace them with five, the minimum value is still three. 
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bilateral destination states was 33.66. The minimum value was zero when people searched for 

“District of Columbia.”10 The maximum value was 95.83 when people in California searched for 

“New York” in 2004. 

Table 4: Descriptive Statistics of Main Variables in Bilateral Analysis 

  N Mean SD Min Max 

Bilateral migration flow 38250 1262.42 2652.65 3.00 44629.00 

Bilateral SVI for destination 38250 33.66 16.14 0.00 93.83 

Median Household Income 38250 61627.06 9758.50 35992.00 89007.00 

Population 38250 6095.49 6842.25 509.11 39461.59 

Unemployment rate 38250 5.82 2.10 2.40 13.70 

House price index 38250 355.07 116.34 173.68 892.45 

Internet user 38250 0.71 0.08 0.45 0.87 

Cost of living index 38250 104.79 16.99 83.71 187.60 

Political party strength 38250 0.54 0.50 0 1 

No. days over 90 degrees 38250 0.44 11.04 -42.97 49.97 
Notes: Since I use migration flows with a one-year lag in the model, 1250 observations were dropped. For the 

number of days over 90 degrees, I calculate the deviation from the state’s 30-year average (1990-2020), subtracting 

the average number of days from the number of days in each year (Winkler & Rouleau, 2020).  

 

Preliminary Check 

A simple OLS regression is used to examine how closely the SVIs reflect actual 

migration flows in the unilateral migration specification. The dependent variable is the log of the 

annual unilateral migration flows (plus one). Only two gravity variables, the log of the 

population (origin) and the log of median household income (origin), are used in the models as 

explanatory variables, but the prediction also includes origin state fixed effects. Next, to examine 

whether the Internet search intensities improve prediction, I compare the fitted values from two 

OLS models: the model without the SVI variables and with the SVI variables. Figure 9 plots an 

arbitrary selection of six states’ annual unilateral migration flows from the origin states (solid 

line), the fitted values from the OLS model without the SVI variables (dashed line), and the fitted 

 
10 As searches are made by very few people, the resulting number appears as zero. 

https://support.google.com/trends/answer/4365533?hl=en&ref_topic=6248052 
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values from the OLS model with the SVI variables (dotted line). Clearly, the fitted values from 

the model with the SVI variables can predict future fluctuations in annual migration flows better 

than those from the model without the SVI variables. In other words, population size and median 

household income have lower predictive power relative to the regression variate that accounts for 

online search interest. Overall, the plots suggest that there is a strong relationship between the 

SVI variables and migration flows, and the SVI variables related to migration serve as an 

effective indicator of migration intentions. 

 

 
Notes: The graph compares three time trends, the log of annual unilateral migration flows with one-year lead and 

two fitted values of OLS regression with the SVI variable (SVI model) and without the SVI model (basic model).  

 

Figure 9: Annual Migration Flows and Two Predictions 
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3.2 Methodology 

Following Böhme et al. (2020), I test both the unilateral and bilateral model 

specifications with the SVI variables. These alternative model specifications are used to measure 

the SVI’s predictive power under differing conditions. The unilateral model specification is used 

to provide information about the predictive power of SVI in forecasting the aggregate migration 

decisions from an origin state, regardless of the migrants’ destination choices. Conversely, the 

bilateral model specification is used to provide information about the predictive power of SVI 

when the forecasts include information about migrants’ destination choices. 

 

Unilateral model 

The following model is estimated using OLS to measure the relationship between the SVI 

variables and unilateral migration flows: 

𝑌𝑜𝑡+1 =  𝛽1𝑆𝑉𝐼𝑢𝑛𝑖𝑜𝑡 + 𝛽2𝑂𝑜𝑡 + 𝛾𝑜 + 𝛿𝑡 + 𝜖𝑜𝑡      (1) 

where o indexes the origin state and t indexes time. The dependent variable, 𝑌𝑜𝑡, is the log of 

annual migration flows from the origin state to all other states in the following year (plus one). 

By using the next year’s value of the dependent variable, I address potential concerns about the 

endogeneity issue caused by reverse causality (Piras, 2021). This handling of the dependent 

variable also allows for sufficient preparation time before the move is observed in the data 

(Böhme et al., 2020). 𝑆𝑉𝐼𝑢𝑛𝑖𝑜𝑡 denotes a vector of unilateral SVI variables. 𝑂𝑜𝑡 is a vector of 

time-varying origin-specific variables, 𝛾𝑜 denotes a vector of origin state fixed effects, and 

𝛿𝑡denotes a vector of year fixed effects. Finally, 𝜖𝑜𝑡 denotes an error term at the origin state 

level.  
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Bilateral model 

The gravity model is used to estimate future bilateral migration flows. The bilateral 

migration flow is modeled as: 

𝑌𝑜𝑑𝑡+1 =  𝛽1𝑆𝑉𝐼𝑏𝑖𝑙𝑜𝑑𝑡 + 𝛽2𝑆𝑉𝐼𝑑𝑒𝑠𝑡𝑜𝑑𝑡 + 𝛽3𝑆𝑉𝐼𝑢𝑛𝑖𝑜𝑡 ×  𝑆𝑉𝐼𝑑𝑒𝑠𝑡𝑜𝑑𝑡 + 𝛽4𝑂𝑜𝑡 + 𝛽5𝐷𝑑𝑡 + 𝛾𝑜𝑡 +

𝛿𝑑𝑡 + 𝜏𝑜𝑑 + 𝜖𝑜𝑡           (2) 

where o and d index the origin and destination states, respectively. The dependent variable, 

𝑌𝑜𝑑𝑡+1, is the log of annual migration flows from the origin state o to the destination states d 

observed in the following year (plus one). 𝑆𝑉𝐼𝑏𝑖𝑙𝑜𝑡 denotes a vector of bilateral SVI variables, 

𝑆𝑉𝐼𝑑𝑒𝑠𝑡𝑜𝑡 denotes a vector of destination state SVI variables, and 𝑆𝑉𝐼𝑢𝑛𝑖𝑜𝑡 × 𝑆𝑉𝐼𝑑𝑒𝑠𝑡𝑜𝑑𝑡 is a 

vector of interaction terms between these variables. The interaction terms may represent different 

migration intentions compared to the stand-alone bilateral SVI variables and therefore they help 

improve the predictive power (Böhme et al., 2020). 𝑂𝑜𝑡 is a vector of time-varying origin-

specific variables, 𝐷𝑑𝑡 is a vector of time-varying destination-specific variables, 𝛾𝑜𝑡 denotes a 

vector of origin time fixed effects, 𝛿𝑡denotes a vector of destination time fixed effects, and 𝜏𝑜𝑑 

denotes a vector of origin-destination pair fixed effects. 𝜖𝑜𝑑𝑡 denotes an error term. A large set of 

fixed effects is used in gravity specifications because it eliminates the time-varying factors at the 

levels of origin and destination area, such as population and GDP, bilateral time-invariant factors 

such as distance, and unilateral migration policy changes.  

Zero flows are common in bilateral data (Helpman et al., 2008), including bilateral 

migration data. In particular, for migration flows measured with finer granularity (e.g., city level 

as opposed to the national level), zeros are more likely to exist. At the same time, econometric 

modeling of migration flows usually requires a logarithmic transformation of data to account for 

adverse effects of data distribution and outliers. Since the logarithm of zero is undefined, 
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deleting zero observations in the log-linear OLS regression may lead to sample selection and 

biased coefficient estimates of the gravity model. To address this problem, several techniques are 

employed in empirical studies, such as (1) adding a small positive constant (Piras, 2021), (2) 

using limited dependent variable regressions with censored migration data (Mayda, 2010), (3) 

using the Poisson model, or (4) using the Heckman sample selection model. 

In particular, the Poisson and Heckman models are two widely used methods to deal with 

the presence of zeros for estimating the gravity equation. First, Silva and Tenreyro (2006) 

proposed the Poisson pseudo-maximum likelihood estimator for non-linear models under weak 

OLS assumptions for three reasons: (1) the Poisson estimator of the gravity model is consistent 

in the presence of fixed effects like OLS, (2) the Poisson estimator includes zero observations, 

and (3) the coefficients from the Poisson model are easy to interpret. However, even though the 

Poisson model can produce unbiased estimates, it produces inefficient flow estimates due to 

over-dispersion in the dependent variable and excess zero flows (Burger et al., 2009). The 

second approach for dealing with the occurrence of zeros is Heckman’s (1979) sample selection 

estimator. The sample selection bias due to zero observations can be corrected through a two-

step statistical approach. The first step is to determine the probability that two areas engage in 

migration flows in the sample. The second step is to determine the expected value of bilateral 

migration flows, conditional on the existence of a migration relationship.  
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CHAPTER 4 

EMPIRICAL RESULTS 

4.1 Unilateral model 

The results of estimations of parameters and standard errors from Equation 1 are reported 

in Table 5. Columns 1 and 2 show the results for the baseline model and the SVI model of 

migration outflow from the origin state to all destination states, including only two main gravity 

variables measured in the origin state: log population size and median household income. The 

coefficient on log population size is positive and statistically significant in the baseline and SVI 

models. I conduct a joint hypothesis test using an F-statistic to learn whether the SVI variables 

are jointly statistically significant in a regression predicting migration flows. The p-value of the 

joint hypothesis test is less than 0.001. Therefore, I can reject the null hypothesis that the vector 

of SVI variables has no explanatory power at any reasonable level of significance. 

Since origin state and year fixed effects explain most of the variation in this model, the 

overall-R2 in the baseline and SVI models is 99.5% and 99.6%, which are very high. To test the 

predictive power of the SVI variables, I focus on the within-R2, which measures how much of 

the variation in the dependent variable within the regression observation units is captured by the 

model. Given that my model specifications include various configurations of observation-level 

fixed effects, the within-R2 is a more appropriate metric of model fit than measures based on 

between-observation comparisons. The within-R2 measures how well explanatory variables 

account for changes in the aggregated migration flows within each of the origin states over time. 

The inclusion of the SVI variables in the baseline model increases the within-R2 from 25.2% 
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(column 1) to 42.1% (column 2). This implies that the SVI variables provide strong additional 

explanatory power in the prediction of outflow migration.  

In columns 3 and 4, I estimate the analogous equations with an extended set of control 

variables. The coefficients on log population size, house price index, unemployment rate, and the 

cost of living index are positive and statistically significant. These results are consistent with 

previous studies that described housing and employment as the main drivers of migration 

(Böheim & Taylor, 2002; Henley, 1998; Jackman & Savouri, 1992; Zabel, 2012).  The p-value 

of the test of joint significance for the SVI variables is less than 0.001. Thus, the SVI variables in 

the extended model are associated with unilateral migration flows.  

Relative to the most parsimonious model (column 1), the inclusion of other origin-

specific control variables increases the within-R2 to 34.2% (column 3). With the inclusion of 

additional origin-specific control variables in the extended model (column 4), the SVI variables 

provide additional predictive power increasing the within-R2 to 48%. More importantly, the SVI 

variables contribute sizable additional predictive power even when the extended set of control 

variables is included in the prediction. In sum, the SVI variables are associated with aggregate 

interstate migration flows and significantly improve the predictive performance of the unilateral 

migration model, which supports Hypotheses 1 and 2.  

According to Google Search Help, search queries that do not include a keyword 

associated with a specific geographic location are interpreted to prioritize search results in 

geographical proximity to users’ current location. Therefore, such location-free search terms may 

be more likely to capture intracounty moves or moves within the same state, suggesting that the 

inclusion of the same-state movers in the estimation sample could further increase the predictive 

power of the SVI variables. In columns 5 and 6, the dependent variable is the log of total 
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migration flows that include same-state moves. In columns 5 and 6, I find that both the within-R2 

and the overall-R2 increase compared to the values in columns 1 and 2, as I expected. Also, the 

p-value of joint significance for SVI variables is 0.000. These results suggest that the SVI 

variables could provide more predictive power when search terms are more informative about 

targeted locations. To test this hypothesis more directly, I conduct bilateral migration estimation 

in the next section. 

Table 5: Results of Unilateral Regression 

  (1) (2)   (3) (4)   (5) (6) 

VARIABLES Baseline SVI  Extended SVI  Total migration SVI 

                  

Log population (o) 1.499*** 1.872***  1.220*** 1.412***  1.171*** 1.501*** 

 (0.287) (0.252)  (0.243) (0.226)  (0.173) (0.150) 

Log income (o) 0.0874 0.0505  0.0413 0.0269  0.0919 0.0638 

 (0.0791) (0.0587)  (0.0783) (0.0599)  (0.0620) (0.0453) 

House price index    0.000360* 0.000421***    

    (0.000197) (0.000144)    

Unemployment rate    0.0200*** 0.0207***    

    (0.00656) (0.00590)    

Cost of living index    0.00444*** 0.00408***    

    (0.00119) (0.00118)    

Internet user    -0.170 -0.120    

    (0.164) (0.157)    

No. days over 90 degree    0.000275 0.000326    

    (0.000340) (0.000321)    

Political party strength    0.00817 -0.00253    

    (0.0114) (0.00883)    

SVI (unilateral)  ✓   ✓   ✓ 

Joint significance SVI  0.000   0.000   0.000 

Fixed effects         

Origin ✓ ✓  ✓ ✓  ✓ ✓ 

Year ✓ ✓  ✓ ✓  ✓ ✓ 

         

Observations 714 714  714 714  714 714 

Observations per predictor 507 11.3  89.3 10.3  507 11.3 

R-squared 0.252 0.421  0.342 0.480  0.288 0.443 

Within-R2 0.252 0.421  0.342 0.480  0.333 0.471 

Overall-R2 0.995 0.996   0.996 0.997   0.998 0.999 

Notes: Each column displays the results of a separate regression based on equation 1. The dependent variable is the log of the 

annual migration outflows with a one-year lag from a given origin state to all other states for columns 1-4, while the dependent 

variable in columns 5 and 6 is the log of the annual migration outflows from a given origin state to the same state and other 

states.  

  Robust standard errors in parentheses 

  *** p<0.01, ** p<0.05, * p<0.1 
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The estimation of the unilateral migration model with a large vector of the SVI variables 

raises two issues: multicollinearity and overfitting. First, the SVI variables could be correlated 

with each other. While the resulting multicollinearity does not exert any detrimental effect on the 

precision of prediction, it might make it challenging to find a realistic interpretation of the 

coefficient estimates. Second, the unilateral model with the SVI variables has a small sample size 

relative to the number of covariates ratio, which may result in overfitting. Harrell (2001) and 

Babyak (2004) suggest that 10 – 15 observations per regression parameter is the minimum 

required for a linear regression model to avoid overfitting. Although the unilateral model with 

the SVI variables has 10-11 observations per predictor, the unilateral model still can create an 

overfitting problem due to the multicollinearity of the SVI variables. 

I address the above problems in two ways (the results are reported in Appendices A 

through D). First, I conduct a principal component analysis (PCA) to reduce the dimensionality 

of the data. The PCA consolidates the correlated variables into new covariates that are linear 

combinations of the original variables. These new predictors, the so-called principal components, 

are uncorrelated (i.e., orthogonal) to each other. The first six principal components from the SVI 

variables explain 75% of the variance in the SVI. The within-R2 in the principal component 

regression that replaces the SVI variables with six principal components still increases the 

within-R2 to 31.4%, compared to 25.2% in column 1. Second, I use the least absolute shrinkage 

and selection operator (LASSO) to reduce the high variance by selecting the SVI variables. The 

LASSO method is commonly used for correlated variable selection by using cross-validation to 

determine both the number of included predictors and the degree of shrinkage to avoid 

overfitting. The LASSO selects 36 SVI variables (out of 62) with the lowest mean squared 

prediction error. Lastly, I conduct out-of-sample predictions to test how the PCA and the LASSO 
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model perform in predicting out-of-sample, using k-fold cross-validation techniques. I find that 

both the selected SVI variables and principal components mitigating correlation issues also boost 

the accuracy of the unilateral model from out-of-sample. 

 

4.2 Bilateral model 

The results of estimations of various Equation 2 variants are presented in Table 6. I 

estimate five different baseline fixed-effects models that do not include the bilateral SVI 

variables but control for a varying set of covariates. To develop the bilateral model specification, 

I follow the example of Beine et al. (2016) and use the four most common bilateral migration 

models from the literature (Anderson, 2011; Mayda, 2010; Ortega & Peri, 2013), as well as one 

recently devised model (Böhme et al., 2020). All these specifications differ with respect to the 

configurations of fixed effects control variables. Then, I run the same models with the bilateral 

SVI variables and evaluate the increase in the model fit statistic. I include the home price index, 

unemployment rate, consumer price index, share of internet users, number of days over 90 

degrees, and political party strength for origin and destination state across all models. Similar to 

the interpretations of unilateral model specification, I focus on the within-R2 for the bilateral 

model specifications, which measures how well the explanatory variables account for changes in 

the bilateral migration flows within the panel unit (origin state) over time.  

Columns 1 and 2 report the results from the most basic fixed effects specification of 

Mayda (2010). This first specification includes the destination, origin, and year fixed effects as 

well as extended explanatory variables. Almost all variables are statistically significant except 

for the number of days with temperatures above 90 degrees. The coefficients of the house price 

index (origin) and the unemployment rate (origin) variables are positive, while the coefficients of 
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the house price index (destination) and the unemployment rate (destination) variables are 

negative. These results imply that the increase in house prices in the origin states has a positive 

effect on outflows from the origin states, while the increase in house prices in the destination 

states has a negative effect on outflows from the origin states. Unemployment rates have a 

similar effect to the effect of house prices. The overall-R2 in column 1 is 71.3% because the 

fixed effects absorb most of the effects of time-variant and all of the effects of time-invariant 

factors on migration flows. However, the within-R2 is only 0.51%. This low within-R2 suggests 

that the origin and destination control variables have low predictive power for each side of the 

migration corridor. However, adding the bilateral SVI variables substantially increases the 

within-R2 to 61.0% (column 2), and the overall- R2 also increases to 88.7%. The bilateral SVI 

variables are jointly statistically significant, which means that the bilateral SVI variables are 

associated with bilateral migration flows.  

The second fixed effect specification replicates estimations in Ortega and Peri (2013) and 

includes destination and origin-year fixed effects to capture the effect of the barriers to moving 

to other destinations (k, l, etc.) on migration from state i to state j. All time-invariant destination 

factors and all time-variant origin factors are absorbed by fixed effects. As a result, all time-

variant origin variables cannot be included in the estimations and were removed from the model 

specifications. The within-R2 in column 3 is 0.24%, a notable decrease from the results presented 

in column 1, which is caused by deleting the origin control variables. However, the overall-R2 

increases slightly to 71.4%, compared to 71.3% in column 1. After adding the bilateral SVI 

variables, the within-R2 increases to 65.1%, showing a greater improvement relative to the first 

specification (columns 1 and 2). The bilateral SVI variables are jointly statistically significant.  

  



Table 6: Results of Bilateral Regression 

  A   B   C   D   E 

 (1) (2)  (3) (4)  (5) (6)  (7) (8)  (9) (10) 

VARIABLES Baseline SVI  Baseline SVI  Baseline SVI  Baseline SVI  Baseline SVI 

                              

Log income (o) 0.0569*** -0.0214             

 (0.0232) (0.0542)             

Log population (o) 1.2577*** 1.0620***             

 (0.0721) (0.2385)             

Log income (d) 0.1582*** 0.0702  0.1581*** 0.1161**     0.1582*** 0.1180***    

 (0.0260) (0.0464)  (0.0252) (0.0421)     (0.0261) (0.0238)    

Log population (d) 0.9290*** 0.9045***  0.9290*** 0.7359***     0.9290*** 0.8521***    

 (0.0668) (0.1379)  (0.0614) (0.1254)     (0.0636) (0.0634)    

House price index (o) 0.0005*** 0.0014***             

 (0.0001) (0.0002)             

Unemployment rate (o) 0.0220*** 0.0307***             

 (0.0017) (0.0050)             

Cost of living index (o) 0.0044*** 0.0072***             

 (0.0005) (0.011)             

Internet user (o) 0.0279 0.7539***             

 (0.0595) (0.1522)             

No. days over 90 degree (o) 0.0002*** 0.0013***             

 0.0001 (0.0002)             

Political party strength (o) 0.0199*** 0.0333***             

 (0.0044) (0.0101)             

House price index (d) -0.0005*** -0.0006***  -0.0005*** -0.0006***     -0.0005*** -0.0006***    

 (0.0001) (0.0001)  (0.0001) (0.0001)     (0.0001) (0.0001)    

Unemployment rate (d) -0.0462*** -0.0320***  -0.0462*** -0.0319**     -0.0462*** -0.0460***    

 (0.0017) (0.0035)  (0.0015) (0.0031)     (0.0016) (0.0016)    

Cost of living index (d) 0.0026*** 0.0031***  0.0026*** 0.0038***     0.0026*** 0.0024***    

 (0.0005) (0.0009)  (0.0004) (0.0008)     (0.0004) (0.0004)    

Internet user (d) -0.0970* -0.3381***  -0.0970** -0.2814***     -0.0970** -0.0827**    

 (0.0580) (0.1122)  (0.0532) (0.1018)     (0.0552) (0.0549)    

No. days over 90 degree (d) -0.0001 0.0000  -0.0001 0.0001     -0.0001 -0.0001    

 (0.0001) (0.0001)  (0.0001) (0.0001)     (0.0001) (0.0001)    

Political party strength (d) 0.0435*** 0.0400***  0.0435*** 0.0387***     0.0435*** 0.0404***    
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 (0.0051) (0.0084)  (0.0049) (0.0077)     (0.0051) (0.0047)    

SVI (bilateral)  ✓   ✓   ✓   ✓   ✓ 

Joint significance SVI  0.0000   0.0000   0.0000   0.0000   0.0000 

Fixed Effects               

Destination ✓ ✓  ✓ ✓          

Origin ✓ ✓             

Year ✓ ✓             

Destination-Year       ✓ ✓     ✓ ✓ 

Origin-Year    ✓ ✓  ✓ ✓  ✓ ✓  ✓ ✓ 

Destination-Origin          ✓ ✓  ✓ ✓ 

               

Observations 35700 35700  35700 35700  35700 35700  35700 35700  35700 35700 

Within-R2 0.0051 0.610  0.0024 0.651  0.000 0.667  0.085 0.104  0.000 0.021 

Overall-R2 0.713 0.887   0.714 0.900   0.716 0.905   0.993 0.993   0.995 0.995 

Notes: Each column displays the results of a separate regression based on equation 2. Dependent variable is the log of the annual migration outflows from a 

given origin state to a specific destination state.  
  Robust standard errors in parentheses 

  *** p<0.01, ** p<0.05, * p<0.1 

 

 

 

 

 

 



In the third gravity model with fixed effects from Anderson (2011), origin-year and 

destination-year fixed effects are added to the model, which captures inward and outward 

multilateral resistance to migration. All time-variant origin and destination factors are absorbed 

by fixed effects, and therefore all control variables are removed from the model. As a result, the 

within-R2 is zero in column 5, while the overall-R2 is 71.6%. However, the within-R2 in the SVI 

model increases to 66.7%, and the overall-R2 reaches 90.5% in the full specification. The 

bilateral SVI variables are jointly statistically significant.  

The fourth specification adds the origin-destination and origin-year fixed effects. It is the 

most demanding specification, as all time-invariant bilateral factors (e.g., state borders) and all 

time-variant origin factors are absorbed by fixed effects. Similar to the second specification, a set 

of destination control variables has low predictive power, with the within-R2 equal to 8.5%. On 

the other hand, the overall-R2 increases to 99.3% in column 7 due to the origin-destination pair 

fixed effects. In column 8, the overall-R2 remains the same, but the within-R2 slightly increases 

to 10.4%. Only destination-year and pair-year variations are left in this model, but the bilateral 

SVI variables still provide the additional predictive power for bilateral migration flows. The 

bilateral SVI variables are jointly statistically significant.  

In the last specification, fashioned after Böhme et al. (2020), destination-year, origin-

year, and destination-origin fixed effects are added to the model. All time-invariant and time-

variant bilateral factors are absorbed by fixed effects. The overall-R2 in columns 9 and 10 is the 

same, 99.5%. Since almost all between variations are removed, I can observe the SVI variables’ 

sole contribution to the predictive power from the within-R2 in column 10. The within-R2 

increases from zero to 2.1%. The bilateral SVI variables are jointly statistically significant.  
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In sum, the results from the five specifications are consistent and confirm that the SVI 

variables are associated with bilateral migration flows, and provide additional predictive power 

relative to the mainstream models used in migration literature because all within-R2 values in the 

five SVI models are greater than the five baseline models, even though their magnitude 

decreases in the most demanding specification. Therefore, Hypotheses 1 and 2 are confirmed in 

the bilateral model specification. In terms of overfitting, bilateral models are less problematic 

than unilateral models because bilateral models have a large ratio of observations per parameter 

to prevent overfitting. 

 

4.3 Discussion 

In this chapter, two research questions were examined: 1) can search engine data provide 

information about migration intentions from an origin area? 2) can search engine data improve 

the predictive power of migration flows forecast models? Two model specifications, unilateral 

and bilateral, are used to test the determinants of general migration intentions and destination-

specific migration intentions. The predictive power of SVI for unilateral and bilateral migration 

decisions is assessed relative to other determinants.  

In the unilateral analysis, the results from three specifications are consistent and point to 

the joint statistical significance of the unilateral SVI variables and a sizable increase in within-R2 

values. The evidence of associations between unilateral SVI variables and unilateral migration 

flows provides solid support for Hypothesis 1. The unilateral SVI variables also provide 

additional predictive power for unilateral migration flows, extending support to Hypothesis 2. 

The within-R2 values of SVI models are substantially higher than those of models without the 

SVI variables.  
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I found a similar pattern of results in the bilateral analysis. Across the five specifications, 

the p-values from the joint hypothesis test for the bilateral SVI variables are close to zero 

(Hypothesis 1) and the within-R2 values of the SVI models are all higher than the models without 

the bilateral SVI variables (Hypothesis 2).  

It would be informative to investigate the relationship between the SVI variables and 

directly expressed migration intentions. To do so, I use the Panel Study of Income Dynamics 

(PSID), a longitudinal nationwide survey of more than 18,000 individuals living in 5,000 

families in the United States. The PSID inquiries about moving intentions with the following two 

questions: 

1. Do you think you might move in the next couple of years? 

1: Yes, might or maybe 

5: No  

8: DK 

9: NA 

 

2. Would you say you definitely will move, probably will move, or are you more uncertain? 

1: Definitely 

2: Probably 

3: More uncertain 

8: DK 

9: NA; refused 

0: Inap: will not move (Q1=5); DK, NA, or RF whether will move (Q1 = 8 or 9)   

 

Only the respondents who answer in the affirmative to the first question are asked the 

second question. Therefore, I use the first question to identify moving intention and combine the 

answer with the respondents’ current location of residence. I analyze the PSID data for the period 

that overlaps the analyses of online search volumes presented above. However, since the PSID 

data in this period are collected biennially, only odd-numbered years corresponding to the 
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unilateral migration data (2004-2018) can be matched to the previous analyses (e.g., 2005, 2007, 

2009, 2011, 2013, 2015, and 2017). 

A simple OLS regression is used to test the relationship between the SVI variables and 

migration intentions. The dependent variable is the log of the number of responses in a state 

indicating an intention to move, and the independent variables are the set of the SVI variables. 

Results are reported in Appendix F. The number of observations for this analysis is 357, half of 

the unilateral model in Table 5, because I have only odd year observations. The coefficients of 

18 SVI variables out of 63 have a statistically significant association with migration intention 

measured in the PSID. Most of these keywords are related to housing and employment (e.g., 

“buy house,” “rent apartment,” “job,” “work,” “salary,” etc.). The overall-R2 is 85.4%, which 

means that the SVI explains a very high variation of the PSID migration intentions despite the 

absence of year and origin fixed effects. Overall, this result supports my conclusion that the SVI 

variables can be used directly to measure migration intentions. 

Do policymakers indeed benefit from my methodological approach? I believe the answer 

is yes. According to the recent study by Gathergood et al. (2021), the COVID-19 pandemic has 

accelerated the gaps in wealth inequality in the United Kingdom. While the overall consumption 

in the United Kingdom has declined due to the COVID-19, the wealthier areas such as London’s 

commuter belt have recovered their consumer spending faster than the less-affluent areas. The 

authors tracked individual spending behavior over time using real-time data on credit card 

transactions and checking account balances. They found that the variation in these data 

overlapped with the subsequent variation in official statistics released several months later. 

Therefore, Gathergood et al. (2021) argued that “the ability to measure regional, economic data 

in real-time using datasets such as Fable Data offers exciting potential to inform when, where 
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and how to target regional policy interventions for evidence-based policymaking” (p. 29). That 

is, the real-time data provide policymakers extra time to adjust current policies. One author 

(Guttman-Kenney) also mentioned that “with real-time data, we can work out precisely where to 

target policy and then track its effectiveness to make a decision in weeks whether to modify the 

measure” (Nelson, 2021, para.9). 

The methodological approach used in this dissertation introduces a tool designed to 

significantly increase the predictive power of models forecasting migration flows without 

detailed demographic information. Several past studies predicted U.S. interstate migration (e.g., 

Frees, 1992, 1993; Isserman et al., 1985). These studies predicted U.S. migration rates using the 

IRS data, and the authors argued that forecasting U.S. migration rates would not be easy because 

the IRS data provide almost no demographic details. Demographic information has traditionally 

been considered crucial to the predictions of migration patterns (Isserman et al., 1985). Frees 

(1993) complained that non-demographic explanatory variables in regressions provide little 

predictive power for migration rates. Such an observation is consistent with my results in the 

bilateral migration specifications (Model A). However, this dissertation found that the use of 

online search data can help achieve high precision in predicting migration flows even without 

detailed demographic data.  

It should be acknowledged, however, that the capability of online search data to improve 

predictions varies by application. Limnios and You (2021) found that Google Trends data 

offered only limited improvement in the accuracy of forecast in models of house prices and 

concluded that online search data did not provide substantial additional predictive power of 

house prices. The authors used only one search keyword, “[city] Real Estate Agency”. Given that 

house prices are determined by multiple factors, such as property, neighborhood, environmental, 



 

61 

and economic characteristics, the use of a single search keyword might offer an alternative 

explanation for the low forecasting performance of the Limnios and You’s (2021) models.   

The purpose of this dissertation is to demonstrate the possible applications of big data 

obtained from search engines. The prospects for the enrichment of forecast modeling with big 

data from Google Trends seem attractive for several reasons. First, Google Trends data are freely 

available. Even though Google imposes a daily limit of downloads for search volume indexes, 

the limit does not seem too prohibitive for most applications. Moreover, the accessibility of 

various real-time data will likely increase in the future, presenting new opportunities for 

researchers to improve the precision of predictions of various outcomes. Second, Google Trends 

can effectively measure consumers’ interests or concerns. In particular, Google Trends data 

provide valuable insights during crises such as the COVID-19 pandemic. Since it is relatively 

easy to infer consumer concerns and behavioral intentions from search data, they may provide 

policymakers with a particularly useful tool in times when the speed of policy decision-making is 

important. Lastly, as more Americans use search engines, especially Google, the search engine 

user base will grow more representative of the broader population. According to the Pew 

Research Center (2012), 91% of online adults (18-65+) use search engines to find information 

online. Specifically, the 18-20 age group has the highest percentage (96%) of online adults in an 

age group, followed by 50-64 (92%), 30-49 (91%), and 65+ (80%). Therefore, Google Trends 

data will become fully representative of the general population. 

This dissertation has several limitations. First, I can not claim that my analyses identified 

causal relationships between the SVI variables and migration flows. Yet, this dissertation 

provides valuable implications for policymakers to adjust current policies and design new 

policies related to current events. Second, Google Trends provides normalized data on search 
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frequencies rather than the measures of absolute numbers of searches. Therefore, it is not 

possible to compare actual search volumes between search keywords. Third, Google Trends data 

are random samples of total search term volumes; therefore, Google Trends can provide different 

search volume indexes even though the same keywords, timelines, and geographic locations are 

used. In particular, the inconsistent daily Google Trends data can lead to different results. 

However, as Eichenauer et al. (2021) explained, relying on monthly or annual Google Trends 

data mitigates this issue.    

I have some suggestions for future research to further advance the proposed approach to 

modeling migration flows as presented in this paper. First, longer time series data can increase 

the predictive power of the presented models and maximize the accuracy of migration flow 

estimates. Indeed, larger samples permit a more complex model specification and prevent 

overfitting. Second, future research can compare my model performance to other models for 

predicting migration flows to validate the model. Third, since migration patterns differ by age, 

future research can examine the heterogeneity of forecast separately by age groups. Fourth, an 

interactive map can show estimates geo-spatially and help policymakers make their decisions on 

visual information.   
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CHAPTER 5 

CONCLUSION 

Some states have recently lost population due to interstate migration (e.g., California and 

New York), while other states (e.g., Florida and Arizona) have increased in population as they 

are on the receiving end of migration flows. Population changes have significant effects on state 

economies, and states need to understand and predict migration trends to attract migrants and 

retain current residents. 

In this dissertation, I demonstrate that online search data can be a useful and effective 

predictor of interstate migration flows that leads to an improvement of the traditional gravity 

models of migration. The forecasting results indicate that the changes in search intensity can 

indeed forecast migration flows and provide additional predictive power over the mainstream 

models used in migration literature. The SVI variables are jointly significant in all models tested 

in this dissertation, which means that the SVI variables are associated with migration flows. In 

terms of the predictive power of the SVI variable, the SVI model in the basic fixed effect 

specification adds more than 60% variance explained over the baseline model. Even in the most 

demanding specification, the measure of search volume still improves the accuracy of the model.  

This dissertation also found that housing and employment are the main drivers of 

migration from both unilateral and bilateral analyses, which is consistent with previous studies 

on internal migration. The results show that origin states with rising house prices experience 

increasing outflows from the origin states, while the increase in housing prices in destination 
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states leads to decreasing outflows from the origin states; this is consistent with previous studies 

on internal migration.  

The contributions of this dissertation can be summarized as follows. First, my study 

develops a tool that can provide a more up-to-date understanding of migration flows in the 

United States. As discussed earlier, official migration statistics often come with a time lag and 

therefore could fail to correctly capture the full extent of migration, making informed policy 

decisions a challenge. My approach offers a novel solution that can mitigate the time lag in 

official migration data. This tool could, for example, be used for short-term policy prediction 

exercises as a proactive measure in many other fields. Second, this dissertation investigates the 

potential use of online search data in the field of U.S. internal migration. The focus of previous 

research on using big data has been limited to international migration. My balanced panel 

bilateral migration data with no zero observations can provide unbiased estimates for migration 

flows, which previous studies could not provide due to limited international migration flow data.  
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Appendix A: Principal Component Analysis of Google Trends Index variables 

Component Eigenvalue Difference Proportion Cumulative 

Comp1 21.9562 7.43873 0.3599 0.3599 

Comp2 14.5175 9.48648 0.238 0.5979 

Comp3 5.03097 3.34899 0.0825 0.6804 

Comp4 1.68198 0.185834 0.0276 0.708 

Comp5 1.49615 0.421815 0.0245 0.7325 

Comp6 1.07433 0.110422 0.0176 0.7501 

Comp7 0.963908 0.0461135 0.0158 0.7659 

Comp8 0.917795 0.0820309 0.015 0.781 

Comp9 0.835764 0.0478224 0.0137 0.7947 

Comp10 0.787942 0.091104 0.0129 0.8076 
Notes: Appendix A shows the eigenvalues for each component, the difference in eigenvalue size between the 

components, the proportion of variation explained by each component, and the cumulative proportion explained. I 

choose the first six components because their eigenvalues are greater than one. The first six components explain 

75% of the variation in the SVI variables.  
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Appendix B: Out-Of-Sample Exercise with Principal Component Analysis 

  RMSE Std. Err. [95% Conf. Interval] 

Model (pc1) 0.216 0.004 0.206 0.226 

Model (pc1-pc2) 0.206 0.006 0.193 0.220 

Model (pc1-pc3) 0.201 0.007 0.186 0.217 

Model (pc1-pc4) 0.197 0.006 0.183 0.210 

Model (pc1-pc5) 0.194 0.006 0.180 0.209 

Model (pc1-pc6) 0.189 0.007 0.173 0.205 

Model (pc1-pc7) 0.190 0.006 0.176 0.205 
Notes: This table shows the RMSE for each regression. To find the best predictors, I calculated the estimated 

RMSE for a model with the first principal component from the SVI variables as a predictor with k=10. Then, I 

repeat the process with the first and second principal components as predictors and continue adding principal 

components to the model until RMSE does not decrease significantly. I use the function seven times, once for each 

model. It confirms that the RMSE was the lowest when six principal components are used as predictors in the out-

of-sample observations.  
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Appendix C: Principal Component Regression 

  A   B 

 (1) (2)  (3) (4) 

VARIABLES Baseline SVI  Extended SVI 

            

Log population (origin) 1.499*** 1.542***  1.220*** 1.252*** 

 (0.287) (0.290)  (0.243) (0.254) 

Log income (origin) 0.0874 0.0936  0.0413 0.0666 

 (0.0791) (0.0740)  (0.0783) (0.0745) 

House price index    0.000360* 0.000366** 

    (0.000197) (0.000174) 

Unemployment rate    0.0200*** 0.0239*** 

    (0.00656) (0.00687) 

Cost of living index    0.00444*** 0.00431*** 

    (0.00119) (0.00112) 

Internet user    -0.170 -0.190 

    (0.164) (0.171) 

No. days over 90 degree    0.000275 0.000292 

    (0.000340) (0.000349) 

Political party strength    0.00817 0.00496 

    (0.0114) (0.0108) 

pc1  0.00913*   0.00405 

  (0.00533)   (0.00481) 

pc2  0.00136   0.00874 

  (0.00750)   (0.00604) 

pc3  -0.00338   0.00516 

  (0.00463)   (0.00353) 

pc4  0.00129   -0.00691 

  (0.00597)   (0.00675) 

pc5  -0.00229   0.000565 

  (0.00893)   (0.00767) 

pc6  0.00102   0.00324 

  (0.00666)   (0.00602) 

      
Joint significance PC  0.241   0.139 

Fixed effects      
Origin ✓ ✓  ✓ ✓ 

Year ✓ ✓  ✓ ✓ 

      
Observations 714 714  714 714 

Within-R2 0.252 0.270  0.342 0.358 

Overall-R2 0.995 0.995   0.996 0.996 

Notes: Appendix C shows the results of PCA regression with six principal components in in-sample observation. 

Even though the within-R2 in the SVI model (column 2) is higher than the baseline model, the joint significance 

of six principal components is 0.241, and is not statistically significant. Therefore, PCA is insufficient to handle 

multicollinearity. I observe a similar effect in the extended model (columns 3 and 4), with the increased within-R2 

and insignificance of principal components.  

Robust standard errors in parentheses  

*** p<0.01, ** p<0.05, * p<0.1 
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Notes: The same baseline model in Table 5 is used with the selected SVI variables. LASSO selects 36 out of 60 

SVI variables, and the p-value of the test of joint significance for 36 SVI variables is less than 0.001. Then, I 

compare the out-of-sample within-R2. Appendix D shows that the SVI model has s higher within-R2 than the 

baseline model, which explains higher variance than the baseline model. Overall, the SVI model performs well 

in the out-of-sample observations and is not caused by overfitting. 

 

Appendix D: Out-Of-Sample within-R2 of LASSO Regression 
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Appendix E: Unilateral regression with the PSID variable 

  (1) 

VARIABLES PSID 

    

Category: real estate -0.00650 

 (0.00924) 

Category: real estate agencies 0.00200 

 (0.00549) 

Category: real estate listings 0.0106 

 (0.00697) 

Category: apartments & residential rentals -0.00205 

 (0.00519) 

Category: jobs -0.0139 

 (0.00856) 

Category: developer jobs 0.0254*** 

 (0.00332) 

Category: jobs & education 0.00614 

 (0.00969) 

Category: job listings 0.0102** 

 (0.00469) 

Keyword: housing 0.0156*** 

 (0.00541) 

Keyword: house 0.000220 

 (0.00929) 

Keyword: apartment 0.00794 

 (0.00698) 

Keyword: real estate 0.00814 

 (0.00703) 

Keyword: property -0.00747 

 (0.00505) 

Keyword: relocation 0.0110* 

 (0.00631) 

Keyword: moving 0.00569 

 (0.00568) 

Keyword: buy house 0.0144*** 

 (0.00500) 

Keyword: renthouse 0.00649 

 (0.00469) 

Keyword: rent apartment -0.0115** 

 (0.00555) 

Keyword: mortgage 0.00597 

 (0.00719) 

Keyword: Zillow -0.00632 

 (0.00522) 

Keyword: redfin -0.00109 

 (0.00327) 

Keyword: Trulia -0.00191 

 (0.00474) 

Keyword: realtor 0.00570 

 (0.00448) 
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Keyword: Remax 0.00236 

 (0.00539) 

Keyword: cost of living 0.0178** 

 (0.00711) 

Keyword: home -0.0173*** 

 (0.00651) 

Keyword: neighborhood 0.0179*** 

 (0.00446) 

Keyword: metropolitan -0.0137** 

 (0.00565) 

Keyword: city 0.00555 

 (0.00471) 

Keyword: employment -0.000701 

 (0.00669) 

Keyword: job 0.0243*** 

 (0.00579) 

Keyword: work 0.0177** 

 (0.00815) 

Keyword: occupation -0.00203 

 (0.00623) 

Keyword: payroll -0.00190 

 (0.00538) 

Keyword: minimum wage 0.0110*** 

 (0.00417) 

Keyword: unemployment 0.00126 

 (0.00406) 

Keyword: internship 0.00339 

 (0.00480) 

Keyword: career -0.00371 

 (0.00538) 

Keyword: labor 0.00630 

 (0.00496) 

Keyword: layoff 0.00855 

 (0.00574) 

Keyword: employer -0.00301 

 (0.00483) 

Keyword: hiring 0.00519 

 (0.00499) 

Keyword: income 0.00750 

 (0.00666) 

Keyword: salary 0.0192*** 

 (0.00653) 

Keyword: recruitment -0.0114** 

 (0.00495) 

Keyword: welfare -0.00932* 

 (0.00488) 

Keyword: rush hour 0.00443 

 (0.00629) 

Keyword: traffic -0.00278 

 (0.00405) 
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Keyword: climate -0.00766 

 (0.00504) 

Keyword: tax -0.0371*** 

 (0.00845) 

Keyword: state income tax -0.00407 

 (0.00857) 

Keyword: weather 0.00747 

 (0.00589) 

Keyword: temperature -0.0153** 

 (0.00718) 

Keyword: crime 0.00153 

 (0.00533) 

Keyword: school -0.00342 

 (0.00757) 

Keyword: health -0.00491 

 (0.00680) 

Keyword: foreclosure 0.00481 

 (0.00507) 

Keyword: commute 7.07e-05 

 (0.00533) 

Keyword: retired 0.00138 

 (0.00496) 

Keyword: college 0.00651 

 (0.00801) 

Keyword: university -0.00416 

 (0.00587) 

Constant -0.513 

 (0.858) 

  
Observations 357 

R-squared 0.854 

Notes: The dependent variable is the log of migration intentions from the PSID, and the independent variables are 

the set of the SVI variables.  

Standard errors in parentheses  

*** p<0.01, ** p<0.05, * p<0.1 

 

 

 


