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Abstract

Light sheet fluorescence microscopy (LSFM) is the best method for high-
speed imaging of thick, live samples over a large field of view (FOV). In this dis-
sertation, we describe four different projects to improve LSFM’s performance.

Though LSFM provides excellent temporal resolution and optical section-
ing, the images are affected by sample size and thickness. Scattering introduces
background light, leading to a lower signal-to-noise ratio (SNR). We have imple-
mented optical sectioning structured illumination (SIM), improving SNR by a
factor of 5.6. Further, the system’s imaging speed can capture seizure dynamics
in the central nervous system (CNS) of zebrafish larvae.

Stripe artifacts in LSFM lower image quality. No current solutions are opti-
mized for SIM-LSFM. To mitigate artifacts while improving optical sectioning
capabilities for semi-opaque specimens using SIM, we developed an axial dither-
ing approach that reduces stripe artifacts by 20% at 156 microns deep into the
specimen and an adaptive reconstruction approach to improve the image with
38% increase in uniformity. The volumetric imaging speed of LSFM can be
accelerated through the use of an Electrical Tunable Lens (ETL) which allows
the focal plane imaged onto the camera to be rapidly adjusted, allowing for
imaging at several volumes per second. However, it also introduces spatially
varying aberrations. Here, we demonstrate a system combining adaptive optics
and an ETL, improving the signal to background ratio by a factor of 3.5 across
a 400 by 400 by 100 µm3 volume. Further, it is fast enough to capture neural
activities in the CNS of zebrafish larva.

The geometry of LSFM limits the resolution to the cellular level laterally and
reduces its resolution by a factor of 3 axially. Improvement of axial resolution
usually comes at the cost of FOV. We have developed a single-objective LSFM
system with super-resolution SIM. This allows for multi-direction illumina-
tion with better penetration and isotropic resolution improvement. We have



measured fluorescent breads and cerebellum organoids with a lateral resolution
313nm and 1.64µm axial resolution over a 20µm axial range with 276µm FOV
using 2D SIM. We demonstrate through simulations an achievable resolution
of 161 nm by 767 nm.

Index words: Fluorescence microscopy, Super-resolution microscopy,
Structured illumination microscopy,Light-sheet
microscopy, Wavefront correction , Adaptive Optics,
Neural imaging
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Chapter 1

Introduction

The ability to observe a process or object under investigation is a critical step
towards fundamental understanding. Imaging technologies have enabled us
to gain this ability on macroscopic and microscopic levels, making them very
important tools for the advancement of science and our knowledge of nature.
Among all of the imaging techniques available, light microscopy has played
perhaps the most substantial role in the study of biological science. Light mi-
croscopes use a series of lenses and visible light to enlarge the image of an object.
These instruments allow researchers to examine details that are normally invisi-
ble to the human eye.

1.1 Wide Field Fluorescence Microscopy
The first documented biological application of optical microscopy dates back
to the 1630s. Italian scholars Fredrico Cesi and Francesco Stelluti used an op-
tical microscope to investigate the anatomy of bees and weevils [8]. Later, An-
toni Van Leeuwenhoek used an optical microscope to observe microorganisms,
which set the foundation for modern microbiology. In 1665, Robert Hook pub-
lished Micrographia, documenting his observation of insects and plants. Hook
is also credited with the origin of the term “cell,” which he used to describe the
boxlike structures he observed in cork tissue [48, 82]. As technology advanced,
the modern digital microscope developed, and presently such microscopes are
usually equipped with digital cameras. A user can observe the sample while
partially or fully controlling the microscope with a computer.

In conventional optical microscopy (bright-field microscopy), a sample is
often illuminated from one side and the transmitted light is collected on the
other side. The contrast of the final image is the result of absorption and scatter-
ing from the dense area of the sample [185]. However, without any additional
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staining, bright-field imaging of living cells suffers from low contrast, because
cells are largely transparent. Phase contrast microscopy addresses this issue by
introducing additional optics that convert the phase shifts caused by the spec-
imen to intensity changes in the image. Phase contrast microscopy allows us
to observe many cellular structures in detail, structures which cannot be seen
with conventional bright-field microscopy imaging. In 1953, the Dutch physicist
Frits Zernike was awarded a Nobel Prize in Physics for his invention of phase
contrast microscopy. Phase contrast microscopy works well for thin samples.
However, for thicker samples, different interference contrast microscopy (DIC)
is a better technique to use. DIC gives a pseudo-three-dimensional (3D) shaded
appearance to cells. [138, 185]

The term fluorescence refers to a physico-chemical energy exchange whereby
shorter wavelength photons are absorbed by a molecule and are re-emitted as
longer wavelength photons [128]. The emission light is usually within the visi-
ble wavelength. Flurophores (or fluorochromes) were first used in optical mi-
croscopy to tag certain components or parts of a specimen for observation and
imaging. This occurs through the use of a concept called immunofluorescence.
This technique uses the specificity of an antibody or antigen, in conjunction
with the fluorochrome, to label specific biological molecule targets within a
specimen. Immunofluorescence was first conceptualized in 1941 [34] and later
demonstrated [33] in an experiment involving the labelling of antibodies with a
fluorophore. According to the online Molecular Probes Handbook, Tenth Edi-
tion, there are about 3,000 molecular probes that can be used to label almost any
aspect of a biological system. Fluorescence microscopy provides great specificity,
contrast, and sensitivity, and has become a workhorse in biological research due
to its many benefits. Figure. 1.1 is a simplified epifluorescence microscope setup.
It generally includes a light source illuminating the sample uniformly at the ex-
citation wavelength, a dichroic mirror which separates the excitation light from
the emission fluorescence light, a tube lens which forms a final image onto the
camera, and then an emission filter with a specific bandpass in the optical path
to further filter out any light with an unwanted wavelength. This concept first
originated in 1911 [74], and a very early prototype was demonstrated in 1929 [41,
53].

In the 1960s, naturally fluorescent gene products such as green fluorescent
proteins (GFPs) were first reported on by Osamu Shimomura, through obser-
vation of the bioluminescence phenomena in jellyfish Aequorea Victoria [170].
In 2008, Roger Y. Tsien, Osamu Shimomura, and Martin Chalfie were awarded
the Nobel Prize in Chemistry for their discovery and development of the GFP.
The discovery of the fluorescence protein significantly advanced the field of
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Figure 1.1: (a) Jablonski diagram of a fluorescent molecule. By absorption of a
photon, the molecule can be excited from the electronic ground state, S0, into
any vibrational level of S1. The molecule can return to any vibrational level of S0
by the spontaneous emission of a photon (fluorescence). From there it relaxes
non-radiatively into its lowest vibrational level. (b). Absorption (blue) and
emission (green) spectrum of a fluorescent molecule. The hatched areas indicate
the transmission range of the respective bandpass filters. (c). Basic wide-field
fluorescence microscope with epi-illumination. This figure is reprinted from
Ref [40]

.

biological research, making it possible to study living, multicellular biological
systems in more depth and detail than could previously be achieved.

1.2 Nature of Light-Diffraction
Optical microscopes allow us to visualize the fine structures and details of a spec-
imen through a magnified image. However, increased magnification does not
necessarily result in an increased ability to see these detailed structures. [86] The
clarity of an image is necessarily governed by diffraction, which is a fundamental
characteristic of light waves (in addition to reflection and refraction). Diffrac-
tion refers to the bending phenomenon of the light wave when it passes around
the edge of an obstacle or small opening. This was first observed and termed by
the Italian scientist Grimaladi, in his study of the deviation of light from rec-
tilinear propagation in 1665 [66, 72]. In 1804, another important concept, the
interference of light (the phenomenon of two light waves superimposed to form
a resultant wave of greater, lower, or the sample amplitude) was introduced by
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Figure 1.2: illustration of diffraction and interference

English physician Thomas Young through his experimental observation, also
known as Young’s double-slit experiment [64]. The combination of diffraction
and interference is often explained in terms of the Huygens-Fresnel principle,
which states that each point on a wavefront can be considered as a source of
a new spherical wavelets with the same frequency as that of the primary wave
[72]. This is shown in Figure. 1.2.

1.3 Resolution Limit and Point Spread Function
As shown in Figure. 1.3 (a), the limited collection angle and finite aperture of
the microscope system will cause diffraction to occur and will blur the image
of a point from the object plane. The 3D intensity distribution of the image of
a point object is called the point spread function (PSF). The resolution of an
optical microscope is defined by the smallest distance between two points that
can still be distinguished in the image. German physicist Ernst Abbe concluded
that the minimum resolvable distance is directly related to the wavelength of
the light and the maximum collection angle [1].

dAbbe =
λ

2nsin (α)
(1.1)

Here λ is the wavelength of the the light, n is the refractive index of the im-
mersion medium, and α is the half aperture angle of the objective lens. The
product of the refractive index and sin (α) is the numerical aperture (NA),
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where NA= nsin (α). The axial resolution limit is approximated as follows:

dAbbe,axial =
2λ

NA2
(1.2)

Lord Rayleigh (John William Strutt) later published another equation address-

Figure 1.3: (A). Wave optics view of the microscope system. (B)-(D). Simulated
3D PSF with 550nm, NA=1.4 and refractive index n=1.515, smallest lateral
resolution of 200nm and axial resolution of ∼ 500nm.

ing the study of self-luminous objects. This formula is now known as the
Rayleigh criterion. It states that the central point of the diffraction spot co-
incides with the first diffraction minimum of the other diffraction spot on the
image plane, and the two points on the sample are said to be resolved. [154] The
formula is as follows:

dRayleigh =
0.61λ

NA
(1.3)

Other criteria have been introduced throughout the years (e.g., the Sparrow
criterion) to overcome bottlenecks, such as the fact that the Rayleigh criterion
might hold for the eyes but not for detectors sensitive to small intensity varia-
tions, for instance, modern cameras. In most cases, resolution criteria are arbi-
trary and their values remain close to each other.
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Table 1.1: Table of different resolution criteria [9].

Rayleigh Sparrow Abbe
0.61 λ/NA 0.47 λ/NA 0.5 λ/NA

Figure 1.4: Airy discs as a model for PSFs and showing the Rayleigh criterion.
The gray dashed lines indicate the position of the first minimum. (a) The dis-
tance between the two points is larger than the resolution limit. (b) The two
blue dashed lines are separated by a radius of the Airy pattern. (c) The distance
between the two point sources is smaller than the resolution limit. The figure
is adapted from [98].

1.4 Optical Sectioning in Wide Field Microscopy
In the imaging process of an optical microscope, the light rays from each point
on the object converge at a corresponding point in a plane, and each of the
points can be regarded as an individual point object. After passing through the
optical microscope system, these point objects will result in a blurry image. We
can describe the imaging process in terms of a convolution operation [98], and
a detailed mathematical proof can be found in Ref [64]:

u1(u, v) =

∫∫ ∞

−∞
h(u, v; ξ, η)u0(ξ, η) (1.4)

Here, u1(u, v) is the field distribution at the image plane of the system, and
u0(ξ, η) is the electric field distribution at the object plane. h(u, v; ξ, η) is the
impulse response function of this process. This function is also known as the
PSF of the microscope. The PSF of the microscope is closely related to the
pupil function (P (x, y)) of the system, and this is shown in equation 1.5. Here,
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ξ̃ = Mξ, η̃ = Mη, M is the magnification between the object-plane and
image-plane.

h(u, v; ξ̃, η̃) =
1

λ2z1z2

∫∫ ∞

−∞
P (x, y)exp{−j

2π

λz2
[(u−ξ̃)x+(v−η̃)y]}dxdy

(1.5)
For fluorescence imaging, the PSF is equal to |h(u, v; ξ̃, η̃)|2. The convolu-

tion theorem states that the Fourier transform of a convolution is equal to the
pointwise product of its Fourier transforms. The Fourier transform of the PSF
is called the optical transfer function (OTF). The OTF describes the ability of
the imaging system to transfer incoherent intensity information [98]. Figure 1.5
is an example of this concept. The Fast Fourier transform (FFT) is an efficient
method of performing Fourier transforms on discrete signals, such as digital
images captured by a camera.

Figure 1.5: Demonstration of convolution in optical microscope imaging.

Here, lenses in the microscope perform a Fourier transform of the optical
field in between their front and back focal planes [64]. In the fluorescence imag-
ing system, a fluorescent molecule emits light in all directions. However, only
a portion of that light is propagated through the objective lens. This directly
translates to a limited support region of the OTF. This OTF determines the
maximum spatial frequency range that can pass through the system. Figure 1.6
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(a) shows the axial plot of a 3D PSF for a wide field fluorescence microscope,
with the corresponding 3D OTF shown on the right. The 3D OTF has a toroidal
shape with a cone-shaped space left in the axial direction. Figure 1.6(c) shows a
two-dimensional OTF at a different focal position. As the object moves further
away from the focal plane, fewer high spatial frequency components are able to
pass through the system, i.e., less finer detail can be resolved. On the contrary,
components at the lower portion of the frequency spectrum (closer to zero)
pass through the optical system regardless of their distance from the focal plane.
This indicates that both in-focus light and out-of-focus light all contribute to
the formation of a final image. Therefore, the wide-field microscope lacks op-
tical sectioning capability (i.e., the microscope’s ability to distinguish features
in the focal volume while discriminating from the background signal) [32], and
the resulting image often has a low signal-to-background ratio [175].

Figure 1.6: (A). 3D PSF wide field fluorescence microscope. (B)-(C). 3D and
2D OTF of wide field fluorescence microscope. Figures (A) and (B) are adapted
from Ref [210].

1.5 Light Sheet Fluorescence Microscopy
Combining wide field imaging with light sheet illumination is one promising
approach to creating optical sectioning. This type of microscope is termed
Light Sheet Fluorescence Microscopy (LSFM) or Selective Plane Illumination
Microscopy (SPIM). This technique was first described in 1903 by Richard
Zsigmondy and Henry Siedentopf [172, 104]. At that time, it was termed Ul-
tramicroscopy and it was used during the 1990s, primarily in chemistry and
materials science [104]. The first biological application was demonstrated in
1993 by Voie et al [194]. However, LSFM only gained traction in 2004 when
it was first applied to in vivo imaging [91]. Since then, the field of LSFM has
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grown quickly. This is primarily due to its flexibility. Researchers can opti-
mize resolution, penetration depth, and acquisition speed, making LSFM an
attractive option for application to a wide range of research scenarios.

1.6 Principle of Light Sheet Microscopy
LSFM uses an orthogonal illumination scheme, where only a thin section of
the sample at the focal plane of the detection objective lens is illuminated. In
this way, a minimum amount of out-of-focus fluorescence light is introduced
into the detection portion of the system. The entire 2D cross-section of the
sample can be captured rapidly, and the imaging speed can be as fast as the limit
of the capturing speed of the camera in 2D. The 3D image stack is captured
by taking a series of 2D images, either by moving the sample or by moving the
illumination light sheet and focal plane.

Figure 1.7: Basic configuration of LSFM. (A). The sample is embedded in a
cylinder of agarose gel or in a FEP tube. The sample holder is held in a mechan-
ical translation and rotation stage. (B) and (D) show the maximum projections
of a Medaka embryo, viewed from the lateral and dorsal ventral positions, using
conventional epi-illumination. (C) and (E) show the light sheet illumination
versions of (B) and (D), respectively. (F) is an explanation of the reduction
in photo-damage to the sample and the mechanism of the optical sectioning
used by the light sheet microscope. (A)-(E) are adapted from Ref [91] and (F)
is adapted from Ref [107].
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LSFM results in much less photo-damage to the sample as opposed to con-
ventional illumination methods (i.e., wide field and confocal illumination), be-
cause only a section of the sample is illuminated. This is shown in Figure 1.7
(F). The reduced photo-damage, in addition to the high imaging speed, makes
LSFM a great choice for live imaging applications. LSFMs can be categorized
into two major groups, as shown in Fig. 4.10. One type of LSFM uses a static
light sheet, and the other forms a light sheet by rapidly scanning a circular beam
(also known as digital scanned light sheet fluorescence microscopy, or DSLM)
[106]. Both approaches have their advantages and disadvantages, which are
discussed in a later section.

Figure 1.8: Static versus digitally scanned light-sheet. (A-B) Generation of a
static light-sheet: while the Gaussian beam stays columnated in the yz-plane, the
cylindrical lens (side view up, top view down) focuses it in the xy-plane before
it enters the illumination objective. This results in an extended beam in the xy-
plane that is focused on the z-axis (B). (C-D) Generation of a digitally scanned
light-sheet: the combination of a galvanometric scan mirror and a scan lens leads
to a focused beam in the intermediate image plane between the scan lens and
the tube lens. The rotation of the galvanometric scan mirror also corresponds
to a rotation in front of the illumination objective, which leads to a translation
along the x-axis in the intermediate image plane, and therefore the translation of
the beam in the x-axis of the actual image plane. The result is a digitally scanned
light-sheet (D). This figure is adapted from Ref [113].
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1.7 Parameters of Light Sheet Microscopy
Resolution of the light sheet microscope Due to the wide field imaging
nature of LSFM, the lateral resolution of LSFM is primarily governed by the
numerical aperture of the detection objective lens, and its axial resolution is
determined by the combination of the light sheet thickness and the axial point
spread function of the imaging objective lens [59]. The resolution can be de-
scribed by the following equations:

dlateral =
λem

2NAdet
, daxial =

(
2NAexc

λexc
+

n(1− cosθdet)

λem

)−1

(1.6)

Where λem is the wavelength of the emission light and λexc is the wavelength of
the excitation light, NAdet and NAexc refer to the detection and the excitation
numerical apertures respectively, and θdet=arcsin(NAdet/n) is the half-angle of
the light collection. According to this equation, the higher the excitation NA,
the thinner the light sheet, and therefore the better the axial resolution.

Figure 1.9: PSF simulation of LSFM with different lateral and axial resolutions,
and different thicknesses of the illumination light sheet. When a thick light
sheet is employed, the axial resolution of the system is primarily determined by
the high NA detection objective (0.8NA). This is shown when the thickness
of the illumination light sheet is smaller than the axial PSF of the detection
objective (0.3NA). The resulting PSF is determined by the thickness of the
light sheet.
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Field of view of light sheet microscopy One would think that in order to
achieve a superior axial resolution, the thinnest possible light sheet would be
ideal. However, there is a trade-off that takes place between the axial resolution
and the field of view (FOV) of the light sheet system, owing to the diffraction
of light.

Figure 1.10 shows a static Gaussian light sheet formed by a cylindrical lens,
which is commonly used in LSFM. The intensity of the light sheet can be ex-
pressed according to equation 1.7. The FOV is the region over which the illumi-
nation sheet thickness is no more than

√
2 times its waist (ω0), and the length of

this region is 2 times the Rayleigh length (ZR) of the beam, ZR = nπω2
0 / λEx.

The beam waist can be estimated using ω0 = λEX / 2NAEX.

I(x, y, z) = |A0|2
ω̃x

ωx(y)
· ω̃z

ωz(y)
· exp

[
−2

(
x2

ωx(y)
· z2

ωz(y)

)]
(1.7)

However, when the thickness of the light sheet approaches the wavelength of
light, the Gaussian approximation becomes inaccurate. In this case, the scalar
diffraction theory can be used to estimate the propagation length of the light
sheet dlightsheet = λEX / n(1− cosθEx)[27].

The archetypal lightsheet microscope uses two objective lenses. One of
them is the illumination objective lens and the other is the detection lens. In
order to fit two objective lenses in the orthogonal position to each other, objec-
tive lenses with long working distances are required. High NA objective lenses
normally have short working distances and bulky geometrical shapes, which
limits the objective lens selection to lower numerical aperture lenses. This is
presented in Figure 1.10 (C)-(D).

1.8 Configurations of Light Sheet Microscopy
Over the years, many configurations of light sheet microscopes have been devel-
oped to improve performance and accessibility for a variety of different applica-
tions [144], from imaging spheroid cultures and single cells for the study of sub-
cellular dynamics and structures [145, 126], to tracking neurological morphology
and neural signals in embryos and larvae [135, 104, 179], and even imaging cleared
human organs [62, 195]. Detailing each and every one of these configurations
would be outside the scope of this dissertation, but I will provide an overview
of the most common configurations in this section. Most of the developments
in light sheet microscopy are variations on these few basic configurations.
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L-shape light sheet microscope This is the initial setup and the most com-
mon configuration for LSFM, as shown in Figure 1.11(A). The light sheet is
formed using a cylindrical lens [148, 91]. One drawback of this setup is that the
resulting image is affected by stripe artifacts from the scattered and absorbed
light due to the sample structure. This can be addressed by rotating the sample
using a 4-D stage, where the volumetric images of the sample can be captured
from different views taken sequentially. These views can be fused together to
overcome the limited penetration depth of each view individually, as well as to
improve the resolution of the image after deconvolution [192, 151, 177]. As previ-
ously discussed, light sheet microscopy involves a compromise between effective
field of view and strength of optical sectioning capacity. The imaging depth
and quality can be further improved using a DSLM approach [106] where the
scanning beam can be synchronized with the confocal slit on the detector [124].

T-shape light sheet microscope This is one way to mitigate stripe artifacts
without sacrificing imaging speed. In this configuration, instead of illuminat-
ing the sample from one side, the sample is illuminated from both (opposite)
directions using two illumination objectives, as shown in Figure 1.11(B). Rather
than forming one thick light sheet, two thinner sheets are combined to cover
the same size field of view. The light sheet can be quickly dithered within the
illumination plane, and the resulting image is formed by fusing the two images
illuminated from either side. This technique is also termed multidirectional
selective plane illumination microscopy (mSPIM) [89]. The techniques used
with the L-shape configuration, such as multi-view fusion [135] and DSLM
with confocal slit detection [207], can also be used with this configuration. It is
very flexible, and many publications have demonstrated its applicability to mid-
size and even larger sample sizes including cleared mouse brain [173, 136, 136,
29], mouse bone marrow [26], chicken embryos [37], organs, and even human
tissues [62, 52, 195].

X-shape light sheet microscope This setup uses four objective lenses. The
first implementation of an X-shape light sheet microscope was demonstrated
by Krzic et al, and was named multiview SPIM (MuVi-SPIM). It featured two
illumination and two detection objective lenses [114]. A set of four image stacks
is acquired using combinations of each illumination and detection pair. With
this configuration, full 3D coverage of Drosophila embryos is achieved using a
scanned Gaussian beam; however, improvements to axial resolution still require
at least a single rotation of 90 degrees [150, 165]. A confocal enhanced variant of
this configuration was later developed by the same group (Medeiros et al [133]).
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Tomer et al then implemented a version of the system (simultaneous multi-
view light sheet microscopy:SiMView), with one and two-photon excitation
[187]. The latest iteration of the four objective light sheet microscope is Iso-
View, which employs four custom-made objective lenses, allows simultaneous
illumination and detection in all four light paths [30], and uses phase-shifted
confocal line detection, or a spectral approach by switching between colors in
the orthogonal pathways [150]. This system can image volumes at 0.25− 2Hz.
Isotropic resolution of 1.1− 2.5µm can be achieved after deconvolution with-
out any mechanical rotation of the specimen in IsoView, with a field of view
at 800µm2. This configuration is most popular for live imaging of small to
mid-sized samples such as drosophila or zebrafish embryos or larvae.

V-shape light sheet microscope This configuration was first introduced by
Wu et al [202] in a setup created for imaging C.elegans, as shown in Figure 1.11
(D-E). This setup is known as inverted selective plane illumination microscopy
(iSPIM), and was built upon a commercial inverted microscope base with a
single illumination and a single detection arm. This system has a resolution of
520 nm in the lateral direction and 1.7µm in the axial direction. A dual-view
version of this microscope was later developed by the same group. With this
system (diSPIM), both arms are used for illumination as well as for detection,
and an isotropic resolution of E300E nm is achieved after fusion and deconvo-
lution. [203]. However, the field of view of the diSPIM system is rather limited
(30µm [203] to 60µm [115]).

Later, another popular V-shaped light sheet configuration, termed Open-
top SPIM [130], was introduced. This configuration included a larger field
of view (300µm), though its resolution was compromised (lateral resolution
of 1.1µm and axial resolution of 6.2µm). In Open-top SPIM, the objective is
located underneath the sample, and the system uses a water prism to compensate
for the aberrations introduced when imaging at 45 degrees through a coverglass,
as shown in Figure 1.11. Currently, the state-of-the-art LSFM setup known as
lattice light sheet microscopy (LLSM) [28, 123] also uses this configuration. This
will be discussed in detail later in this dissertation. This is different from most
LSFM implementations [90], which require specific sample preparations such
as embedding a sample in agarose gel and glass capillary tube or a Fluorinated
Ethylene Propylene (FEP) tube [199, 103]. The V-shaped configuration works
with conventional sample mounting techniques like petri dish, glass slide, and
cover slip mountings.
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Reflective illumination/Tilted illumination light sheet microscope Due
to LSFM’s geometric constraints, each of the previous configurations is limited
to use with an objective lens having an NA less than 1.1 [24, 123, 28]. Gebhard
et al addressed this challenge using a pair of opposing objective lenses (40× 0.8

NA illumination and 100× 1.4 NA detection) and a 45 degree mirrored can-
tilever [60, 211]. In this setup, the cantilever reflects the light sheet, coaligning
it with the focal plane of the detection objective lens. Greiss et al constructed a
version of the reflected light sheet microscope (RLSM) with a micro prism [65]
instead of a custom-made cantilever (20×, 0.95 NA illumination; 40×, 1.25
NA detection). This concept was further advanced by Single-objective SPIM
(soSPIM) [57], where the illumination beam is launched from the detection
objective lens, as shown in Figure 1.11h. The image volume is acquired through
a combination of scanning and refocusing the light sheet using a galvo scanner
and an electric tunable lens (ETL). Many variants of soSPIM have been devel-
oped [102, 132, 209]. Recently, Gustavsson et al demonstrated a combination of
LSFM with PSF engineering, used to image mitochondria and nuclear lamina in
HeLa cells [71]. In this setup, shown in Figure 1.11g, the authors take a different
approach from those mentioned above. The illumination light sheet is tilted
with a small angle using a 10× 0.28 NA objective lens, rather than being com-
pletely parallel to the detection objective (100× 1.4NA). This tilted light sheet
concept was also employed in the work published by Fadero et al [42], however,
in that work a light sheet was created through lateral interference using a photo
mask [42]. Ultimately, both versions of the tilted illumination light sheet re-
quire a specialised imaging chamber and suffer from spherical aberrations due
the refractive index mismatch between the objective immersion media and the
specimen.

Oblique plane illumination light sheet microscope The oblique plane
illumination configuration has gained much attention in recent years. The very
first inclined illumination light sheet using one objective lens for both illumi-
nation and detection is known as HILO (Highly Inclined Laminated Optical
sheet microscopy). HILO was first implemented in single molecule imaging
[186]. However, the HILO setup has some disadvantages. Extra scattered light
and fluorescence is introduced into the system, and severe defocus on one side
results in a limited field of view, with only 16µm usable field of view for a 6µm
thick light sheet. Dunsby et al addresses these issues by adding an extra pair of
objective lenses, in order to remote focus [16, 15] the tilted intermediate image
onto the camera sensor [38]. A high NA objective lens is used. Because the
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angular extent of a high NA objective lens is close to 90 degrees, this approach
is called oblique plane microscopy (OPM).

Bouchard et al later developed the swept confocally aligned planar excitation
(SCAPE) microscope, combining a scanning galvanometer mirror with OPM.
This allowed for the sweeping of the excitation sheet laterally across a sample
with a maintained focus on the moving plane [18]. The SCAPE system can
achieve a resolution of 2 µm laterally and 5 µm axially with a volumetric imag-
ing speed of 10Hz (600× 650× 134µm3). A disadvantage of this approach,
however, is that some part of the numerical aperture is sacrificed in the relay
system. In order to capture all of the fluorescent light, the third objective lens
must have a half opening angle of up to 90 degrees [49]. An air objective lens
with 0.95NA (half opening angle of 71 degrees) cannot be sufficiently tiled
without colliding with the secondary objective lens. Many variations of this
concept have been explored [116, 80, 110, 206]. For example, Kim et al used a
mirror to replace the third objective lens, in order to overcome this geometrical
constraint [110]. However, the resulting system is not light-efficient due to the
use of a 50 : 50 beamsplitter. Yang et al used a different method to overcome
the geometrical constraint with better light collection efficiency. They used a
higher refracting index medium (water) to compress the angular spread of the
fluorescence light, thereby allowing all light to be captured with a water immer-
sion objective lens [206, 49]. This system is able to perform live imaging of
HEK 293T cells in multi-well plates with a resolution of 339nm in x, 316nm in
y, and 443nm to 596nm in the axial direction over a 100×70×20µm3 volume.
In addition, this configuration allows for conventional sample mounting, from
using multi-well plates to freely moving organisms. However, the resolution
of the system remains diffraction-limited and the requirements for aligning the
system are rather complex.

1.9 Superresolution Microscopy
As discussed earlier, the resolution of the widefield fluorescence microscope is
governed by the wavelength of the light and the NA of the system. A straight-
forward approach to improving the resolution is adjusting the wavelength of
the light. Unfortunately, short wavelengths are damaging to biological speci-
mens and do not allow for deep imaging due to scattering. Another method
of increasing resolution is to increase the NA of the microscope. However,
commonly available high NA objective lenses are limited to a ∼ 1.4 NA. This
limits standard widefield fluorescence microscopes to a spatial resolution of
200nm in the lateral and 500nm in the axial direction [205]. A microscopic
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technique that improves resolution beyond the diffraction limit is classified
as a superresolution technique [10]. Several superresolution fluorescence mi-
croscopy techniques have been demonstrated to be capable of resolving bio-
logical structures or dynamics which are not resolvable with conventional flu-
orescence microscopy. Most of these methods are based on wide-field or laser
point scanning microscopy layouts [205, 164]. A very early example is confocal
microscopy, where a laser beam is focused by an objective lens into a small focal
spot within a specimen, then an image is acquired point-by-point, by scanning
either the specimen or the laser beam. A pinhole is placed in front of the detec-
tor at the image plane of the microscope. This ensures that only the light from
the geometrical focal point is being captured and the fluorescence light originat-
ing from outside the front focal plane of the objective lens is blocked, as shown
in Figure 1.12. In theory, if an infinitesimally small pinhole is used, it is possible
to improve the resolution by a factor of

√
2 [169]. In real-world implementa-

tion, the pinhole size is often measured in Airy units (AU,1AU=1.22λ/NA).
As there is a trade-off between the size of the confocal pinhole and the result-
ing signal, a pinhole size of about 1AU is often used. Therefore, this approach
mostly enhances optical sectioning [141] rather than actually achieving super-
resolution. Stimulated emission and depletion (STED) [78, 111, 21], stochastic
optical reconstruction microscopy (STORM) [160, 87], photoactivated local-
ization microscopy (PALM) [10, 127], and structured illumination microscopy
(SIM) [68, 70] were later developed to improve transverse and axial resolutions
beyond the diffraction limit. Here, each of the techniques favors a different
aspect of the imaging condition, for example, resolution, speed, photo-damage,
imaging depth, etc.

1.10 Stimulated Emission Depletion Microscopy
The concept of Stimulated Emission Depletion Microscopy (STED) was first
proposed in 1994 [78] and was later demonstrated experimentally in 1999 [111].
This method can typically achieve a resolution of 20-60nm. Similar to confocal
microscopy, STED uses a laser point scanning layout. In addition, it builds
upon the phenomenon of stimulated emission, where an excited-state fluo-
rophore encounters a photon that matches the energy difference between the
excited and the ground state [86], causing stimulated emission and suppressing
the fluorescence emission. In STED microscopy, this suppression of fluores-
cence occurs in an annulus centered on the excitation beam. In this way, the
overall PSF is reduced and the resolution of the imaging system is enhanced.
However, the pattern is also limited by diffraction. In order to achieve superres-
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olution, the STED laser pattern needs to have a zero intensity at the center and a
nonzero intensity at the periphery. This is shown in Figure 1.13. This means that
the depleted population is non-linearly dependent on the STED laser intensity
as the saturated depletion level is approached. If the STED laser’s local inten-
sity exceeds a certain level, essentially all spontaneous fluorescence emission is
suppressed [86]. In STED microscopy, the spatial resolution depends on the
size of the zero-intensity volume of the fluorescence suppression beam, rather
than on the diffraction. The size of the zero-intensity volume of the depletion
beam is inversely proportional to its intensity. In this case, the resolution of the
STED system is described as

dmin =
λ

2NA
√

1 + I
Is

(1.8)

where dmin is the full-width half max (FWHM) of the fluorescence spot, λ is
the wavelength of the light used to excite the sample, NA is the numerical aper-
ture of the objective lens, I is the depletion laser intensity, and Is is the satura-
tion intensity of the fluorescence molecule. Is is dependent on the absorption
cross-section and the lifetime of the fluorescent state [75]. The STED depletion
pattern is typically generated using a phase mask in the illumination path. A
semi-circular π-shift phase mask is used or a phase vortex is created with a cir-
cularly polarized beam, which is used to improve the resolution in the lateral
direction. In the axial direction, axially confined patterns are created through a
π-shift with a circularly polarized beam. A detailed review of different depletion
patterns can be found in Ref [178].

To achieve high resolution with STED, the excitation volume must be very
small. Therefore, as resolution requirements increase, the time that is necessary
to scan each sample also increases. The speed of imaging with STED can be
optimized by imaging only the region of interest, as with confocal microscopy.
Recent developments in the area of STED microscopy have focused on im-
proving imaging speed or depth. However, due to STED’s complexity and the
requirement that the two beams be precisely aligned, its application is currently
limited to specialized areas, usually in research that involves small, thin samples.
Researchers aim to expand the application of STED by using adaptive optics
to correct the abberations from the samples, to increase its capability to thicker
samples [191], and to increase the imaging speed using simultaneous excitation
patterns [11, 129].
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1.11 Single Molecule Localization Microscopy
Single-molecule localization microscopy (SMLM) is another group of super-
resolution techniques which use a stochastic approach to allow a small sub-
set of isolated fluorescent molecules to be switched on at a particular moment
while the majority of the molecules remain in a nonfluorescent, or dark, off
state. The fluorescent signals emitted by these single fluorescent probes are cap-
tured by a camera, forming individual emission patterns, which are essentially
PSFs. The centers of these PSFs can then be pinpointed with high precision
[122]. A final image is reconstructed by localizing thousands to millions of such
single-molecule emission events. This is illustrated in Figure 1.14. SMLM imag-
ing can achieve a 20-40 nm resolution in the focal plane [122]. This gives it
the highest resolution among all three categories of superresolution methods.
SMLM includes photoactivated localization microscopy (PALM) [10, 127, 79],
stochastic optical reconstruction microscopy (STORM) [160], direct STORM
(dSTORM) [73], ground state depletion and individual molecule return (GS-
DIM) [51], and DNA-base point accumulation for imaging in nanoscale topog-
raphy (DNA-PAINT) [157]. Localization approaches can be extended to 3D
imaging [100, 81, 189, 140]. The very first implementation of 3D SMLM used a
cylindrical lens in the imaging path, so that the shape of the single-molecule im-
age (PSF) varies at different axial positions within the focal volume and the 3D
position of the molecule can be localized based on the centroid and ellipticity
of the PSF [87, 85]. More recently, additional approaches have been developed,
pushing the limits of the 3D imaging range, for example, using a double-helix
PSF [147], self-bending PSF [96], and tetrapod PSF [168, 71]. Improvement can
be made in the precision of localization, for example, by using interferometric
detection techniques like iPALM[171] or 4Pi-SMS [6, 88], by using supercritical-
angle fluorescence recovery [19, 35], or by using patterned illumination [7, 67].
Additionally, this approach can be applied to imaging of thick samples by incor-
porating adaptive optics [181, 182, 23], or by using using confocal or light sheet
illumination [71, 196]. Typically, the resolution of 3D SMLM is about 50 to 80
nm in the axial direction [122].

1.12 Structured Illumination Microscopy
Structured illumination microscopy (SIM) was first demonstrated in the con-
text of optical sectioning by Neil et al in 1997 [141]. This concept was extended
to improve the resolution by a factor of two, surpassing the conventional reso-
lution limit [153, 68]. This improved-resolution SIM is often referred to as SR-
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SIM. Compared with other superresolution methods, SR-SIM offers a more
modest improvement in resolution (∼ 100nm), but with faster imaging speed,
higher signal-to-noise ratio, and gentler treatment of the sample. This makes it
the best choice for live imaging applications.

2-D SR-SIM The principle of SIM is based on the Moiré effect, which is an
optical phenomenon where a lower frequency beat pattern is created by the
interference of two finer patterns. In SIM, this is realized by illuminating the
sample with a striped pattern. This way, the higher-frequency information,
which is normally limited by the passband of the optical system, is mixed into
the acquired images at lower spatial frequency. Therefore, the information from
the sample can be calculated with knowledge of the illumination pattern. Here,
the image actually conveys a measurement of the distribution of fluorescence
markers. This can be described by the following equation 1.9.

I em (r) = (I ex(r) · S(r))⊗ PSF (1.9)

Multiplication in the spatial domain is equivalent to convolution in the Fourier
domain. Because the Fourier transform pair of the sin or cos function isA[δ(ω−
ω0)∓ δ(ω + ω0)], and Iex is described as follows,

I ex(r) = I0 [1 + cos (k0 · r+ ϕ)] = I0
[
1 + 0.5

(
ei(k0·r+ϕ) + e−i(k0·r+ϕ)

)]
(1.10)

and because the Fourier transform of E(r) = I ex(r) · S(r) becomes equation
1.11, this means that when sinusoidal patterned illumination is used, the sample
information will be shifted and superimposed.

Ẽem(k) = I0

[
S̃(k) + 0.5S̃(k+ k0)e

iϕ + 0.5S̃(k− k0)e
−iϕ

]
(1.11)

The direction of the shift is defined by the stripe direction of the pattern, and
the amount of the shift is defined by a distance proportional to the inverse line
spacing of the pattern k0 [68]. Because the coefficients of the sum 1.11 depend
on the eiϕ, the shifted and superimposed D̃±k0 = OTF ∗ S̃(k ± k0)can be
separated using a simple linear equation as follows. D̃0

D̃k+k0

D̃k-k0

 =
1

3

 1 1 1

eiϕ1 eiϕ2 eiϕ3

e−iϕ1 e−iϕ2 e−iϕ3


Ĩemϕ1

Ĩemϕ2

Ĩemϕ3

 (1.12)

Illumination patterns with phases of 0, 2π/3, and 4π/3 are often used. In
order to have transversely isotropic resolution, the illumination pattern must
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be rotated and multiple images must be taken for each orientation (commonly,
three orientations are required, as shown in Figure 1.15).The final reconstructed
image is obtained through equation 1.13

I sr =
OTF (k+k0)S̃(k+k0)+OTF (k−k0)S̃(k−k0)+OTF (k)S̃(k)

|OTF (k+k0)|2+|OTF (k−k0)|2+|OTF (k)|2+w2 (1.13)

3-D SR-SIM SIM was further developed in a three-dimensional context, to
extend resolution in the axial and lateral directions, by Gustaffson et al [70].
The following equation describes the general form of the illumination beam.
The pattern comparison between 2-D SR-SIM and 3-D SR-SIM is shown in

I ex(rxy, z) =
∑
m

I exm(z)J ex m(rxy) (1.14)

According to Ref [70], three major conditions must be fulfilled in order to ac-
quire images that contain super-resolution details: 1) the illumination pattern
must be the sum of separable lateral and axial components, 2) the lateral func-
tions I exm should only consist of a single frequency, and 3) the illumination
pattern must be fixed in relation to the focal plane of the microscope. In 3-D
SIM, a three-dimensional lattice is created by the interference of three beams.
The Fourier transform of the captured data can be expressed as

D̃(k) =
∑
m

Om(k)
[
S̃(k)⊗ J̃ ex m(kxy)

]
(1.15)

In this equation, J exm is a simple harmonic which means that its Fourier trans-
form is equal to

∑
m δ(kxy − pm)e

iϕm . ϕ is the initial phase value of the har-
monic m, and pm defines the distance of the shifted object information S̃ in the
reciprocal space. Here, pm = mp is a multiple of the fundamental frequency.
As indicated above, the structure of the object can be solved for using a N × N
matrix. Here, the number of images acquired with N different pattern phases is
equivalent to the number of harmonic components. For 3-D SIM, a minimum
of 5 images with illumination pattern phases set at 0,2π/5,4π/5,6π/5, and
8π/5 are used. Once the frequency components are extracted, the final image
can be reconstructed using the equation (11) described in Ref [70]. This pro-
cess is shown in Figure 1.16. Because resolution improvement depends on the
illumination pattern frequency, the extension of the region of support in SIM
is also limited in this way. Therefore, the maximum resolution enhancement in
all directions (lateral and axial) is limited to 2x.
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NL-SIM This limit can be further overcome in 2-D by employing non-linearities
in the intensity response of the fluorophores (for instance, by saturating their
absorption). This way, the resulting emissions include a higher frequency, and a
theoretically infinite resolution can be achieved. In reality, only a finite number
of frequency components are raised above the experimental noise, which deter-
mines the final resolution. This method is known as nonlinear SIM (NL-SIM)
[92]. The concept was first studied theoretically under the name of saturated
patterned excitation microscopy [76], and the first experimental demonstration
was published in2005, showing that it is possible to obtain a lateral resolution of
50nm with dye-filled polystyrene beads [69]. However, the need for strong satu-
ration of the fluorophores requires a high laser intensity (∼ 10MW/cm2)[156],
which makes this approach not suitable for biological imaging. This issue was
eventually addressed using photoswitchable proteins (under 10W/cm2) [156].
However, the limited photoswiching cycles due to photobleaching, as well as
the need for 63 raw images for each reconstructed image (7 phases, 9 orienta-
tions, 945s/frame) makes this method too slow to image most cellular processes
[119]. Li et al. use an improved photoswitchable protein, skylan-NS, to im-
prove switching cycles to 710 and reduced the number of raw images down
to 25 (5 phases, 5 orientations, 350ms) with a slightly higher laser intensity
(20− 100W/cm2). This makes it a viable option for live-cell imaging.

NL-SIM has a unique appeal compared to SMLM and STED. It can achieve
a much larger imaging area than SMLM and STED, with a reasonable number
of images required to reconstruct a high-resolution image. However, it lacks
the main advantages of linear SIM (speed and strength of live-sample imaging
over a large field of view with non-specialized labeling). Therefore, linear SIM
currently remains the main workhorse of live-cell imaging in most applications.
This is due to the improvement in imaging speed of SIM by the implementation
of liquid crystal-based spatial light modulators (SLM) [50, 112, 155]. Fiolka et al.
created a version of 2-D SR-SIM combined with total internal reflection fluores-
cence microscopy (TIRF-SIM) using SLM. However, they only demonstrated
its resolution improvement on 50nm fluorescent microbeads (∼91 nm lateral
resolution) and did not report any speed improvement. Kner et al. first demon-
strated a TIRF-SIM system that can perform live-cell imaging at a speed of 11
frames per second (fps) using conventional fluorescent labels over 32×32 µm2

FOV [112]. Later, a 3D-SIM version of the same setup was used to image HeLa
cells at a speed of 5s per volume [167], and a version with multicolor imaging
capability is able to image filopodia and lamellipodia in living neurons at rates
of 8.5s per volume. The imaging speed of SIM is further improved to 79 (fps)
using a rolling shutter sCMOS camera over a 16.5×16.5 µm2FOV in 2-D [174].
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Since 3-D imaging with SR-SIM involves sequential acquisition of vertical image
stacks, this is further limited to imaging of slower dynamics. Abrahamsson et
al. combined SR-SIM with multifocus microscopy [3] using a custom-designed
grating [2] to increase the 3-D imaging speed of SIM. This concept is also real-
ized using a multi-plane prism [36], and is able to achieve a volumetric imaging
speed of 1.3Hz.

LSFM-SIM Most SIM systems use epi illumination, and out-of-focus light
constrains SIM to imaging mostly thin samples with a FOV less than 40-50 µm

and axial range less than 10µm. TIRF was a solution to this issue, however,
TIRF only allows for imaging of a part of the sample close to the coverslip.
LSFM addresses this and improves SIM’s ability to image thicker samples, such
as Drosophila embryos and zebrafish embryos. The early combination of light
sheet illumination with optical sectioning SIM [141] involved using a coarse
illumination pattern (wave length of the illumination pattern less than or equal
to λ/NA). The striped pattern is created either by a Ronchi grating [22] or by
modulating laser intensity in a DSLM configuration [105].

Planchon et al. presented a version of LSFM-SIM using a stepped Bessel-
Gauss beam to create a finer excitation pattern [149] with the reconstruction
algorithm described in Ref [101]. They imaged live and fixed U2OS cells, LLC-
PK1 cells, and HeLa cells with a 40-60µm FOV over a 40-50µm range (0.8NA,
excitation and detection objective, ∼ 300nm resolution in axial and one lateral
direction). Later, an improved version of Bessel SR-SIM LSFM was demon-
strated by Gao et al. In this setup, unlike in their previous work, an array of
seven parallel Bessel-Gauss beams is generated using a diffractive optical element.
This microscope has an excitation and detection objective lens pair (0.65NA
and 1.1NA). The processing algorithms of 3-D SR-SIM were implemented in
this work [58, 59]. They demonstrated the performance of the microscope by
imaging live C. elegans embryos and Drosophila embryos, achieving a volu-
metric resolution of 194 ×238× 419 nm3. However, the illumination pattern
shown here was only one-dimensional.

In 2015, lattice light sheet microscopy (LLSM) was published by a group led
by Eric Betizig, under a similar concept to their Bessel SR-SIM LSFM config-
uration [28]. However, SLM was placed at the conjugated image plane to the
excitation objective lens. Then, SLM was used to create optical lattices in two
dimensions (both within the xy plane and along the axial direction) and the con-
finement of the lattice was also optimized through constructive and destructive
interference of the light beams. LLSM allows for two operating modes. One
uses a dithered interfered light sheet where the system has a resolution of 230nm
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in x and 370nm in z. The other operating mode uses a SR-SIM approach to
achieve a volumetric resolution of 150 nm× 230 nm×280 nm (<=100µmFOV)
with three to five images with phase shifted illumination [201]. The LLSM uses
a V-shaped light sheet configuration, which limits the illumination pattern to a
single orientation. This causes the system to have a non-uniform resolution in
the lateral direction.

Coherent structured illumination LSM (csiLSFM) is another approach that
combines light sheet microscopy with SR-SIM. This method, unlike LLSM,
achieves a transverse isotropic resolution down to 100nm. This is accomplished
by creating a standing wave pattern using counter propagating beams from
two excitation objective lenses. The csiLSFM offers flexibility in controlling
the orientation of the illumination patterns. However, the axial resolution
is 8× poorer than the lateral resolution (∼800nm). In addition, the pattern
generation in a non-common path configuration makes it very sensitive to any
perturbation by the sample. This system has not been widely adopted.

1.13 Objectives of This Dissertation
The ability to capture large regions of the neural network in living model organ-
isms, such as zebrafish and fruit flies, at a subcellular scale will further advance
neurological research. Among all of the available options, LLSM currently is
the most suitable choice for this goal. Despite its non-uniform resolution and
limited imaging depth (<= 50µm), LLSM is being widely adopted. However,
it is most often operated in the dithered mode with a rather strict sample mount-
ing requirement (sample must be adhered to a small 5mm coverslip). There is
currently no approach that effectively combines SR-SIM with light-sheet to
achieve isotropic resolution improvement on thick, multi cellular samples. In
this project, we aim to provide a microscopy platform that will effectively com-
bine SR-SIM and LSFM. With this system, the user should be able to capture
images over an area of the nervous system more than 100µm in larval stage sam-
ples at subcellular resolution (161 to 241 nm in all lateral directions, 336 to 458
nm axial).
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Figure 1.10: (A). Schematics of a light sheet, with the area of Y width × 2Z r
depicting a possible FOV of detection. Z r is the extent of the Rayleigh range
along the axial direction, i.e., the distance to which the beam waist is increased
by a factor of

√
2. (B). In scanning light sheet microscopy, the beam scanning

speed is synchronized with the rolling shutter of the camera, and the thickness
of the beam can be used to estimated the confocal slit width. (C). The archety-
pal light-sheet microscope: paired, orthogonal optical paths provide plane-wise
illumination (blue) and wide-field fluorescence detection (green). (D). Illustra-
tion of the relationship between the collection half angle, numerical aperture,
working distance of a microscope objective, and comparison of low and high
NA objective lenses. (C) is adapted from Ref [150], and (D) is adapted from
Ref [158, 25].
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Figure 1.11: LSFM configurations. (a). L-shape LSFM with a single illumina-
tion and a perpendicular detection arm. (b) T-shape LSFM with opposite di-
rectional illumination arm. (c) X-shape LSFM with four illumination/imaging
arms. (d) V-shape LSFM with single illumination arm and detection arm. (e)
V-shape LSFM with dual side illumination and detection. (f) V-shape open top
LSFM. (g) LSFM with a tilted illumination light sheet. (h) Reflected single
objective LSFM. (i) Oblique plane illumination LSFM.
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Figure 1.12: Basic confocal microscope layout is shown in (a-b). Simulated three-
dimensional point spread functions and corresponding optical transfer func-
tions. (c-e) Wide-field microscope. (f-h) Confocal microscope. In both cases,
the numerical aperture of the objective is 1.2 and the refractive index of the
medium is 1.333. The wavelength of the emitted light is assumed to be 520 nm.
Figure (a-b) is acquired from Ref [40].
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Figure 1.13: The principle of stimulated emission depletion (STED) microscopy.
(a) Jablonski diagram of a fluorescent molecule. In addition to the processes
of excitation and spontaneous emission, stimulated emission is now used to
switch off excited molecules in a targeted way. (b). Absorption and emission
spectrum of a fluorescent molecule. The depletion laser is shifted to the far
right of the emission spectrum of the fluorophore. (c). In comparison to the
confocal microscope, an additional depletion laser is now superimposed with
the excitation beam. A helical phase mask imprints a phase retardation from
0-2π onto the STED beam, that when imaged into the sample plane, creates a
doughnut-shaped depletion pattern. The right inset shows the overlap of the
excitation and STED beams in the focal plane. Wherever the STED intensity is
sufficiently high, excited fluorophores are driven into their off-state. Therefore,
fluorescence is only emitted from sample regions where the STED intensity is
negligible. This fluorescence is separated from the laser light and imaged onto
a point-detector. Most STED microscopes utilize pulsed lasers for excitation
and depletion. The central inset illustrates that a time delay between the excita-
tion and STED pulses is necessary for effective suppression of the fluorescence.
Figure is reprinted from Ref [40].
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Figure 1.14: The principle of single molecule localization microscopy (SMLM).
Labeling the yellow circle (i.e., a biological structure below the diffraction limit)
efficiently with fluorescent dye to be imaged with a fluorescence microscope.
The conventional diffraction-limited wide-field microscope produces a blurred
image. SMLM imaging produces a super-resolved image that is constructed
from a set of time-separated images, where in each time frame image, a sparse
set of excited labeled proteins can be localized using Gaussian PSF to form the
final point-cloud super-resolution image of the structure. Figure is reprinted
from ref [109].
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Figure 1.15: Concept of resolution enhancement by structured illumination.
(a) If two line patterns are superposed (multiplied), their product will contain
Moiré fringes (seen here as the apparent vertical stripes in the overlap region). (b)
A conventional microscope is limited by diffraction. The set of low-resolution
information that it can detect defines a circular ‘observable region’ of reciprocal
space. (c) A sinusoidally striped illumination pattern has only three Fourier
components. The possible positions of the two side components are limited
by the same circle that defines the observable region (dashed). If the sample is
illuminated with such structured light, Moiré fringes will appear, representing
information that has changed position in reciprocal space. The amount of that
movement corresponds to the three Fourier components of the illumination.
The observable region will thus contain, in addition to the usual information,
moved information originating from two offset regions (d). From a sequence of
such images, with different orientations and phases of the pattern, it is possible
to recover information from an area twice the size of the normally observable
region, corresponding to twice the normal resolution (e). Figure acquired from
Ref [68].

Figure 1.16: Comparison of the illumination patterns between (a) the WF mi-
croscope, (b). 2D SR-SIM microscope, and (c). 3-D SR-SIM microscope. This
image is acquired from Ref [70, 163].
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Figure 1.17: (a) Simplified diagram of three-dimensional structured illumination
microscope. (b). Three-dimensional lattice is generated using three beam in-
terference. Cross section through a DAPI-stained C2C12 cell nucleus acquired
with conventional wide-field illumination (c) and with structured illumination
(d). The same cross section of the reconstructed 3D-SIM image, showing en-
hanced image details, is shown in (e). The increase in resolution is shown in
frequency space on the right, with the coverage extending two times farther
from the origin. Scale bars indicate 5 µm. (f). Five phases of the sine wave
pattern are recorded at each z position, allowing the shifted components to be
separated and returned to their proper locations in frequency space. Three im-
age stacks are recorded with the diffraction grating sequentially rotated into
three positions 60° apart, resulting in nearly rotationally symmetric support
over a larger region of frequency space. This image is acquired from Ref[70,
163]
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Chapter 2

Zebrafish neural imaging
with light sheet

microscopy

A fundamental problem in biomedical science is understanding the 3D struc-
ture of the brain and other organs at the cellular level. Large, thick specimens
and live model organisms such as zebrafish, C. elegans, and D. melanogaster are
widely used for studying organ development, human diseases and the nervous
system. A central goal of modern neuroscience is to obtain a mechanistic under-
standing of higher brain functions under healthy and diseased conditions [54].
Zebrafish is a vertebrate organism that holds promise for understanding brain
function and neurological disorders, due to its small size and transparency at lar-
val stages. Further, zebrafish offer a wide range of genetic tools and advantages
for neurophysiological approaches [54].

Several groups have demonstrated the superior high temporal performance
of light sheet systems in both 2D and 3D [4, 146, 45]. Various configurations
of LSFM have been developed and applied to different sizes of samples. These
include single cell imaging [71, 132, 83], small multicellular samples such as C.
elegans, D. melanogaster, and zebrafish embryos [91, 58, 187], samples which are
hundreds of microns in size such as C. elegans [143] and zebrafish larvae [4], and
even samples up to a few centimeters in size such as whole mouse embryos [37]
and human prostate tissue [62]. Even though LSFM provides a high temporal
resolution and excellence in optical sectioning, the resulting images are greatly
affected by the thickness of the sample, especially when applied to large and
semi-opaque samples. Scattering introduces extra background light into the
resulting image, which leads to a lower signal to noise ratio (SNR) and reduced
contrast.
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A number of methods have been proposed to address this issue, such as
using the non-diffracting Bessel [45, 149, 43] and Airy [193, 208] beams for exci-
tation. Unfortunately, the side lobes of the Bessel and Airy beams also introduce
extra out-of-focus light, which worsens the sectioning performance of the sys-
tem. Using confocal slit detection or two-photon excitation in conjunction
with a Bessel or Airy beam can help minimize this problem. However, because
these measures result in a higher light dose on the sample, they also result in an
increased rate of photo bleaching and increased risk of photodamage to the sam-
ple [150][24]. An alternative approach is combining structured illumination
microscopy (SIM) [141] with LSFM. SIM was first employed in conventional
widefield fluorescence microscopy as an optical sectioning method which works
by projecting a sinusoidal illumination pattern onto the sample and reconstruct-
ing the optically sectioned image using three images with a phase difference of
2π/3[141]. SIM has been combined with LSFM by replacing the light sheet
created by a cylindrical lens with a scanned Gaussian or Bessel beam that can
be modulated to create an SI pattern [149, 22, 105, 84]. This approach is re-
ferred to as digitally scanned light sheet microscopy (DSLM). For optical sec-
tioning, the three sinusoidal patterns are most commonly combined using the
root mean square (RMS) reconstruction algorithm [141]. HiLo microscopy has
also been combined with LSFM as an alternative reconstruction algorithm [134,
166]. Previously, we have shown that combining the SIM images using a lin-
ear reconstruction algorithm (LR-SI) produces images with a flatter frequency
response and better image fidelity at low signal intensities [183]. In this study,
we combine LR-SI with DSLM [108]. LR-SI has previously been combined
with LSM to study early stage C. elegans embryos and other samples with linear
dimensions of ∼ 50µm or less [58]; here, we apply LR-SI to zebrafish larvae
with a lateral dimension of ∼ 500µm. Additionally, we combine digital scan-
ning and structured illumination (SI) with electronic confocal slit detection
(eCSD) [148]. This approach achieves a final optically sectioned image with a
signal to noise ratio 5.6 times higher than the RMS method, while using the
same number of frames. We evaluate the performance of our DSLM system
comparing RMS-SI and LR-SI with different parameters, imaging fluorescent
bead phantoms and thick biological samples (zebrafish larvae), and comparing
the contrast enhancement. We apply this approach to imaging neural activity
in PTZ treated 7 day post fertilization (dpf) zebrafish larvae using a GCaMP
indicator and demonstrate two-color imaging at 7 frames per second.
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Figure 2.1: Optical setup of the system. A 10× 0.3NA water dipping objec-
tive is used as the illumination objective lens and a 20×0.5NA water dipping
objective is used as the detection objective lens. M1-8: Mirrors; D1, Dichroic
Mirror; T1: 2× magnification lens pair (25mm and 50mm efl); T2 5/3 demag-
nfication lens pair (50mm and 30mm); T3 2/3 demagnification lens pair (300m
and 200mm efl); TL: Tube lens (180mm efl); L1-2: Relay lenses (f1=100 or
80mm;f2=200mm); GV: 2-axis galvo mirror.

2.1 Optical System Design
The system, shown in Fig.2.1, is a modified version of the Open design SPIM
[33]. The system described here was developed to image zebrafish larvae express-
ing the GCaMP5 calcium indicator and red fluorescent protein (RFP). We use
two lasers, a 488nm laser (Coherent OBIS LX 50mW) and a 561nm laser (Co-
herent OBIS LS 50mW) to sequentially excite the fluorescence. The lasers are
combined by a dichroic mirror (Thorlabs DMLP505T) for multi-color imaging,
and they co-propagate into the sample. First, a telescope lens pair expands the
laser beam by a factor of two. The beam is then directed onto a dual-axis galvo-
mirror scanner (Thorlabs GVSM002). After the galvo-mirror scanner, the light
passes through a 0.6× reducing telescope lens pair which re-images the galvo
onto the back pupil of the illumination objective lens (Olympus UMPLFLN10

×/W 3.3mm WD, 0.3NA). The light forms a Gaussian beam with a 6.5µm
FWHM waist at the focal plane of the objective which is scanned to form a
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scanning light sheet. The detection objective lens (Olympus, UMPLFLN 20×
/W, 3.3 mm WD 0.5NA) collects the fluorescent light, and the image formed
by the tube lens (Olympus U-TLU 180mm efl) is relayed by two 4f systems
onto the sCMOS camera (Hamamatsu Orca Flash 4.0v2). The final magnifi-
cation of the system is 33.3 by using a 80mm focal length lens as L1. The back
pupil plane of the imaging objective lens is projected onto deformable mirror
(M6,4.4mm clear aperture). The 33.3 magnification gives an effective pixel
size of 195nm and FOV of 399.36µm. A multi-bandpass filter (Semrock FF01-
514/605/730 − 25) is placed in front of the camera. The two relay systems
serve to both increase the magnification and provide access to the back pupil
plane for an Adaptive Optics system, which will be discussed in Chapter 4. The
sample holder is placed in a 4D translation stage (Picard industries USB 4D-
STAGE) so that the sample position can be adjusted relative to the illumination
and detection unit. We use the stage translation approach to acquire 3D data.
The sample is moved along the z-axis of the detection objective lens and a series
of cross-sectional images of the sample are captured. The galvo scanner is driven
by a saw-tooth voltage waveform using a DAC shield (Digilent Analog Shield)
and Arduino microcontrollers. The light sheet mode of the camera was used, in

Figure 2.2: Implementation of DSLM-SI. (a) Illustration of the structured
illumination light sheet configuration. (b) Controlling waveform of the galvo
scanner for a 500 × 500 µm2 field of view (FOV). (c) The laser modulation
waveform with k0 = 0.0427 µm−1 is shown.

which lines of pixels are read from the top of the sensor to the bottom. Fig.2.2
shows the sawtooth waveform which is used to drive the galvo scanner. This
wave form is synchronized with the signal generated by the rolling shutter of the
camera. The width of the rolling shutter is set to the full width half maximum
(FWHM) of the Gaussian beam in pixels. This way, only the activated area of
the sensor is illuminated, and the background light is further decreased. The
laser beams are alternately turned on for each vertical scan so that information
from both channels is acquired in an interleaved manner. For high-speed, large
field of view functional imaging, the exposure time for each pixel line is set to
1µs and a 19µs delay occurs between each line exposure. A delay of 0.73 ms
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between each vertical scan is also added. By using 1024 lines of pixels, we are
able to achieve a 20.96 ms interval time between each frame, corresponding
to 23.57 frames per second (fps) imaging speed for two channels. The system
has a resolution of 510nm laterally and 4.1µm axially in the green channel.
For the purpose of enhancing the optical sectioning power of the system, we
tested various sets of T1 lens pairs (2×, 3×, and 5× magnifications). This al-
lows us to change the effective NA of the illumination objective lens, so that
we can obtain a thinner sheet (FWHM: 7µm, 4µm, 2.8µm), shown in Fig.2.3.
The microscope is controlled through a Dell precision 5810 Tower with 32GB
RAM and custom-developed LabVIEW program. The synchronization signal
is achieved through two Arduino microcontroller boards and a chipKit u32 mi-
crocontroller board with a DAC shield. One of the Arduino boards is equipped
with DAC shield which is responsible for controlling the galvo scanner. The
interrupt pin of the board is connected to the h-sync signal of the camera, allow-
ing for the synchronization of the beam position. The other arduino board is
responsible for counting the pixel line number and modulating the laser on/off
state.

2.2 Structured Illumination and Image Recon-
struction

The structured illumination pattern is formed by modulating the illumination
laser beam. As the laser beam scans along the y-axis of the detection objective
lens’s focal plane, an Arduino microcontroller is used to digitally modulate the
laser intensity to create the SI pattern. This approach allows us the flexibility to
rapidly change the SI frequency so that the optimum optical sectioning power
can be achieved. We acquire three images sequentially for each channel with a
pattern phase difference of 2π/3 between sequential images.

After acquiring images of the sample, we employ both the RMS method
[25] and the LR-SI method [31] to reconstruct the optically sectioned images
[141]. The RMS method is given by Eq. 2.1, the wide field (WF) image is given
by Eq. 2.2, and the LR-SI image is given by Eqs. 2.4 or 2.5.

Isectioned =

√
(Iφ1 − Iφ2)

2 + (Iφ2 − Iφ3)
2 + (Iφ1 − Iφ3)

2 (2.1)

Iwf =
1

3
(Iφ1 + Iφ2 + Iφ3) (2.2)
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In the LR-SI method, the shifted copies of the D̃±k0

(
k
)

can be separated with
Eq. 2.3, in which φ1 = 0, φ2 = 2π/3, φ3 = 4π/3 and F−1{} stands for
inverse Fourier transform. D0

D+k0

D−k0

 =
1

3

 1 1 1

eiφ1 eiφ2 eiφ3

e−iφ1 eiφ2 eiφ−3

 Iφ1

Iφ2
Iφ3

 (2.3)

ILR−SInonzero = F−1

{
[H̃∗(k⃗)D̃0(k⃗)+H̃∗(k⃗+k⃗0)D̃+k0

(k⃗+k⃗0)+H̃∗(k⃗−k⃗0)D̃−k0
(k⃗−k⃗0)]

[|H̃(k⃗)|2+|H̃(k⃗+k⃗0)|2+|H̃(k⃗−k⃗0)|2+w2]

}
(2.4)

The scattering component of the signal is heavily concentrated near zero spatial
frequency. Therefore, to remove the scattering, we can calculate the LR-SI re-
construction without the zero-order term, Eq. 2.5. This method will be referred
to as LR-SI-non.

ILR−SInonzero = F−1

{
[H̃∗(k⃗+k⃗0)D̃+k0

(k⃗+k⃗0)+H̃∗(k⃗−k⃗0)D̃−k0
(k⃗−k⃗0)]

[|H̃(k⃗+k⃗0)|2+|H̃(k⃗−k⃗0)|2+w2]

}
(2.5)

The parameter w in Eq. 2.4 and Eq. 2.5 is manually adjusted to achieve the
optimal reconstructed image. The reconstruction algorithm is programmed
using Python with additional packages including Numpy and Scipy.

2.3 Beads Sample Preparation
We use dye phantoms, sub-diffraction fluorescent beads and biological samples
to test the performance of our system. For fluorescent dye phantom preparation,
first we mix the dye with DMSO into a 1.3mM stock solution, then dilute the
stock fluorescent dye (ThermoFisher scientific Alexa Fluor 488 or Alexa Fluor
568) in 0.2% agar in the ratio of 1 to 500. We then load the mixed solution into
a FEP tube (Valco-TFEP 130; OD 1.59mm, ID 0.76mm) for imaging. Both
ends of the tube are plugged with 3% agar gel.

We prepare bead phantoms with different sizes of beads. Here, 200nm
yellow-green (ThermoFisher Scientific F8811) fluorescent beads, 200nm red
fluorescent beads (ThermoFisher Scientific F8810) and 1µm yellow-green flu-
orescent beads (ThermoFisher Scientific F8823) are used. The beads are first
diluted with DI water (18.2 MΩ/cm) in a ratio of 1:1000 separately as stock
solutions. We mix the stock together with 0.2% agar gel in a ratio of 20 to 1.
Then, we inject the agar bead solution into an FEP tube and plug both ends of
the tube with 3% agar gel.
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2.4 Zebrafish Sample Preparation
We imaged 3 different samples– wildtype, wildtype treated with PTZ, and a
gad1b null mutant. The genotype of the wildtype fish is elavl3:GCaMP5g;
gad1b:RFP;mitfaw2/w2. Here, we followed the protocol described in [199]. The
transgenic zebrafish larvae were paralyzed with alpha-bungarotoxin (125.25µM
α-BTX). For fish that were not already genetically mutated to experience ab-
normal neural events, additional 15mM PTZ was added to the environment to
induce the abnormal neural condition. For fixed samples (structural imaging),
samples were bathed in diluted tricane solution, which consists of 0.4% tricane-
s solution that has been diluted with E3 media in a ratio of 42 to 1000. The fish
were then placed in a 0.2% agarose solution mounted in the FEP tubing. Both
ends were plugged with 3% agar gel.

2.5 Data Analysis
We calculated the signal-to-background ratio (SBR) and SNR for both the beads
image and the sample image across all methods. For the beads images, we first
calculated the background value using the mean intensity value of five different
dark, featureless regions (5050 pixels) around the image. The noise is calculated
by taking the average of the standard deviations from the above five regions. The
signal is calculated by taking the maximum intensity in each of five randomly
selected regions of interest (ROI), each 20 × 20 pixels, and then dividing by
the background value to produce a ratio. For the biological sample images, we
applied the same method. The difference was only that the ROIs were larger
(200×200 pixels), and the backgrounds were also larger (500×500 pixels). For
the functional data analysis, Fig. 2.6, the intensity value of each time point is the
sum of all pixels of the ROI. The background value is established by averaging
the intensity value over a 10 second period where no intensity fluctuation is
observed and the noise is the standard deviation over the period. The signal to
background ratio is calculated by taking the peak intensity over the background
value, and the SNR is calculated using the peak intensity over the noise.

2.6 Results and Discussion
In LSFM, the thickness of the sheet is directly related to the optical sectioning
performance of the system. A thinner beam will introduce much less out-of-
focus light into the system and allow us to achieve a higher z-axis resolution.
The thinner beam is also directly related to the modulation depth of the SI
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pattern because the ideal sectioning strength corresponds to a spatial frequency
k0 = NA

λ
. For our system, the ideal SI pattern wavelength is ∼ 1µm, smaller

than the Gaussian Beam Waist. Therefore, a thinner beam will allow us to
achieve much better contrast. Fig. 2.3 shows different beam profiles for different
amounts of initial magnification of the 488 nm laser. The Rayleigh length
of the beam is directly proportional to the square of the beam waist (ZR =
πw0

2

λ
), which means that the FOV is inversely proportional to optical sectioning

strength. Three different beam waists were tested (BM1, BM2, and BM3) by
expanding the laser beam by 2×, 3×, and 5× using different lenses in the T1
lens pair in Fig. 2.1. BM1 has a full width half maximum (FWHM) of 6.60±
0.18µm and a corresponding Rayleigh length of 305µm, BM2 has a FWHM
of 4.38± 0.16µm with a Rayleigh length of 110µm, and BM3 has a FWHM
of 3.85± 0.15µm with a Rayleigh length of 40µm.

Fig. 2.3 (c)–(e) demonstrate the different frequency patterns created in the
Alexa 561 dye phantom. Fig. 2.3 (f)–(h) show the Fourier transforms of Fig.
2.3 (c)–(e). Fig. 2.3 (i)–(k) show the theoretical modulation depth and the
experimental results with the fluorescent dye phantom. Here, we used the 48-
pixel pattern (9.36µm), which provides the best modulation depth with the
6.60µm beam waist, which is critical for later reconstruction. Fig. 2.4 compares
the optical sectioning performance of the widefield DSLM system to RMS-
SI, LR-SI, and LR-SI-non, using images of the 200nm YG fluorescent bead
phantom acquired by our system. Fig. 2.4(a)–(c) are99.84×99.84µm2 regions
from the 399.36×399.36µm2 image. The PSF is measured using the intensity
profile of the fluorescent beads. The lateral PSF is plotted in Fig. 2.4 (i), and
Fig. 2.4 (j) is the axial point spread function. The DSLM results in a full width
half maximum (FWHM) of 693 ± 25 nm in the y–axis and 4.64 ± 0.59µm
in the z–axis, while the FWHM of the PSF with RMS–SI is 679± 22 nm and
4.43±0.48µm. That of the LR–SI image is 534±23 nm and 3.91±0.56µm,
and that of the LR–SI–non is 499±20nm and3.70±0.60µm. The resolution
with LR–SI is better due to the Wiener filter in Eqs. 2.4 and Eqs. 2.5 which
boosts the higher frequencies. We calculated the signal to noise ratio (SNR)
of each method; the LR–SI–non image shown in Fig .2.4(d) has an SNR of
386, whereas the images in Figs. 2.4(a), 2.4(b), and 2.4(c) have SNRs of 68, 113,
and 124, respectively. LR–SI–non yields a SNR 5.6 times higher than the wide
field image and 3.4 times higher than the widely adopted RMS–SI method.

Then, we tested our system with thick biological samples, zebrafish larvae,
using a11.7µm illumination pattern with the 2×magnification lens pair (beam
waist 4.38± 0.16µm). Fig. 2.5 illustrates the gad1b: RFP expression in a 7–day
old zebrafish larva’s central nervous system, acquired in the DSLM–SI mode. In
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Fig. 2.5(a)-2.5(d), from left to right, are the WF, RMS–SI, LR–SI and LR–SI-
non images. Enlarged cutouts from Fig. 2.5(a-d) are shown in Fig. 2.5(e-h) and
the contrast enhancement is demonstrated through the line intensity profile
at the location noted in Fig. 2.5(e) for each of the methods. The line intensity
profile is shown in Fig. 2.5. The Wiener parameter is set to 0.31 for linear
reconstruction, resulting in a smoother profile for LR-SI compared to WF and
RMS–SI. The LR–SI–non has better contrast in comparison with LR-SI, due
to the removal of the zero order term during the reconstruction process which
eliminates the scattering component. Fig. 2.6 shows three different time points
during a two-minute video clip, comparing the four different methods. From
top to bottom, the series of images shows the WF, RMS–SI, LR–SI and LR–
SI–non methods, respectively. From left to right, the interval between each
time point is 0.5 second. Here, the system has a raw imaging speed of 47.7 fps.
The optically sectioned image require 3 images to reconstruct one sectioned
image, this will give us a frame rate of 15.9 fps. Our system acquires two color
images sequentially, which result in an effective imaging rate of 7 fps. Fig. 2.6
shows that neural activity can be captured by our system in two colors.

The intensity change is plotted as a function of time in Figure 2.6. LR–
SI–non has a signal to background ratio of 2.8 and LR–SI has a signal to back-
ground ratio of2.4, which shows that LR-SI-non has higher peak signals relative
to the background. However, the LR-SI-non also results in lower signal to noise
ratios compared to LR-SI (91 compared to 350). In Fig. 2.6, neural events can
be observed at t ∼= 0s, t ∼= 75s and t ∼= 97s. The optic tectum of the larval
zebrafish is a major part of the mid-brain and consists of a large number of un-
myelinated axons. This results in a relatively uniform fluorescent region in the
image. This region is largely contained within the lower frequency bandwidth.
Removal of the zero order term during the reconstruction process results in a
lower intensity of the signal, which leads to lower SNR in the ROI.

When imaging large samples, absorption and scattering structures inside
the sample in the excitation light path cause stripe artifacts. [120]. Fig. 2.7
shows 2D slices from a 3D stack at a range of depths as a comparison between
different methods. Here, we observed that stripe artifacts become much more
noticeable as we image deeper into the sample. This is due to the extra tissue,
which introduces more scattered light. In addition, the stripe artifacts are much
more obvious in RMS–SI and LR–SI–non, because the stripe artifacts are part
of the high frequency structure of the image [89]. Fig. 2.7 shows the x–z planes
of the 3D volume, illustrating the comparison between all four methods that
we described above. LR–SI–non, Fig. 2.7, yields a stronger optically sectioned
image. However, the stripe artifact is more apparent in comparison with Fig.
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2.7(c). This is noted with a blue arrow in Fig. 2.7(c)-(d). Various computational
methods [120, 93] have been developed to mitigate the stripe artifacts, however,
the large amount of data in LSFM images exponentially increases the compu-
tational cost of these methods [63]. Multidirectional SPIM [89] is a promising
method for alleviating stripe artifacts, however, it is not compatible with SI.
Self-reconstructing beams have been shown to mitigate stripe artifacts and are
compatible with DSLM-SI and, therefore, could be used in combination with
DSLM-SI and LR-SI reconstruction [43]. The effect of optical aberrations on
SI has been studied previously, and the aberrations have been shown to decrease
pattern contrast and decrease the SNR of the reconstructed image [184]. By us-
ing FEP tubing to mount our samples, we have minimized the effect of spherical
aberration in our system, as can be seen by the measured axial width of the PSF,
which is in good agreement with the theoretically expected PSF width from a
well-corrected 0.5NA objective (2λ/NA2 ≈ 4.0µm). Aberrations could be
further controlled through the use of AO.

2.7 Conclusion
In conclusion, we have demonstrated the combination of linear SI with LSFM
to image neural activity in the central nervous system of 7 dpf zebrafish larvae.
Using linear SI, we can image 2–D planes in two colors at 7 fps. Linear SI shows
higher SNR than both conventional DSLM and RMS-SI. In highly scattering
sections, the scattering signal can be eliminated by removing the zero–order
term in the linear SI reconstruction. Linear SI with the zero order removal also
shows superior axial sectioning compared to RMS-SI in our setup, where the ax-
ial resolution of the imaging objective is comparable to the thickness of the light
sheet. As the imaging plane is moved deeper into the sample where the sample
is thicker, stripe artifacts become apparent due to absorption and scattering
of the excitation beam. To address this problem, multiple computational ap-
proaches [120, 93] could be applied. In the following chapter, I will discuss the
approaches that we developed to reduce the stripe artifacts that are compatible
with DSLM-SI.
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Figure 2.3: Illumination beam profile characterization using Alexa 488 dye
phantom. (a). Beams BM1, BM2, BM3 are formed by using 2×, 3×, 5× mag-
nification lens pair respectively.The scale bar is 50 µm. (b). Intensity profile at
the beam waist. (c)–(e) SI patterns generated using the 2× lens pair. SI patterns
of 9.36, 4.68, and 2.34 µm. The FoV is 99.84× 99.84 µm2, cutout from the
399.36 × 399.36µm2 image. Scale bar is 40µm.(f)–(h) Frequency space rep-
resentations of (c)–(e), respectively. Scale bar is 0.3µm−1. (i)–(k) Normalized
intensity plots of the cross-section of the images in (c) and (e). Dotted line is th
experimental result and the solid line is the theoretical value.
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Figure 2.4: Comparing performance with different methods: (a) WF, (b) RMS-
SI, (c) LR-SI, and (d) LR-SI-non. Image size 99.84× 99.84µm2 and scale bar
20µm. (e) - (h) Axial point-spread function measured with beads phantom
using the methods mentioned above. Image size 3.22× 18µm2 and scale bar
5µm (i) Intensity profile of lateral point-spread function along the y-axis. (j)
Intensity profile of axial point-spread function of the system
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Figure 2.5: Maximum intensity projections of 7–day old elavl3:GCaMP5g;
gad1b:RFP; mitfaw2/w2 zebrafish larva. (a)–(d) are WF, RMS–SI, LR–SI and
LR–SI–non reconstructed images of the red channel of zebrafish larva’s central
nervous system, respectively. WF and RMS images are scaled up 2×bicubicly to
match the pixel count of the LR–SI method. The image size is 500× 500µm2

and scale bar shown in (a) is 75µm. (e)–(h) are 183.4×183.4µm2 cutout from
(a)–(d) and the scale bar shown in (e) is 25µm. Normalized intensity profiles
are plotted along line at the location noted in the Figure 6(e) for each of the
reconstruction methods. The Wiener parameter (w) is set to 0.31 for the linear
reconstruction.
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Figure 2.6: 7–day old elavl3:GCaMP5g; gad1b:RFP; mitfaw2/w2 zebrafish larva
treated with 15–mM PTZ at three different time points. 195µm × 195µm
cutouts from 199.7×399.4µm2 images are shown. The scale bar is 30µm, and
the images are acquired with an illumination pattern of 9.36µm at a speed of
∼ 48raw fps, corresponding to seven reconstructed two–color fps. The interval
between each time point is 0.5 s. The bottom row shows an intensity change
of the ROI noted in (a), plotted as a function of time. LR-SI non shows higher
peak signals relative to the background compared to LR-SI. However, the LR-
SI-non results in lower signal to noise ratios relative to the LR-SI method.
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Figure 2.7: Slices from a 3D-image stack of 7–day old zebrafish larva DSLM–SI.
From the top to bottom row: WF, RMS–SI, LR–SI, and LR–SI–non. Each
column is a different depth into the sample. Comparison of optical sectioning
performance. x–z planes from 3-D stack shown.
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Chapter 3

Correcting artifacts in
light sheet microscopy

imaging

When imaging large, semi-opaque biological specimens with LSFM, the struc-
tures inside the sample will often cause variations in absorption and scattering
as the light sheet travels through the specimen. This leads to optical aberrations
and non-uniformity in illumination [89, 200, 63]. This issue has been addressed
by using approaches such as multi direction illumination [89, 180, 157], or self-
reconstructing light beams such as the Bessel beam [44, 47, 61], or the Airy
beam[193, 190]. Unlike the Gaussian beam which is formed by the superpo-
sition of plane waves with different inclinations and the angular distribution,
these beams are result of the linear superposition of plane waves arranged on
the surface of a cone [137]. Therefore the beam will retain its profile even when
it is partially obstructed at one point.

Unfortunately, none of these methods are compatible with DSLM-SI. Shad-
owing artifacts can also be reduced through various computational methods
[93, 204]. However, LSFM often generates a large number of data sets [5],
which results in high computational costs [63]. Recently, a method compatible
with DSLM-SI has been proposed that uses a cylindrical lens with DSLM to in-
crease the angular diversity of the illumination beam along the z-axis [63]. This
approach, multi-directional digital scanned light-sheet microscopy, has been
demonstrated with confocal line detection to reject scattered light.

In this chapter, I will discuss an approach for alleviating stripe artifacts that
is compatible with DSLM and DSLM-SI, and we demonstrate a new SI recon-
struction approach that further reduces stripe artifacts in the reconstructed im-
age. We demonstrate that the combination of these approaches reduces stripe
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artifacts by 20% in line profile standard deviation compared to DSLM-SI alone
when imaging the central nervous system of 3− 4 dpf zebrafish larvae.

3.1 Stripe artifact reduction for DSLM-SI
This approach is works by quickly dithering the scanning Gaussian beam over
a small angle in the axial direction of the detection objective as shown in Fig. 3.1.

Figure 3.1: (A) Mechanism of axial dithering DSLM. (B) aDSLM Beam. (C)
DSLM Beam. (D) Comparison of beam profiles in the axial direction. FWHM
are 11.83µm and 7.14µm respectively. Scale bar is 10µm in (B).
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Figure 3.2: Comparison of aDSLM and DSLM using a dye phantom. (A) aD-
SLM. (B) DSLM. (C) Line profiles along the line indicated in (A). (D) The
ratio (α) of mean intensity to standard deviation at locations 1,2,3 in (B). 4 is
the α of the entire image. (blue: aDSLM, red:DSLM). Scale bar is 50µm.

As in [63], the axial width of the beam is increased slightly, but the use of a galvo
system to axially scan the beam allows for optimization of the dithering angle
for each sample. Here, we use less than 0.03 degrees of dithering to minimize
the effective thickness the of illumination sheet so that optimum sectioning can
be achieved. To achieve uniform illumination, the axial dithering frequency
must be large compared to the line scan rate of the camera. We use a dithering
frequency of more than 1 KHz in combination with a exposure time of 3.12
ms per line of pixels, this means that the light beam is dithered 3 times axially
for each line of the pixels during the exposure period. Fig. 3.1 (b) and (c) show
the Gaussian beam profile with and without axial dithering. Line profiles are
shown in Fig. 3.1(d). The beam width in the axial direction is increased by factor
of 1.66.

We first compared aDSLM to DSLM without Structured Illumination us-
ing a sample created by embedding micro glass spheres (9-10µm, Sigma-Aldrich
440345) in a fluorescent dye phantom (1.3mM ThermoFisher scientific Alexa
Fluor 568 in 2% agarose), Fig. 3.2. As shown in the figure, the glass spheres cre-
ate large unilluminated stripes in the fluorescent sample. Line profiles are shown
in Fig. 3.2(c). Comparing aDSLM to DSLM, Fig. 3.2 (a) and (b), it can be seen

49



Figure 3.3: Imaging of zebrafish larva. (A) aDSLM. (B) DSLM. (C) Line inten-
sity profile (averaged over 10 pixels) at location noted in (A). Arrows point to
regions where striping is strong in (B). Scale bar is 50µm, Sample is illuminated
from right side.

that aDSLM increases the ratio (α) of mean intensity to standard deviation by
a factor of 1.46 on average, Fig. 3.2(d). Next, we imaged zebrafish larvae 156µm
deep in the z-direction. All samples are elavl3:GCaMP5g;gad1b:DsRed;mitfaw2/w2

3 to 4 day post fertilization zebrafish larvae [124]. Here, we image the larval mid-
brain with the green fluorescent protein, GCaMP5g, which indicates calcium
activity in neurons. Both methods were tested on three different samples. We
show that axially dithering the scanning beam can successfully suppress the
striping artifacts seen in light sheet imaging of the zebrafish central nervous
system, Fig. 3.3. Fig 3.3 (A-B) are taken with aDSLM and DSLM respectively.
The two methods were compared by measuring the difference between the stan-
dard deviation(SD)s of the resulting line profiles for each sample. Compared to
DSLM, the SDs of the line profiles for aDSLM are reduced by 18.86%, 20.40%
and 20.94%, resulting in an average of 20%.

To create structured illumination excitation, we used the DSLM-SI method
which was described in the previous chapter. Here, the wavelength of the illu-
mination pattern is 4.68µm. By employing axial dithering, We show that the
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Figure 3.4: Comparsion of aDSLM-SI (A) and DSLM-SI (B) using a dye phan-
tom. The illumination pattern wavelength is 4.68µm. (C) The line intensity
profile plotted at location noted in (B). The blue arrow points to a region where
the stripe pattern is notably absent in the DSLM-SI image. Scale bar is 40µm.

effect of this approach can reduce stripe artifacts in the final image, as shown in
Fig. 3.4. The axially dithered DSLM (aDSLM) SI pattern, Fig. 3.6 (a), is more
uniform in amplitude and phase as compared to the DSLM SI pattern, Fig. 3.6
(b). In structured illumination microscopy (SIM), inconsistent illumination
will result in residual fluctuations in the reconstructed image [162].

We then imaged200nm fluorescent beads (ThermoFisher Scientifics F8811)
embedded in 2% agarose, showing that with aDSLM we can achieve a resolu-
tion comparable to that of DSLM. Here, we took the SI data and then created
the widefield stack and the SI stack. The reconstruction equations can be found
in Chapter 2. In Fig. 3.5, aDSLM has a lateral resolution of 722 ± 26nm and
axial resolution of 4.55± 0.43µm. DSLM has resolution of 688 ± 25nm lat-
erally and 4.21± 0.28µm axially. We follow the approach of [183] using linear
reconstruction to achieve an optically sectioned image, and compared the bead
intensity profile for aDSLM-SI and DSLM-SI. DSLM-SI and aDSLM-SI re-
sult in a profile with a full width half maximum (FWHM) of 534 ± 23 nm
and 581 ± 24 nm laterally, 4.11 ± 0.22µm and 4.20 ± 0.37µm axially. By
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Figure 3.5: Point spread function (PSF) comparison using beads phan-
tom. (A),(B),(E),(F) show the lateral PSF. Pixel size 97.5 × 97.5 nm2.
(C),(D),(G),(H) show the axial PSF. Pixel size of 0.0975× 1.5µm2. (I) and (J)
are the intensity profiles of the lateral PSF and axial PSF, respectively. Scale bars
in A and E are 20µm and scale bars in C and G are 4µm.

employing axial dithering, the resolution of the system increased by less than
5% laterally and 8% axially. The Wiener parameter is adjusted by inspecting
the final image and is set to 0.31 for all the linear SI reconstructions.

3.2 Adaptive linear SR-SI reconstruction
When computing the reconstructed image in structured illumination, another
source of artifacts is inaccurate estimation of the reconstruction parameters
[70]. Traditionally, a uniform patterned illumination across the entire image
is assumed. Therefore, the reconstruction parameters are calculated using the
entire image. This works in DSLM-SI for small samples and when using the
Root Mean Square (RMS) reconstruction method, which does not depend on
accurate knowledge of the SI pattern wavelength [141]. But it has been demon-
strated that linear SI reconstruction works better than the RMS method [183],
and the Gaussian beam in DSLM can be shifted when traveling through large
biological samples leading to non-uniform pattern wavelength and phase shift-
ing in different sub regions of the 3 SI images. Here, we use an adaptive linear
reconstruction approach to address this issue.
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Figure 3.6: Imaging of zebrafish larvae. (A) Uniform LR-SI. (B) Adaptive LR-
SI. (C) and (D) are enlargements of (A) and (B) respectively at the location of
the box in (A). Arrows indicate regions where the distortion of the uniform LR-
SI result is evident. The scale bars in A and C are 30 µm and 10µm respectively.
Sample illumination is from the right side.

This method works by first segmenting the three SI images with different
phases into smaller sub-image sets (Pφi,n,n), then calculating the angle, SI pat-
tern wavelength, and phase for each set of subimages. In this way, the recon-
struction parameters are estimated locally to account for the heterogeneous
illumination pattern. Each sub image is computed with the local parameters.
Then, all of the sub images are tiled together based on their original positions
to form the final image. The size of the subregions should be as small as pos-
sible. This will allow us to measure the local reconstruction parameter in the
most accurate way. However, the size of the subregion should also be large
enough to contain features of the sample. If the subregions are too small, ac-
curate reconstruction parameters cannot be achieved because the frequency
space images are not resolved enough. Here, subregions with 64 by 64 pixels
are used. The above approach is illustrated in Fig. 3.6. Fig. 3.6 (a–b) shows
the optically sectioned image using the linear reconstruction method [183] and
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Figure 3.7: (A),(B) and (C) are RMS-DSLM-SI, RMS-aDSLM-SI, and adaptive-
aDSLM-SI respectively. (C),(D) and (E) are respective close-ups of the box area
shown in (A). Arrows point to areas where the stripe artifact is especially strong
on the RMS-DSLM-SI image. (G-I) Respective line profiles at the position
indicated in (A) by the yellow line. Scale bar in (A) is 50µm and 20µm in (D).
Sample is illuminated from right side.

adaptive linear reconstruction. Fig. 3.6 (c–d) is the enlarged region noted in
Fig. 3.6 (a-b). When using global reconstruction, the borders between cells are
distorted, while in 3.6(d), the edges are well-defined. The figure shows how
adaptive linear reconstruction not only reduces stripe artifacts but also reveals
greater detail in the image. Here, no blending between each subregion is used,
however, a cosine window can be used to blend the edge of the subregion so
that the final assembled image will have a smooth transition between each tile.

Finally, we compared adaptive linear aDSLM-SI with the widely adopted
RMS method [141], both with and without axial dithering. Fig. 3.7 (a–c) are
RMS DSLM–SI, RMS-aDSLM-SI and adaptive-aDSLM-SI, correspondingly.
Reduction in stripe artifacts can be observed in the positions noted with red
arrows. The artifacts decrease with each figure from left to right. Fig 3.7 (d–f)
are box cut outs from Fig. 3.6 (a–c) at the location noted in Fig 3.7 (a). The line
intensity profile is plotted for each method for the line location in Fig. 3.7 (a).
In Fig. 3.8, we calculated the ratio (α) of mean intensity to standard deviation at
the different locations noted in Fig. 3.8 (a) and plotted in Fig. 3.8 (b). aDSLM–
LR–SI has an average 38.1% increase in α compared to DSLM-RMS-SI due
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to the reduction in stripe artifacts. Fig. 3.8 (c–e) are the power spectra of the
respective methods. The peaks in the power spectrum due to striping are circled.
Compared to RMS DSLM-SI, the magnitude of these peaks is reduced by a
factor of 1.5 using RMS-aDSLM-SI and a factor of 4 using adaptive-aDSLM-
SI.

In conclusion, we have demonstrated a new approach to reducing the stripe
artifacts in DSLM by dithering of the illumination beam axially. This approach
can be easily implemented without any additional optics. This method can
be combined with structured illumination without reducing the pattern fre-
quency and achieves a more sinusoidal intensity distribution. In addition we
demonstrated that adaptive linear structured illumination can successfully re-
duce the stripe artifacts and improve image quality. Here, the imaging speed
is rather slow, primarily due to the slow dithering speed of the galvo mirror.
Because the line exposure time should be long enough for multiple dithering
cycles, this can be addressed with a fast resonant scanner to further improve the
dithering rate.
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Figure 3.8: Performance comparison using 3-dpf zebrafish larva. (A) RMS-SI
image and the region of interest locations. (B) Ratio of mean intensity to SD
for the different methods at the regions indicated by blue boxes in (A). (C)-(E)
Power Spectra of the region indicated by the red box in (A). Scale bar is 30µm
in (A), and 0.2µm−1 in (C). Sample illumination is from the right side.
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Chapter 4

Volumetric light sheet
microscopy with an

electrically tunable lens
and adaptive optics

In optical microscopy, aberrations significantly decrease the performance of the
imaging system. Therefore, these systems often fail to reach the diffraction-
limited resolution. Sources of optical aberrations can be categorized into two
major categories, system aberrations and sample-induced aberrations. System
aberrations mainly occur due to imperfections in the optical elements and their
misalignment, and sample-induced aberrations are due to the biological speci-
mens’ geometrical shapes and the heterogeneous nature of the refractive index
inside the specimen.

In current biological research, thick (> 50µm), larval-stage organisms are
often used as models. Unfortunately, with LSFM the image quality suffers
from optical aberrations even though only a section of the tissue is illuminated
at the focal plane of the imaging objective lens. This issue affects the LSFM in
the illumination path as well as in the optical detection path. The resolution
and contrast of LSFM images worsen as the imaging plane moves deeper into
the sample. In this chapter, I will discuss the implementation of AO correc-
tion on the emission side of the LSFM, as well as AO correction with ETL for
volumetric imaging.
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4.1 Light Sheet Microscopy with Adaptive Op-
tics

Adaptive optics (AO) can be used to correct the optical wavefront distortion
in fluorescence microscopy [95, 12]. AO uses a dynamic element, such as a
deformable mirror (DM) or a liquid-crystal spatial light modulator (SLM) to
modify the optical wavefront, undoing the distortion caused by the sample or
by imperfections in the optical elements and their alignment [13]. This has been
shown with many different microscopy techniques, such as confocal microscopy
[77], wide field microscopy [99], STORM microscopy, [182, 181], structured
illumination microscopy [184, 182], multiphoton microscopy, and LSFM [198,
123]. AO has had a significant impact on biological optical microscopy. It has
allowed for imaging at greater depths into specimens and has improved the reso-
lution and contrast of the final resulting images. The combination of AO with
LSFM will certainly address the existing challenges with LSFM. In the follow-
ing section, I will discuss the implementation of sensorless AO with LSFM.

Figure 4.1: (a) illustration of aberration affecting the focus of the illumination
light. (b) shows AO correction of the excitation light. (c) shows AO corrections
on the imaging path. This figure is reprinted from [13].

Wavefront-sensorless AO is a popular method of aberration correction in
microscopy. Instead of measuring the wavefront directly, sensorless AO sys-
tems infer the aberrations from a sequence of image measurements taken with
changes applied to the adaptive element. The best image quality is achieved
by optimizing the correction settings iteratively. The predominant effect on
the illumination side of the LSFM would be deflection of the light sheet away
from its nominal plane. This means that the layer illuminated by the light sheet
no longer lies in the focal plane of the imaging objective lens [13]. This will
primarily cause light scattering and first-order defocusing. The defocusing can
be corrected simply by refocus the imaging plane to the light sheet [161] or by
using a galvo mirror to control the tilt of the illumination sheet, compensating
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for the deviation of the light sheet [159]. However, more complex optical aber-
rations in the imaging path still remain to be solved in the application of LSFM
to imaging of thick specimens.

LSFM uses a wide-field detection scheme. Normally, an extended scene is
captured on the camera, making the implementation of sensorless AO to LSFM
much easier than a sensor-based approach, where there are complexities involved
with a guide star [97] and implementation is costly [123]. The sensorless AO
uses a sharpness metric evaluate quality of the signal captured by the detection
sensor. In general, a set of 3 − 5 measurements which are acquired with dif-
ferent amplitudes of each Zernike mode on the deformable mirror. Then the
measured values are fitted to a quadratic function to determine the optimum
correction value [181]. The application of AO correction to the detection side
of the LSFM was first shown by Bourgenot et al [20]. Bourgenot’s work shows
the AO correction mostly on the aberration caused by the mounting glass capil-
lary. This work showed that with sensorless AO, it is possible to improve image
quality over 3D imaging volume.

4.2 3D Imaging of Light Sheet Microscopy
With LSFM, a3D imaging volume of the sample can be acquired using a series of
2D images along the optical axis of the imaging objective lens. This is commonly
achieved by moving the sample across the illumination plane. This approach is
rather slow and introduces additional mechanical stress to the delicate biological
sample. A faster approach is using a galvo scanner to scan the light sheet through
the sample. However, this requires the focal plane of the imaging objective must
also be scanned to coincide with the illuminated plane. Here, the detection
objective lens is mounted on a piezo stage to capture an in-focus image while
the light sheet is scanning. [143, 152, 188, 118]. The stage scanning will take about
40 seconds (0.0247Hz) for a imaging volume with 200µm axial range since the
stage requires a long time to be stable after each step. The piezo stage method
will be about 30 times faster (0.8Hz) than the sample moving approach when
taking the same imaging volume size [4].

A popular method for accelerating the volumetric imaging speed involves
using an electrical tunable lens (ETL) in the detection path of the LSFM [212,
94, 139]. This method has several advantages over other methods. For instance,
it eliminates the mechanical movements of the sample or of the detection objec-
tive lens. Also, no post-processing step is required, in contrast to the depth of
focus extension methods [39]. Fahrbach et al first combined these two methods
in order to investigate the beating heart of a zebrafish [46], reaching a volumet-
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Figure 4.2: 3-day old elavl3:GCaMP5g; gad1b:RFP; mitfaw2/w2 mutant ze-
brafish larva AO comparison, maximum intensity projection in green channel
is showed here. 7 iterations are used to achieve a converged result. (A) Without
AO correction. (B) With AO correction. (C) Expanded view of boxed region in
(A). (D) Corresponding expanded view of (B). Image size 99.84× 99.84µm2.
Scale bar in A is 15µm

ric imaging speed of 30Hz over a 100µm range. Although the introduction
of an ETL allows for increased imaging speed, it also leads to aberrations [55,
39, 176]. The aberrations vary across the imaging area, and as the ETL is tuned
to larger focal power values, the aberration increases radially from the center
of the image outwards toward the marginal region of the image. A large coma
aberration can be observed in Fig. 4.3. This strains the usable field of view and
scan range [46, 39]. Under-sampling the PSF with a lower-NA objective lens is
a common way to avoid this effect [46, 56, 161]. The aberrations are increased
when a higher-NA objective lens is used. To compensate, a smaller field of view
and shorter tunable range of the ETL can be used [102, 197, 121]. To improve
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image quality, deep learning-based deconvolution algorithms also have been
implemented [31]. However, a shortcoming of the deconvolution approach is
that it is incapable of recovering lost phase information or residual artifacts after
deconvolution [131].

Figure 4.3: Demonstration of aberration caused by electrical tunable lens as
function of focal power using fluorescent beads sample.

Here, we show a LSFM system that combines sensorless AO and ETL for
volumetric imaging, where the AO reduces the aberration introduced by the
ETL along the optical axis as well as reducing off-axis aberrations. This system
can improve the signal-to-background ratio by a factor of 3.5 across the entire
field of view of the system, as compared to no AO correction. In addition, we
show that this system is fast enough to capture neural activities in the central
nervous system of 5-7 dpf zebrafish larvae with 500× 500µm2 FOV at a speed
of 7s per volume.

4.3 Optical Setup
In this work, we modified the optical layout described in the previous chapter
to incorporate an ETL. The layout of this LSFM system is shown in Fig. 4.4. In
the illumination path, the laser beam is expanded through a set of achromatic
doublet lens pairs by a factor of 1.5 ( Thorlabs AC254-075-A-ML, Thorlabs
AC127-025-A-ML), then a cylindrical lens (Thorlabs ACY254-050-A) is used
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Figure 4.4: Schematic of the optical setup. A 10× 0.3 NA water dipping ob-
jective was used as the illumination objective and a 40× 0.8 NA water dipping
objective was used as the detection objective lens. DM stands for deformable
mirror; T1: 2× magnification lens pair (25mm and 50mm efl); T2: 5/3 de-
magnification lens pair (50mm and 30mm); TL: Tube lens (180mm efl); A
green He-Ne laser and T3: magnification lens pair (25mm and 200mm efl)
is used to calibrate the home-built Shack-Hartmann Wave front Sensor L1-2:
Relay lenses (f1=100mm; f2=200mm). L3-4: Relay lenses (f4=300mm and
f3=200mm); L5-6 is a magnifying lens pair (300mm and 150mm efl) to give
a overall magnification of 26.67 for the final image. CL, cylinder lens (50mm
efl). OL is the offset lens (−75mm efl) and ETL is the electrical tunable lens.

to form a line-shaped beam profile at the back pupil of the illumination objec-
tive lens. A two-axes galvo scanner (Thorlabs GVSM002) directs the laser beam
into another pair of lenses with a magnification of 0.6 (Thorlabs AC127-030-
A-ML,Thorlabs AC127-050-A-ML). Then a 0.3 NA water dipping objective
lens (Olympus UMPLFLN 10XW) is used to create a light sheet at the focal
plane of the 0.8 NA detection objective lens (Olympus LUMPLFLN 40XW).
The image is formed by a tube lens (Olympus U-TLU), then the back pupil
of the detection objective lens is imaged onto a deformable mirror (Boston
Micromachines Multi-3.5-DM) with a 100mm achromatic doublet lens (Thor-
labs AC508-100-A-ML). After the deformable mirror, the pupil of the detec-
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tion objective lens is further relayed onto a Shack-Hartmann wavefront sensor
(SHWFS) as well as onto a electrical tunable lens (ETL, Optotune EL-10-30-
TC) using L2, L3 and a beamsplitter cube (Edmund optics 45− 417,200 mm;
Edmund optics 45− 418,300mm ; Thorlabs BS013). An offset lens (-75mm
efl) is used to adjust that the tuning range of the ETL -3.50 m−1 to 6.67 m−1.
Then L4 (ACT508-200-A-ML) is used to form an image. L5 and L6 (Thorlabs
AC508-300-A-ML,AC508-150-A-ML) are used to give the system a overall
magnification of 26.67. A sCMOS camera (pco edge 4.2, Cam2 in Fig. 4.4) is
used for the SHWFS [117, 125].

4.4 ETL and Galvo Mirror Calibration
A sparse beads phantom is used to calibrate the ETL-light sheet microscope.
The general procedure for ETL calibration involves driving the ETL as the illu-
minating light sheet is parked at sequential locations along the axis of detection.
The tunable range of the ETL in our system is approximately164µm, which can
be calculated from Equation (4.1) where the range of 1

FETL,eff
is given above.

δZ =
−1

M2
det

· 1

F ETL,eff
·
(
L1

L2

)2

· L2
3 (4.1)

We park the light sheet using the galvo scanner at 30 different positions
within the imaging range, for each position of the light sheet, 50 camera expo-
sures are captured during scanning of the ETL, and the ETL is driven with a
sine wave. Due to hysteresis of the ETL, the optimal settings of the ETL for
each light sheet position are slightly different depending on whether the ETL is
being driven to higher optical power or to lower optical power. After these im-
age stacks are captured, each of the stacks is evaluated to determine the sharpest
image setting for each of the light sheet positions, shown in Figure. 4.5.

4.5 Multi-Region AO Corrections
We used a sensorless approach to determine the optimal setting for the de-
formable mirror [14]. Here, a set of images is acquired using a deformable
mirror set to different Zernike modes with a range of amplitudes (3-5 differ-
ent amplitudes). These images captured by the sCMOS camera are evaluated
using different image sharpness metrics, and the values provided by the metrics
are fit to a quadratic function to determine the optimum amplitude for each
Zernike mode [181]. Three sharpness metrics are used interchangeably, and this
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Figure 4.5: (A) Representation of dual direction scanning of the ETL for a
parked light sheet position. (B) Sinusoidal driving signal of the ETL. (C) Shows
plot of image sharpness vs. frame index. (D) Calibrated ETL focal length as a
function of galvo settings.

is evaluated by the user empirically. These sharpness metrics are shown in Fig
4.6(C). We correct from Z4 to Z14, a total of 10 Zernike modes [142].

Here, we divide the image into multiple sub-regions, then use the sensorless
approach to map out the optimum AO correction settings for each sub-region
for the given axial settings of the ETL. The same procedure is then repeated
along multiple axial positions. The size of the sub-region for obtaining the AO
settings as well as the radial distance of the sub region from the center of the
image can be adjusted and evaluated by the user. Typically, a three quadrant
division is used, where each region of interest is 256× 256 pixel2 and the radial
distance of the region of interest is 97.6µm (400 pixels) in length. Further, the
aberration caused by the electrical tunable lens is within the correction capa-
bility of the DM up to Z14. Once the AO settings are determined, they will be
applied as the volume is being acquired. This procedure is shown in Fig.4.5(B).
The final image is generated through image fusion. The image fusion process in-
volves taking multiple separate images, then cutting a section from each image,
and then combining the sections together to make one fused image.
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4.6 Sample Preparation
In this work, we use sub-diffraction fluorescent beads and biological samples to
test the performance of our system. We prepare bead phantoms with 200nm
yellow-green (ThermoFisher Scientific F8811) fluorescent beads. The beads are
first diluted with DI water (18.2 MΩ/cm) in a ratio of 1:100. Then, we mix
the stock together with 3% agarose gel in a ratio of 250 to 1. A micro capillary
tube is then used to draw the solution and hold the sample after the gel has been
gently extruded.

For live zebrafish imaging, we followed the procedure described in [124],
where we first paralyse 4-7-day post fertilization PTU treated transgenic ze-
brafish larvae using alpha-bungarotoxin (125.25µMα-BTX) or Tricaine. Then
we place the fish in a 3% low melting point agarose solution and load it into
a glass capillary. For neural activity imaging, we use the procedure described
in our previous work [124], treating the sample with PTZ before the imaging
session.

4.7 Signal-to-Background Ratio Comparison
In this work, we compare the peak signal to background ratio (SBR) between
the images acquired with and without AO across the imaging field along the
axial range. We first calculated the mean intensity value of four different dark
regions measuring 150×150 pixels2 around the corner of the images, and used
the average value as the background value of the image. Then, the peak signal
value of a 256×256 pixels2 sliding window is measured across the entire image
with a step of 50 pixels. The SBR is then calculated along the center of the
image horizontally as well as vertically.

4.8 Image Fusion
We divide the image into 4 regions, and 5 axial ranges with different AO settings.
Therefore, for each z step, 4 images are captured with different AO corrections.
The final raw image stack contains a total of 400 images. For every final fused
image, we cut out a section of the images with its corresponded AO corrected
region to merge with the other images for each z step, and no blending is used
in this process.
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4.9 Results and Discussion
In this work, we first tested the performance of our system with a fluorescent
bead sample, where we acquired an image volume stack using multi region AO
corrections and compared it with the volume acquired without AO corrections.
The image field is divided into four sections, and the corresponding correction
wavefronts are shown in Fig. 4.7(g). Then, we calculated the signal to SBR
across center of the FOV both vertically and horizontally for each z slice of the
image stack. We then sum the SBR of the image stack along the z-axis. We
achieved an overall SBR with mulri region AO correction for ETL-LSFM that
than is 3.40 times higher along the vertical direction and 3.68 times higher
along the horizontal direction than w/o AO corrections. This result is shown
in Fig. 4.7(h). The enlarged image is plotted in Fig.4.8. A border location is
selected, which is marked in Fig. 4.7a, and multiple z positions are plotted to
show that the resolution of the system is improved with mapped AO using a
beads sample. Three different z positions are shown here. Next, we applied this
approach to zebrafish larvae over a 400×400×96µm3 volume. The maximum
intensity projection over the 96µm is shown in Fig. 4.9, where (a) and (b) show
before and after AO correction respectively. The improvement of the details
can be noted in the locations which are indicated by the arrows. Without AO
correction, the cell bodies of the neurons are elongated. This may lead to false
interpretation in later analysis. After the correction, a much more spherical
shape of the neuron cell body is achieved.

In this system, the DM and ETL are synchronized using software com-
mands, which limits the overall imaging speed to7 second per volume (17.5ms/µm).
This is primarily due to the lack of electrical inputs of the DM. A faster method
could be implemented using DM as the master signal generator for other de-
vices in the system or a conjugated AO approach to reduce the number images
needed for each z step. This approach can be further combined with other soft-
ware based image correction methods, such as spatially varying deconvolution
or a deep learning method.
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Figure 4.6: Multi-correction AO for ETL-LSFM. (A) Shows the image be-
ing divided into different regions, where each region’s AO correction setting is
obtained using a sensorless approach. (B). Explains that a set of multi-region
AO settings is collected along the axial imaging range. (C) shows the image
sharpness metrics used for mapped AO, where the metric is selected based on
its performance for different samples and regions.
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Figure 4.7: Multi-correction AO for ETL-LSFM on beads. (a)-(f) Shows the
beads images acquired with and without AO, using three divided regions at
different axial positions in a 3D stack (every16µm). (g) Shows the reconstructed
wavefront using mapped AO settings for different regions along the axial scan
of the ETL. (h). Shows the SBR comparison of an image volume at 6 different
axial positions.
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Figure 4.8: dlx6:GFP nacure-/- mutant zebrafish larva AO comparison, maxi-
mum intensity projection over 96 microns is shown here.(a) Without AO cor-
rection. (b) With AO correction. The scale bar is (a) is 100 µm.

Figure 4.9: dlx6:GFP nacure-/- mutant zebrafish larva AO comparison, maxi-
mum intensity projection over 96 microns is shown here.(a) Without AO cor-
rection. (b) With AO correction. The scale bar is (a) is 100µm.
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Figure 4.10: A 6dpf PTZ treated zebrafish larva is imaged over 400 × 400 ×
100µm. Each volume contains 36 images and is acquired with a spacing of
2.78µm. A 5 ms exposure time was used for this data. (a)-(d) are four consec-
utive time points to demonstrate that our system is able to capture abnormal
neural activities of the central nervous system of the zebrafish larva.
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Chapter 5

Single objective
multi-direction

illumination light sheet
microscopy

LSFM is the best method for high-speed imaging of thick, live samples over
a large field of view. The requirement for longer working distance objective
lenses that limits the resolution to the cellular level in the lateral direction and
reduces its resolution by a factor of 2 to 3 in the axial direction (≈ 0.6µm lat-
erally, 4µm in axial direction with a 0.5 NA objective lens). Previously, Keller
et al [114] attempted to solve this problem while maintaining a high imaging
speed, using four objective lenses and four cameras to achieve a 430 nm resolu-
tion over a 266µm field of view. A different approach is combining SIM with
LSFM to boost the system’s spatial resolution. At the same time, this could
also extend the imaging depth of the SIM and increase tolerance to the sample
thickness. The lattice light sheet microscope (LLSM), developed by Betzig et
al., uses a custom-made illumination objective lens that fits together with a 1.1
NA detection objective lens to achieve subcellular resolution but sacrifices the
field of view. In LLSM, structured illumination was used in the context of the
single-direction illumination pattern. This means that the resolution gain is
not isotropic (lateral resolution of 150nm in x, 230nm in y, and 280nm axial
resolution, over 80µm field of view). In order to fully take advantage of SIM, a
set of illumination patterns with at least three orientations are needed. LLSM
is not designed to achieve sub-cellular resolution while maintaining large fields
of view, and is insufficient for certain research endeavors.
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For example, it cannot resolve individual axons while also viewing the entire
mid-brain of the zebrafish larva. In order to differentiate between individual
overlapping axons in the larval zebrafish central nervous system, the resolving
power of an imaging system should be less than 200nm, because the diameter
of these axons is around 400nm. Further, the above solutions require compli-
cated sample mounting procedures. The cost and complexity of these systems
renders them virtually inaccessible. In this chapter, We will present and de-
scribe a single-objective LSFM that is combined with structured illumination
microscopy (SR-SIM) using commercially available micro-prisms and an objec-
tive lens. This system allows for imaging of thick multi-cellular specimens with
multi-direction illumination with a measured resolution of 417nm in lateral
direction and 1.64µm in axial direction under LSFM mode, under LSFM-SIM
mode a 313nm lateral resolution with 1.64µm axial resolution is achieved.

5.1 Optical Design
Here, we combine SR-SIM and LSFM in a single objective configuration. This
configuration works by using a reflective surface to create a light sheet. It was
first shown by Galland et al [57]. Further variations [209, 102, 132] have been
developed for cellular imaging. Instead of a single prism, we used multiple to
create multi-directional illumination LSFM. We steer the beam to the different
prisms with a tip/tilt mirror. This allows for the creation of patterns at different
orientations, so that we can achieve isotropic SIM and be more robust to stripe
artifacts induced by the sample structures.

Fig.5.1 shows the simplified optical design of the microscope. A Cobolt
Skyra laser from Hubner Photonics was used, which has three wavelengths
(488nm, 561nm, 638nm). The laser emits a beam with a 0.7mm diameter
(1/e2), which is then focused by a 35mm lens and filtered by a 50µm pinhole.
After the pinhole, a 50mm lens is used to collimate the laser to 1mm diame-
ter. A 100mm cylindrical lens then focuses the laser light into a line profile.
The line profile should have a length of 1mm and a width of 62µm at the
focus of the cylindrical lens, according to 2ω0 =4λf

πD
. The cylindrical lens is

mounted on a motorized rotation stage. Additionally, a two-axis translation
stage is used to adjust the position of the rotation stage. T1 (35mm,150mm)
and T2 (125mm,250mm) are two sets of magnifying lens pairs used to enlarge
the beam to 8.57mm in length and 0.532mm in width at the spatial light modu-
lator (SLM). In this system, the laser light is modulated using a combination of
a polarized beam splitter (PBS), and a half wave plate together with the SLM, the
SLM acts as a half-waveplate with a fast axis that switches between s-polarization
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Figure 5.1: Schematic of the simplified optical setup. A Nikon 16 × 0.8NA
water dipping objective was used as the illumination as well as the imaging ob-
jective lens, and a 0.6 NA 50× Nikon air objective lens was used to construct
the remote focusing system. L1: 300mm,L2 = L4 = L5 = L8: 100mm ,L3:
80mm, L6: 75mm, L7:30mm, L10: 150mm, L11: 200mm, L12: 35mm, L13:
50mm, T1:35mm,150mm,T2:125mm,250mm,T4:100mm,100mm, T3= T5:
200mm,200mm, CL:100mm

and p-polarizations. L11 is a 200mm focal length lens to collimate the diffracted
light onto the conjugated back pupil of the objective lens. A mask with an an-
nular structure is used to block the unwanted diffracted light. Then, two sets of
relay lens pairs (T3: 200mm and T4: 100mm ) are used to image the diffracted
light onto the back pupil of a 50 × 0.6 NA remote focusing objective lens
(Nikon TU Plan ELWD).

In order to have the light sheet beam waist at the center of the imaging area,
we employed remote focusing. A two objective lens remote focusing configura-
tion was used. A more detailed explanation of the remote focusing system will
be given in the section 5.3.1. A PBS with a quarter waveplate is used to ensure
all of the light passes through. A mirror is placed at the front focal plane of
the remote focusing objective, mounted on a piezo stage, so that the focus for
the illumination objective lens can be adjusted. L10 is a 150mm focal length
lens, and T5 consists of a 200mm focal length lens pair. The image plane of
the objective lenses is transferred on to a tip tilt mirror by L8 and L7, which are
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100mm and 30mm lenses. The mirror will allow us to adjust the tip and tilt of
the light sheet at the front focal plane of the illumination objective lens. Then,
a 75mm focal length lens is used to image the conjugated back pupil plane of
the objective lens onto a second tip tilt mirror, which allows for steering the
beam at the front focal plane of the objective lens. This is further relayed onto
the illumination objective lens using a pair of 100mm lenses (L4 and L5) and a
80mm lens. Here, a 200mm tube lens is used in combination with the 16x ob-
jective lens. For the imaging path, after the 200mm focal length tube lens (TL),
the final image is magnified by a factor of 3 using a pair of lenses (L1: 300mm ,
L2: 100mm). The overall magnification from the SLM to the front focal plane
of the 16× objective lens is 66.67 and the magnification between the remote
focusing objective imaging plane and the illumination objective lens meets the
condition of the remote focusing, which is 1.33. The overall magnification of
the imaging path is 48×, this will give an effective pixel size of 135nm. The
resulting imaging area on the camera is 277µm.

5.2 Designing the Field of View
As previously discussed, the field of view is always inversely proportional to the
thickness of the light sheet. This is shown in Fig 5.2. Therefore, choosing a
light sheet that is large enough to cover the desired imaging area becomes very
critical. A sheet with a larger-than-necessary field of view would lower the opti-
cal sectioning performance of the microscope. We aim to develop a light sheet
capable of imaging a field of view around 200µm, meaning that the thinnest
suitable light sheet should not be less than 5µm thick (ZR=

πω2
0

λ
). In order

to achieve sub-200nm lateral resolution, an objective lens with a moderately
high numerical aperture is necessary. According to the equation dlateral =

λ
2NA

,
the NA of the imaging objective lens should be no less than 1.28. However,
all of the commercially available high-NA objective lenses (NA ≥ 1.2) have
very short working distances. This makes them unsuitable for imaging thick
multi-cellular samples. For this reason, we will use SIM to achieve sub 200 nm
resolution with a moderate NA long working distance objective. Further, as
previously discussed, the conventional sample mounting procedure used with
multiple-objective systems is complex and time-consuming, inspiring us to de-
velop a LSFM system that uses only one objective and allows for simpler and
more cost-effective sample mounting.

The single objective configuration (soSPIM) using a micro-reflective cavity
was first shown by Galland et al [57]. This concept was originally borrowed
from reflective light sheet microscopy, where a reflective surface (polished can-
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Figure 5.2: Illustration of light sheet thickness and field of view (FOV). Here,
FOV is calculated using double the Rayleigh range. (A)-(C) shows the abso-
lute value of the electric field amplitude of a light sheet with FOV of 10µ m,
20µm,40µm respectively. (D) shows that the thickness of the light sheet is in-
versely proportional to the FOV. (E)-(F) show that 500µm prisms can be fit
into the imaging volume (in yellow) of the objective lens.

tilever) was first introduced to overcome the geometrical limit of fitting two
high-NA objective lenses together, in order to further improve the performance
of localization-based super resolution LSFM [24].This approach was successful
in generating an ultra-thin light sheet and improving light-collecting efficiency
[60].

In the single-objective configuration, only one objective lens is used as both
the illumination and the detection objective lens. A micro-prism is used to
direct the illuminating sheet laterally at the sample plane so that the beam is
coaligned with the focal plane of the objective. Therefore, in order to be able
to image throughout the sample, we chose a 0.8 NA water dipping objective
lens (CFI75 LWD 16X W) which has a 3mm working distance and a field of
view of 1.375mm. This actual field of view of the objective lens can be acquired
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from the datasheet of the objective lens or by using the formula described in
Eqn. 5.1, where FN refers to the field number of the objective lens, and M is the
magnification of the objective lens.

FOVActual =
FN

M
(5.1)

For our setup, instead of using a single prism, three micro-prisms are used to di-
rect the light from multiple directions. These prisms are positioned 120 degrees
apart from each other. Here, we need to make sure that the prisms are sized
and positioned appropriately to fit into the FOV of the objective lens, so that
the illumination area and imaging depth in the system are sufficient to image
thick, multi-cellular specimens. The most ideal configuration consists of three
500µm prisms, positioned as an equilateral triangle. This allows for an imaging
volume with a depth of 500µm, as shown in Figure.5.2

5.3 3D Imaging with Reflected Light Sheet Mi-
croscopy

One common issue with such a configuration is that the light sheet length is
rather limited. Because the beam waist would be positioned at the prism, the
effective area being illuminated by the light sheet is only half of the Rayleigh
range.

Therefore, the beam waist needs to be shifted to the center of the imaging
area. In order to accomplish this, we implemented remote focusing where the
beam waist position can be adjusted with minimal aberration introduced [16,
17].

5.4 Remote Focusing for 3D Imaging
Figure 5.5 shows an emitter placed at some location that is r away from the focus
of the lens. This will result in a path length difference (PD) compared to the
light that is traveling from the focal point of the lens. The PD can be calculated
using Equation 5.2 [15].

PD =| w | −F =| f − r | −F = (F 2 − 2f · r)0.5 − F (5.2)

Here, f is the vector from a general focal point to the principal surface of the
lens. Its magnitude is F. w is the vector from the emitter to the principal surface
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Figure 5.3: (a). Illustration of light sheet beam waist shifting. (b). Optical
design of remote focusing. (c) Gaussian beam waist shifting at three different
positions 50µm apart from each other. (d) Normalized line intensity profile
along the illumination direction. (e) Simulation of the Strehl ratio as a function
of point source position using 0.45 illumination NA in water for 488nm laser.

of the lens. r is the vector describe the displacement between these two points,
its magnitude is r. f in spherical polar form is F (sinθcosϕ, sinθsinϕ, cosθ).
Here, only the on axis case is considered, and we can write the PD in the follow-
ing form:

PD = F{1− 2

F
zcosθ +

r2

F 2
}0.5 − F (5.3)

After expansion, the PD can be expressed as, when r ≪ F

PD ≈ −f · r
F

= −zcosθ (5.4)
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B

A

Figure 5.4: A. diagram of a general microscope system. B. diagram of remote
focusing systems using three objective lenses and two objective lenses.

Using the PD we can express the wavefront phase profile using Equation 5.5,
since sinθ = ρsinα, where α is the semi aperture acceptance angle of the lens,
ρ is the normalized pupil radius (0 < ρ < 1)

Ψ(ρ, ϕ; z) ≈ nksinα

{
z

√
1

sin2α
− ρ2

}
(5.5)

Here n is the refractive index and k is vacuum wavenumber of the light. When
a remote focusing is constructed as shown in Figure. 5.4. The phase profile of
the pupil function from the objective lens can be written as:

Ψ1(ρ1, ϕ) = kn1sinα1

{
z

√
1

sin2α1

− ρ21

}
(5.6)

and if the second objective lens uses a different immersion media. The phase
profile from the second objective lens can be written as follows:

Ψ2(ρ2, ϕ) = kn2sinα2
n1

n2

{
z

√
1

sin2α2

− ρ22

}
(5.7)
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Figure 5.5: Diagram of optical ray tracing shows that 2 inch optics are needed.
The angle of Ff1 is 1.365 degrees, which corresponds to the diffraction angle
when the highest grating frequency is used for this system. This simulation is
simulating from the conjugated image plane (SLM) to lens in front of tip-tilt
mirror that is conjugate to the front focal plane of the illumination objective
lens, This simulation consist a 200mm lens (D=1inch), a pair of 50× objective
lenses, 150mm, a set of 200mm lenses and a 100 mm lens that are 2 inch in
diameter. Then a 30mm and a 75mm lens with 1 inch diameter. Optical ray
tracing of the remote focusing system without axial shift. (b) Optical ray tracing
of the remote focusing system with 750µm axial shift.

In a perfect remote focusing system, as shown in Figure 5.4 M = ρ1
ρ2

= sinα2

sinα1
, an

image of the emitter can be formed at the focal plane of the second objective
lens without aberration. Thus, this process can also be thought of as as two
separate microscope systems back-to-back, such that the first magnifies the ob-
ject by a factor M1 and the second demagnifies it by M2. In this situation, both
the lateral and axial magnifications of the microscope combination yield the
same value of n1/n2, as required for perfect imaging of the three-dimensional
domain. In effect, the spherical aberration introduced by the first system is di-
rectly compensated for by that introduced by the second. Since a water immer-
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sion objective lens is being used as the primary objective lens, the magnification
(MRR) between the remote focusing objective lens imaging plane and the pri-
mary objective lens’s focal plane needs to be equal to the ratio of the immersion
media refractive indices [15]. n1 is the refraction index of the immersion media
of the primary objective lens (1.33 for water) and n2 is the refraction index of
the remote focusing objective lens (1 for air).

MRR =
n1

n2

(5.8)

Figure 5.3 shows the optical design of the remote focusing system. This system
is tested with a fluorescent dye sample, showing a focus shift of the Gaussian
beam waist across three positions with a 50µm difference from P1 to P2, and
from P2 to P3. Figure 5.3 shows that we are able to shift a Gaussian beam at least
500µm with a 0.45 illumination NA, resulting in a light sheet with a thickness
of 542nm.

Since the structured light will be created by a spatial light modulator, we
need to make sure that the largest pattern frequency can be used in the sys-
tem, because as the remote focusing is performed, the beam waist position also
changes in relation to the focal plane of the objective lens. The diffracted light
will either converge or diverge as it passes trough our optical system. Therefore,
we need to make sure that the light will not be clipped by the lenses in between
the objective lenses as the beam waist of the light sheet is shifted. In order to
verify the design, a ray tracing simulation is performed, shown in Figure 5.4.

5.5 Illumination Synchronization
Here, the SLM is a binary microdisplay, which means that each pixel of the SLM
can exist in only one of two states, on or off. The pixel is switched on and off
by changing the polarity of the electrical field across it. In this way, the incident
light is switched in polarization so it exits the other face of the beamsplitter
cube. To prevent damage to the Liquid Crystal (LC), the net bias across the
pixel must equal zero over time. This means that time between the pixels being
an on state and off state should be equal for each activation period. Therefore,
we must synchronize the SLM with the pixel state using the laser and the camera
exposure to capture one image. Figure. 5.6 shows how the illumination of the
microscope is synchronized.
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Figure 5.6: (A) Illustration of binary SLM amplitude modulation of the illumi-
nation light. (B). Microscope synchronisation trigger sequence. (A) is acquired
from Forth dimension displays manual.

5.6 Multi-Direction Light Sheet Illumination
As mentioned earlier in the chapter, the light sheet will be directed using three
prisms that are mounted at the focal plane of the objective lens. This also re-
quires that the beam is oriented to the correct direction for each prism. Since
the SLM is being operated in the amplitude modulation mode, the orientation
of the light sheet can be changed by switching the display pattern on the SLM.
This would allow us to switch the illumination angle rapidly. This is achieved
using a microcontroller board (TriggerScope 4). However, the light through-
put is rather low for this approach. In order to overcome this issue, we used a
rotation stage and achromatic cylindrical lens to rotate a focused line profile
on the SLM. A comparison is shown in Figure. 5.7 where we imaged fluores-
cence dye sample (10mM Alexa 488 mixed with 1% argrose gel in the ratio of
1 : 100) with the same laser intensity and camera exposure time (20 mw,100
ms exposure time). Here, the measured intensity is increased by a factor of 3.
Figure.5.8 shows the multi-direction light sheet illumination working principle,
where a laser beam with a line profile is oriented in 0, 120, 240 degrees. Then
the laser beam is steered at the conjugated back pupil plane of the objective lens,
so that the beam is reflected by hypotenuse of the micro prism that is coated
with aluminum.

The cylindrical lens can create a 8.57× 0.532mm2 line profile at the SLM,
which is conjugated to the front image plane of the illumination objective lens.
This translates to a sheet 4.65µm in thickness (FWHM). This can be further
adjusted by controlling the number of the on-state pixels of the SLM in the
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width direction of the light sheet. In addition to adjusting the thickness of the
light sheet, different structured patterns can be displayed to create illumination
patterns so that SIM can be implemented for all directions.

In order to quantify the light sheet thickness, a fluorescent dye sample is
used to measure the light sheet thickness as well as the width. Here, the light
sheet has a thickness of 4.768 ± 0.177µm and a width of 63.93 ± 4.76µm

in FWHM. This value is close to the designed parameter of the light sheet,
which should have a thickness of 4.697µm in thickness and 75.65µm in width.
This result is shown in Figure. 5.9 The multi-direction light sheet illumination
is shown using a fluorescent dye sample mixed with yellow-green fluorescent
beads.

5.7 Imaging Area of the Multi-Direction Light
Sheet

In conventional light sheet microscopy, the imaging area is defined by the light
sheet width as well as by the Rayleigh range in combination with the overall
magnification of the sensor size. Currently, the over all magnification of our
setup is 48×. This will result in a 276.5µm FOV with a pixel size of 135nm.
The light sheet is 75µm in width and 278µm in length. When multi-direction
illumination is implemented, the penetration depth increase. Here, we use the
average of multiple images from different illumination directions to fuse into
one final image. This is shown in Figure 5.10.

5.8 Point Spread Function of the System and 3D
Imaging

Here, we imaged 200nm yellow-green fluorescent micro-spheres to quantify
the performance of the microscope. 10 beads are selected at random locations.
The average FWHM is 417± 23nm in the y lateral direction, 406± 17nm in
the x lateral direction, and 1.64± 0.09µm in the axial direction. The represen-
tative line profile is plotted in Figure 5.11 and the box plot shows the random
selection of 10 measurements across the 10µm image stacks is shown in Figure
5.11(C). We also imaged a cerebellum organoid, which was fixed on day 7 with
4%PFA and stained for neuronal marker Tuj1 with Alexa 488 dye. A maximum
projection over 20µm is shown here.
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5.9 Structured illumination with LSFM
This will provide the boost in isotropic resolution necessary to fully realize the
potential of the system. Here, we use fluorescent dye phantom to show that a
sinusoidal pattern can be created from three directions 120 degrees apart from
each other. In order to show this, a shorter pattern wavelength is used here. A
20 pixel pattern at the SLM with a wavelength of 1.22µm is shown in Figure.
5.13. We use a line profile to show a set of three phases. Further, we imaged
a fluorescent beads sample and we show that the system is able to achieve a
resolution boost of1.2x in all lateral directions. Further, a line intensity profile is
compared with single-direction LSFM illumination in Figure.5.13. We achieved
a FWHM measurement of317±32nm with10measurements of200nm beads.
The theoretical resolution should be 268nm after a 1.2 times resolution boost.
A finer pixel pattern can be used to further improve the resolution a to 2×
boost, however a 4micron light sheet requires a mask with tight tolerance at the
conjugated back pupil plane. The current rotation stage for the cylindrical lens
has a axial wobble of 0.103 degree, which will translate to a shift of 500µm at
the SLM. This will cause displacement of the diffraction order from its designed
position, which will not pass through the mask as result. However, a light sheet
with a shorter Rayleigh range uses a mask with larger openings, which will result
in less necessity for accuracy of the stage for the cylindrical lens.

Currently, this system is capable of imaging a thick biological specimen over
a 277µm FOV with axial range of 50. The system has a 1.2× resolution boost
isotropically in SIM mode, and is synchronized using both electrical signals and
software commands from the computer. A faster imaging speed can be achieved
by using only electrical signals for all the parts of the microscope.

5.10 Investigation of Isotopic Resolution
In this section, I present the results of a working simulation of the LSFM-SIM
microscope that is in conformity with the theoretical principles upon which this
technique relies. To demonstrate the working of the microscope, I programmed
a computer model in Python that simulates the effective PSF and OTF of the
system using different structured illumination patterns. The resolution of the
system can be adjusted based on the application needs. The highest isotropic
resolution of the system without tiling the illumination light sheet is shown in
Figure. 5.15. The system should be able to achieve a lateral resolution of 151nm
and axial resolution of 767nm using a 5 pixel square lattice. A greater isotropic

83



resolution of 167 nm over 476nm can be achieved when a 6 pixel hexagonal
lattice pattern is used.

5.11 Conclusion
In conclusion, we have demonstrated a single objective light sheet microscope.
This instrument can use the conventional mounting for biological imaging,
and is the first of its kind which has successfully combined super resolution
structured illumination with LSFM. We tested the performance of the system
using florescence beads sample, and we can achieve a resolution of 312nm in
all lateral directions, with an aixal reslution of 1.4µm. We further show that
this microscope is capable of imaging thick, multi cellular specimens with great
penetration depth.
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Figure 5.7: (A) light sheet created using SLM only. (B) light sheet created using
cylindrical lens and SLM. (C) line intensity profile plots at location noted in
(A) for both cases. The thickness of the light sheet is 5µm and the scale bar is
50µm

.
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Figure 5.8: (A)-(C) Illustration of light modulation of the SLM for multi-
direction illumination. (D)-(E) Diagrams showing the excitation beam in the
objective back pupil plane for a thin sheet in each of the three beam directions.
(G)-(I) Simplified drawing showing the placement of the prisms below the ob-
jective, an SI light sheet (yellow) and the sample (green).
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Figure 5.9: (A)-(C) Light sheet profile for three illumination directions (Angle
1,Angle 2,Angle 3 ). (D)-(E) Illuminating light sheet with respect to (A)-(C).
(G) Normalized line intensity profile of the light sheet thickness for three dif-
ferent angles, FWHM 4.768± 0.177µm (H) Normalized line intensity profile
of the light sheet width for three angles, FWHM 63.93 ± 4.76µm. Scale bar
in (A) and (D) is 50µm.
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Figure 5.10: (A)-(B) Illustration of the imaging area coverage. The red dotted
circle indicates the conventional single-direction light sheet coverage and the
green dotted circle indicates the multi-direction imaging area coverage. (B). 3D
cartoon shows the overlap of the three illumination angles. Angle 1 in blue,
Angle 2 in red, Angle 3 in green. (C)-(D). Comparison of multi-direction
illumination coverage compared to single-illumination light sheet imaging area
coverage. Scale bar is 50µm.
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Figure 5.11: (a)-(b) lateral and axial point spread function. (c). box plot of the 10
measurements of the lateral and axial profile of the point spread function. (d)
representative line profile of lateral point spread function, horizontal in red and
vertical in black. (e). line profile of axial point spread function. (f) maximum
intensity projection of 20µm image stack of 7 day organoid with multi-angle
illumination (g). maximum intensity projection of 20µm image stack with uni-
direction illumination light sheet. Scale bar is 1µm in (b)

89



A B

C D
Figure 5.12: (a)-(c). maximum intensity projection of 50µm image stack with
three directions light sheet illumination, the red arrow is indicating the illumi-
antion direction of the light sheet. (d). shows the fused imaging with multi-
direction illumination. Scale bar is 50µm in (d)
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Figure 5.13: (a)-(i) structured illumination with LSFM in three orientations
and three phases. The line intensity profile of a set of three phases are shown in
(j)
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A B

Figure 5.14: (A)-(B) Comparison of fluorescence beads image using LSFM and
SIM-LSFM. (A) Beads image acquired using LSFM (B) is reconstrcuted beads
image with SIM-LSFM. (C) The normalized line intensity profile of two beads
at noted location in (A).
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Figure 5.15: Simulation of optical lattice light sheet. (a)-(f) shows the illumina-
tion pattern at the back-pupil plane of the excitation path. (g)-(i) lattice light
sheet intensity pattern at the front focal plane. (m)-(r) effective point spread
function (s)-(x) optical transfer function for different lattice light sheets.
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Chapter 6

Conclusion

In conclusion, we presented theory and experimental results of LSFM tech-
niques as applied to the imaging of thick, living multi-cellular organisms for bi-
ological research. In Chapter 1, we introduced the concept of light microscopy
and reviewed the history of its development into modern microscopy tech-
niques. We also reviewed the current state of research development of this tech-
nology. Further, we introduced superresolution microscopy and conducted
an overview of various methods and configurations. In Chapter 2, we demon-
strated the implementation of LSFM with SI. Specifically, we discussed the
application of this technique to the imaging of neural events in the CNS of
zebrafish larvae. We showed that, with our system, the contrast is improved and
the speed improved enough to capture the neural activity. In Chapter 3, we pre-
sented a new approach to alleviate the occurrence of stripe artifacts in the images
produced by LSFM. We achieved this using an axial dithering technique. This
approach is compatible with digital scanned light sheet illumination, without
any restrictions. Further, we developed a new approach to reconstruction. We
used adaptive SI reconstruction, which improves the image quality and reduces
stripe artifacts even further. In Chapter 4, we developed a multi-region AO cor-
rection system for ETL-based light sheet systems. With this system, we are able
to reduce spatial varying abberations caused by the ETL across the imaging FOV
as well as in the axial direction. Further, we demonstrated that the system is ca-
pable of capturing zebrafish larva neural activities in three dimensions at a speed
of 5 seconds per volume. In Chapter 5, we developed a single-objective light
sheet microscope that is capable of performing multi-direction structured illu-
mination. We showed improved penetration for thick samples and an isotropic
resolution improvement by a factor of 1.2. Currently, the ETL-LSFM still has
room for improvement. It uses a sensorless approach, so the time necessary to
gather AO settings for different regions is still significant. A sensor-based sys-
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tem would increase the speed. In addition, the volumetric imaging speed of the
system is 5 seconds per volume. The system could be improved in the future,
ideally to between 5 and 10 volumes per second. This could be achieved using
an electrical signal to synchronize multiple devices within the microscope. For
multi-direction LSFM with SIM, the resolution improvement is limited to a
factor of 1.2. In the future, this should be increased to a factor of 2. This could
be accomplished by employing a rotation stage with minimal axial wobble, or
by using a powerful laser.
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Appendix A

A.1 LLSM illumination pattern simulation

1 """
2 Created on Sun Aug 2 15:20:04 2020
3

4 @author: Yang Liu
5 """
6

7

8 import numpy as np
9 from numpy import matlib as mb

10 fft2 = np.fft.fft2
11 ifft2 = np.fft.ifft2
12 fftn = np.fft.fftn
13 ifftn = np.fft.ifftn
14 fftshift = np.fft.fftshift
15 ifftshift = np.fft.ifftshift
16 import tifffile as tf
17 from scipy.ndimage import gaussian_filter
18 from PIL import Image
19 from scipy.special import jn
20

21

22

23

24

25

26

27 class generate(object):
28

29 def __init__(self):
30 self.na1 = 0.07
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31 self.na2 = 0.128
32 self.na_p = 0.4
33 self.wl = 0.488
34 self.nx = 512
35 self.dx = self.wl/self.na2 /2/8
36 self.dp = 1/( self.nx*self.dx)
37 self.n2 = 1.333
38 self.p = self.dp*np.arange((-self.nx/2) ,(self.

nx/2))
39 p = self.p
40 self.kx,self.ky = np.meshgrid(p,p,sparse=True)
41 self.rho = np.sqrt(self.kx**2+ self.ky**2)
42 self.msk = self.rho <=self.na2/self.wl
43 self.bpp2 = np.array(self.msk).astype(’int64 ’)
44 self.bpp1 = np.array(self.rho <=self.na1/self.wl

).astype(’int64 ’)
45 self.move = int(self.na_p/self.wl/self.dp)
46 self.move1 = int(self.move*np.cos(np.pi/3))+1
47 self.move2 = int(self.move*np.sin(np.pi/3))+1
48 self.annulus = self.bpp2 -self.bpp1
49 self.dz = .100
50 self.zr = 25.5 # in microns
51 self.Np = 50 # number of particles
52 self.imgf = np.zeros ((self.nx,self.nx), dtype=

np.float32)
53 lim1 = -self.zr/2
54 lim2 = self.zr/2
55 self.nz = int((lim2 -lim1)/self.dz+1)
56 # self.Zreleigh =
57 # np.pad use wrap to expand the image
58

59 def getSLMimg(self ,img ,alpha ,num_phase=5, pattern_px
=20):

60 nx = 4096
61 ny = 4096
62 slmwidth = 2048
63 slmheight = 1536
64 pdx = int((nx-self.nx)*.5)
65 pdy = int((ny-self.nx)*.5)
66 I = np.pad(img ,((pdy ,pdy),(pdx ,pdx)),’wrap’)
67 I = I/np.max(I)*255
68 slm_h_start = int((nx-slmwidth)*.5)
69 slm_v_start = int((nx-slmheight)*.5)
70 move = int(pattern_px/num_phase)
71 for i in range(num_phase):
72 slm_h_start=slm_h_start+i*move
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73 temp = I[slm_v_start:slm_v_start+slmheight ,
slm_h_start:slm_h_start+slmwidth]

74 temp[temp <=np.max(I)*alpha ]=0
75 temp[temp !=0]=255
76 temp = temp.astype(np.uint8)
77 final = Image.fromarray(temp)
78 final.save(’converted_pattern.bmp’)
79 im = Image.open(’converted_pattern.bmp’)
80 im=im.convert(’1’)
81 im.save(f’phase{i}_pattern_px{pattern_px}

_1bitimg.bmp’)
82 im.close ()
83 tf.imshow(temp)
84 #binary
85 return temp
86 # def getfivephase(self ,I):
87

88

89 def convertimg(self ,filepath):
90 im = Image.open(filepath)
91 im=im.convert(’1’)
92 im.save(’1bitimg_converted.bmp’)
93 im.close ()
94

95

96

97 def getSquareLatticePixel(self , Npix = 10, phase =
0):

98 ’’’ repeats pattern every Npix
99 phase is in pixels ’’’

100 k = 2*np.pi/self.wl
101 x = np.linspace(-self.nx*self.dx*.5,self.nx*

self.dx*.5,self.nx) #FOV_x in micron
102 y = np.linspace(-self.nx*self.dx*.5,self.nx*

self.dx*.5,self.nx) #FOV_y
103 [xx ,yy] = np.meshgrid(x,y)
104 xxc = phase*self.dx
105 rho = np.sqrt((xx -xxc)**2+yy**2)
106 ## light sheet thickness
107 fwhm = 5.0
108 ls_sigma = fwhm /(2*np.log(2))
109 ## bessel function maxima 1st: 7.0156 , 2nd:

13.3237
110 xmax = 7.0156
111 na_p = xmax/(k*Npix*self.dx)
112 bconf = self.dx*xmax# bessel confinement factor
113 print(na_p)
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114 e1 = jn(0,k*rho*na_p)*np.exp ( -0.5*( rho/bconf)
**2)

115 tf.imshow(e1)
116 spacing = Npix*self.dx
117 ## create lattice
118 st_x= int((self.nx)*.5)
119 a1 = np.array([0, Npix])
120 a2 = np.array([Npix , 0])
121 elatt = np.zeros ([self.nx ,self.nx])
122 for m in np.arange (-8,8):
123 for n in np.arange (-8,8):
124 b = m*a1 + n*a2
125 C = np.roll(e1,b[0],axis =0)
126 C = np.roll(C,b[1],axis =1)
127 elatt = elatt + C
128 # pattern
129 I = np.abs(elatt)**2
130 I = I/np.max(I)
131 tf.imshow(I)
132 # back pupil
133 ls = np.exp ( -0.5*(yy/ls_sigma)**2)
134 # tf.imshow ((np.abs(ls*elatt))**2)
135 bpp = np.abs(fftshift(fft2(ls*elatt)))**2
136 tf.imshow(bpp)
137 elatt = elatt[st_x -Npix:st_x+Npix ,st_x -Npix:

st_x+Npix]
138 I = np.abs(elatt)**2
139 I = I/np.max(I)
140 return I
141

142 def getSquareLatticePixel2(self , Npix = 10, phase =
0):

143 ’’’ repeats pattern every Npix
144 phase is in pixels ’’’
145 k = 2*np.pi/self.wl
146 x = np.linspace(-self.nx*self.dx*.5,self.nx*

self.dx*.5,self.nx) #FOV_x in micron
147 y = np.linspace(-self.nx*self.dx*.5,self.nx*

self.dx*.5,self.nx) #FOV_y
148 [xx ,yy] = np.meshgrid(x,y)
149 xxc = phase*self.dx
150 rho = np.sqrt((xx -xxc)**2+yy**2)
151 ## light sheet thickness
152 fwhm = 5.0
153 ls_sigma = fwhm /(2*np.log(2))
154 ## bessel function maxima 1st: 7.0156 , 2nd:

13.3237

127



155 xmax = 7.0156
156 na_p = xmax/(k*Npix*self.dx)
157 bconf = self.dx*xmax# bessel confinement factor
158 print(na_p)
159 e1 = jn(0,k*rho*na_p)*np.exp ( -0.5*( rho/bconf)

**2)
160 tf.imshow(e1)
161 spacing = Npix*self.dx
162 ## create lattice
163 st_x= int((self.nx)*.5)
164 a1 = np.array([0, Npix])
165 a2 = np.array([Npix , 0])
166 elatt = np.zeros ([self.nx ,self.nx])
167 for m in np.arange (-8,8):
168 for n in np.arange (-8,8):
169 b = m*a1 + n*a2
170 C = np.roll(e1,b[0],axis =0)
171 C = np.roll(C,b[1],axis =1)
172 elatt = elatt + C
173 # pattern
174 I = np.abs(elatt)**2
175 I = I/np.max(I)
176 tf.imshow(I)
177 # back pupil
178 ls = np.exp ( -0.5*(yy/ls_sigma)**2)
179 temp = I
180 temp[temp <=np.max(I)*alpha ]=0
181 temp[temp !=0]=1
182 # tf.imshow ((np.abs(ls*elatt))**2)
183 bpp = np.abs(fftshift(fft2(ls*temp)))**2
184 tf.imshow(bpp)
185 elatt = elatt[st_x -Npix:st_x+Npix ,st_x -Npix:

st_x+Npix]
186 I = np.abs(elatt)**2
187 I = I/np.max(I)
188 return I
189

190

191

192

193 def gethexagonallattice(self ,degree=None ,a=1.0):
194 if degree ==None:
195 degree = np.deg2rad (120)
196 else:
197 degree = np.deg2rad(degree)
198 k = 2*np.pi/self.wl
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199 x = np.linspace(-self.nx*self.dx*.5,self.nx*
self.dx*.5,self.nx) #FOV_x in micron

200 y = np.linspace(-self.nx*self.dx*.5,self.nx*
self.dx*.5,self.nx) #FOV_y

201 [xx ,yy] = np.meshgrid(x,y)
202 rho = np.sqrt(xx**2+yy**2)
203 e1 = jn(0,k*rho*self.na_p)
204 # tf.imshow(e1)
205 sp = self.wl/self.na_p
206 ns =(sp/self.dx)
207 print(ns)
208 step = int(np.floor(ns))
209 a1 = np.array ([0.0,sp*2.0*a])
210 a2 = np.array([a*2*sp*np.sin(degree),a*2.0* sp*

np.cos(degree)])
211 step_y=int(np.ceil(step *2*np.tan (0.5*( np.

deg2rad (180) -degree))))
212 # print(step_y)
213 elatt = np.zeros ([self.nx ,self.nx])
214 fov_radius = self.nx*self.dx*.1
215 st_x = int((self.nx)*.5)
216 st_y = int((self.nx)*.5)
217 for m in np.arange(-fov_radius ,fov_radius):
218 for n in np.arange(-fov_radius ,fov_radius):
219 b = np.floor ((m*a1+n*a2)/self.dx)
220 b = b.astype(int)
221 # print(b)
222 C = np.roll(e1,b[0],axis =0)
223 C = np.roll(C,b[1],axis =1)
224 elatt = elatt + C
225 elatt = elatt[st_y -step_y:st_y+step_y ,st_x -step

:st_x+step]
226 I = np.abs(elatt)**2
227 I = I/np.max(I)
228 # tf.imshowI)
229 # tf.imshow(elatt)
230 return I
231

232

233

234

235

236 def getsqurelattice(self ,a=1):
237 k = 2*np.pi/self.wl
238 x = np.linspace(-self.nx*self.dx*.5,self.nx*

self.dx*.5,self.nx) #FOV_x in micron
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239 y = np.linspace(-self.nx*self.dx*.5,self.nx*
self.dx*.5,self.nx) #FOV_y

240 [xx ,yy] = np.meshgrid(x,y)
241 rho = np.sqrt(xx**2+yy**2)
242 e1 = jn(0,k*rho*self.na_p)
243 sp = self.wl/self.na_p
244 print(sp)
245 ns =(sp/self.dx)
246 step = int(np.floor(ns))
247 move= int(np.ceil(step*np.tan(np.deg2rad (45))))
248 a1 = np.array ([0.0,a*sp *1.0])
249 a2 = np.array([a*sp*1.0 ,0.0])
250 elatt = np.zeros ([self.nx ,self.nx])
251 dx = self.wl/self.na_p /2/8
252 fov_radius = self.nx*dx*.25
253 st_x= int((self.nx)*.5)
254 # width = int(self.nx *.25)
255 for m in np.arange(-fov_radius ,fov_radius +1):
256 for n in np.arange(-fov_radius ,fov_radius

+1):
257 b = np.floor ((m*a1+n*a2)/self.dx)
258 b = b.astype(int)
259 # print(b)
260 C = np.roll(e1,b[0],axis =0)
261 C = np.roll(C,b[1],axis =1)
262 elatt = elatt + C
263 elatt = elatt[st_x -move:st_x+move ,st_x -move:

st_x+move]
264 I = np.abs(elatt)**2
265 I = I/np.max(I)
266 # tf.imshow(I)
267 # tf.imshow(elatt)
268 return I
269

270

271

272

273

274

275

276 def threebeamlatticeangle1(self):
277 ’’’get the central diff order ’’’
278 self.getdot(int(0))
279 part1 = self.dot
280 ’’’get the right difforder , 2 is the diff

length ’’’
281 part4 = np.roll(part1 ,self.move1 ,axis =1)
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282 part4 = np.roll(part4 ,self.move2 ,axis =0)
283 ’’’get the left difforder , 2 is the diff length

’’’
284 part5 = np.roll(part1 ,self.move1 ,axis =1)
285 part5 = np.roll(part5 ,-self.move2 ,axis =0)
286 part3 = np.roll(part1 ,-self.move ,axis =1)
287 temp = part3+part4+part5
288 self.bpp = self.annulus*temp
289 E = ifftshift(ifft2(self.bpp))
290 I1 =np.abs(E)**2
291 # I1 = np.real(E*np.conj(E))
292 I1 = I1/np.max(I1)
293 tf.imshow(self.bpp)
294 tf.imshow(I1)
295 return I1
296

297

298 def getpixpattern(self):
299 img = np.zeros((self.nx ,self.nx))
300 patternlength =4
301 delta = patternlength *0.5
302 pos = np.arange(0,self.nx ,4)
303 for n in range(delta):
304 img[:,pos+n]=1
305

306 return img
307

308

309 def twobeamsinpattern(self):
310 self.getdot(int(0))
311 temp = self.dot
312 part1 = np.roll(temp ,self.move ,axis =1)
313 part2 = np.roll(temp ,-self.move ,axis =1)
314 final = part1+part2
315 self.bpp = self.annulus*final
316 E = ifftshift(ifft2(self.bpp))
317 I1 =np.abs(E)**2
318 I1 = I1/np.max(I1)
319 tf.imshow(self.bpp)
320 tf.imshow(I1)
321 return I1
322

323

324

325

326

327
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328 def fourbeam3dsimlattive(self):
329 self.getVline (0,1)
330 temp = self.Vline
331 part1 = np.roll(temp ,self.move ,axis =1)
332 part2 = np.roll(temp ,-self.move ,axis =1)
333 part3 = np.roll(temp ,self.move+1,axis =0)
334 part4 = np.roll(temp ,-self.move ,axis =0)
335 final = part1+part2+part3+part4
336 self.bpp = self.annulus*final
337 E = ifftshift(ifft2(self.bpp))
338 I1 =np.abs(E)**2
339 tf.imshow(self.bpp)
340 tf.imshow(I1)
341 return I1
342

343

344

345

346 def getVline(self ,position ,length=None):
347 ’’’max length for 256 is 255 ’’’
348 self.Vline = np.zeros_like(self.msk)
349 if length != None:
350 d = length /2
351 self.Vline[int(self.nx/2-d):int(self.nx/2+d

),int(self.nx/2) ]=1.0
352 else:
353 self.Vline[:,int(self.nx/2) ]=1.0
354 self.Vline = np.array(self.Vline).astype(’

float32 ’)
355 self.Vline=np.roll(self.Vline ,position ,axis =

1)
356

357 def getdot(self ,position):
358 self.dot = np.zeros_like(self.msk)
359 self.dot[int(self.nx/2) -1,int(self.nx/2) -1]=1.0
360

361 def getHline(self ,position ,length=None):
362 self.Hline = np.zeros_like(self.msk)
363 if length != None:
364 d = length /2
365 self.Hline[int(self.nx/2),int(self.nx/2-d):

int(self.nx/2+d)]=1.0
366 else:
367 self.Hline[int(self.nx/2) ,:]=1.0
368 self.Hline = np.array(self.Hline).astype(’

float32 ’)
369 if position !=None:

132



370 self.Hline=np.roll(self.Hline ,position ,axis
=0)

371 else:
372 self.Hline=np.roll(self.Hline ,self.move ,

axis =0)
373

374

375

376 def main():
377 gen = generate ()
378 # I = gen.gethexagonallattice ()
379 # I = gen.getsqurelattice(a=2)
380 I=gen.getSquareLatticePixel(Npix =10)
381 final = gen.getSLMimg(I,0.35, pattern_px =10)
382 img =
383

384

385

386

387 if __name__ == ’__main__ ’:
388 main()
389

390

391

392

393 #
394 # self.wl = 0.488 # wavelength
395 # self.k = 2*pi/self.wl
396 # self.mag = 66.67 # mag of slm to imaging plane
397 # self.n2 = 1.333 # Immersion medium
398 # self.numpix = [int(self.SLM_x /2), int(self.

SLM_y /2)]
399 # pixsize = np.array ([512 ,512]) / (self.wl /

1.33)
400 # x = pixsize [0] * np.arange(0, self.numpix [0] +

1)
401 # y = pixsize [1] * np.arange(0, self.numpix [1] +

1)
402 # [X, Y] = np.meshgrid(x, y)
403 # NA_outer =0.8
404 # NA_inner =0.7
405 # NA_ideal = 0.75
406 # kideal = 2 * np.pi * (NA_ideal / self.n2)
407 # kxmax = 2 * np.pi * (NA_outer / self.n2)
408 # kxmin = 2 * np.pi * (NA_inner / self.n2)
409 # kxdiff = kxmax - kxmin
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410 # # approximate half width of the function
limiting

411 # # the extent of the bound lattice , in media
wavelengths

412 # lattice_full_width = np.pi / kxdiff
413 # print(’xwidth ’)
414 # print(lattice_full_width)
415 # kzmax = 2 * np.pi * np.sqrt(1 - (NA_inner/self

.n2)**2)
416 # kzmin = 2 * np.pi * np.sqrt(1 - (NA_outer/self

.n2)**2)
417 # kzdiff = kzmax - kzmin
418 # yextent = np.pi / kzdiff # approximate extent

of the lattice in y, in media wavelengths
419 # print(’fov length ’)
420 # print(yextent)
421 # R = np.sqrt(X*X + Y*Y)
422 # MaxRad = NA_outer / self.n2 # maximum annulus

diameter
423 # MinRad = NA_inner / self.n2 # minimum annulus

diameter
424 # self.AnnularFilter = (R <= MaxRad) & (R >=

MinRad)
425 # self.dp_x = 1/( self.numpix*pixsize [0]) #

sampling frequency
426 # self.dp_y = 1/( self.numpix*pixsize [1])
427 # self.position_x = (NA_outer/self.wl)/self.dp_x

# radius
428 # self.position_y = (NA_outer/self.wl)/self.dp_y

# radius
429 ## self.radius = (self.na/self.wl)/self.dp #

radius

A.2 Mask at conjugate back pupil plane

1 """
2 Created on Sat Apr 9 17:25:47 2022
3

4 @author: Yang Liu
5

6 """
7

8 import numpy as np
9

10

11 def main():
12 wl = 0.488
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13 patternpx = 9 # [10:20]
14 slmpxsize = 8.2
15 Na_obj = 0.8
16 mag = 16
17 f_tl = 200
18 f_obj = f_tl/mag
19 D_bpp = 2*f_obj*Na_obj
20 theta = wl/patternpx/slmpxsize
21 D = theta *2*200*100/150*75/30*200/80
22 print(D)
23 Na = D/D_bpp*Na_obj
24 print(Na)
25 thickness = np.arange(1, 5)
26 NAeff = wl/2/ thickness
27 NA = np.round(np.sqrt(NAeff **2+Na**2) ,3) #mask

outer
28 na = np.round(Na*2-NA ,3)
29 NA[NA>Na_obj ]= Na_obj
30 D_outer = np.round(NA /.8*20*80/200*30/75*150/100 ,3)
31 D_inner = np.round(na /.8*20*80/200*30/75*150/100 ,3)
32 NA_neweff = np.sqrt(NA**2 -((NA+na)*0.5) **2)
33 thickness= wl/2/ NA_neweff
34 print(’Light Sheet Thickness ’)
35 print(np.round(thickness ,3))
36 print(’Outer NA’)
37 print(NA)
38 print(’Innter na’)
39 print(na)
40 print(’Diameter of NA’)
41 print(D_outer)
42 print(’Diameter of na’)
43 print(D_inner)
44 print(’Annular width’)
45 print(D_outer -D_inner)
46

47

48

49 if __name__ == ’__main__ ’:
50 main()
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