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Abstract

Ab initio quantum chemistry provides many benefits to experimental studies through

verification and prediction of experimental results. Several examples are given of

quantum chemistry methods being used to direct experimental discovery. Through

canonical transition state theory, methylamine was found to have greater reactiv-

ity with the simplest, anti -methylated, and syn-methylated Criegee intermediates

relative to more abundant atmospheric species. This was true for both addition ori-

entations, but the naturally low concentration of methylamine makes it unlikely to be

an important contributor to the consumption of Criegee intermediates under typical

conditions. The kinetics of pentazole decomposition were also investigated to deter-

mine its potential as a high-energy-density material. A decomposition barrier of 18.8

kcal mol−1 makes it unsuitable as an HEDM candidate at room temperature. A tem-

perature of 180 K or lower is required to achieve a half-life of 35 years. Anharmonic

frequencies were calculated for four In2H2 isomers and their deuterated counterparts.

Numerous agreements and some disagreements were found between our results and

those of previous studies. Each of these theoretical studies either provided insight for

future experimental discovery or sought to verify current data.
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Chapter 1

Introduction

Over the last century, quantum chemistry has become and indispensable field of study

to the larger chemistry community. From its humble beginnings as a controversial

theory and through its contentious development, quantum chemistry has taken its

place as a proper sub-discipline of chemistry. It allows us to rationalize and under-

stand the most fundamental properties of matter and energy through a combination

of physics, mathematics, and chemistry. On its own, quantum chemistry provides

useful insight, though sometimes it may be unclear or unintuitive; however, much of

its worth is found in collaboration with experiment. Even the most elegant and rig-

orous theory will remain questionable until it can be proven with experimental data.

In the early stages of quantum chemistry, this collaboration was only achievable for

the smallest and simplest of systems. Now, quantum chemistry methods are used in

a wide variety of applications to both support experimental evidence as well as make

predictions about yet unstudied systems.

One of the most important ways in which quantum chemistry is used towards

this end is calculating spectroscopic data. Many different realms of spectroscopy can

benefit from the additional confirmation of their peak assignments from quantum

mechanical frequency calculations.1–3 Such calculations are useful for both helping

to identify peaks from complicated spectra as well as understanding splitting pat-

terns. This is particularly true in the case of astrochemistry,4 as the low-density,

low-temperature conditions of the interstellar medium are well represented by typi-

cal quantum chemistry calculations. Due to the nature of the calculations involved,

high-accuracy frequency calculations faced many barriers and limitations for large or

complex molecules, but modern techniques5 seek to reduce many of these hurdles.
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While less directly related, the quality of theoretical kinetic information is largely

dependent on the accuracy of the methods used to determine the energetics of the

system. In this sense, high-level ab initio quantum chemistry methods are essential

to obtain reliable rate constants.6 A calculated rate constant increases exponentially

with an increasing barrier height, so even a small difference in the energy barrier of a

reaction can result in a significant change in the rate constant. Quantum chemistry

methods are especially needed for kinetic systems with thousands of interconnected

reactions, many of which may be impossible to directly measure.7 These methods can

also be utilized for enzyme studies8 where a detailed understanding of the catalysis

mechanism is required to make sense of the resulting kinetics, though for large biolog-

ical systems, the methods used are often a mix of ab initio and approximate methods

for the sake of feasibility.

Perhaps supporting experimental observations is the most common role of quan-

tum chemistry, but occasionally theory may support a different result than that which

has been put forward by experimentalists. In these cases, quantum chemistry calcula-

tions suggest alternatives to, or even contradict, the established experimental results.

A particularly well-known example is the controversy over the bond angle of methy-

lene,9,10 where ab initio calculations consistently suggested a bent structure rather

than the linear structure championed by experimentalists. These claims faced signif-

icant criticism at the time, but now they mark a shift in perspective which brought

theoretical chemistry into a similar prestige as experiment. This was not an isolated

incident, and time proved other theoretical results to be more accurate than their

experimental counterparts.11–13 Beyond merely just acting as a support for experi-

ment, quantum chemistry plays a role in both leading experimental discovery as well

as verifying the reliability of experimental data.

Here, three computational chemistry studies are presented, all of which sought to

provide new information and insight towards the properties of specific molecules to

2



develop deeper understanding of current or future experimental observations. First,

the role of atmospheric methylamine in the consumption of Criegee intermediate will

be investigated through the calculation of rate constants and comparison to other

atmospheric species. Next, the potential of pentazole as a high-energy-density mate-

rial will be determined by calculating the energetics of the decomposition pathway.

Finally, the discrepancies between the IR peaks of indium dihydride isomers from

two separate studies will be resolved via the calculation of anharmonic frequencies.

In each of these cases, ab initio quantum chemistry methods will be used to calculate

the basic properties of the molecules involved. With these calculations as a basis,

predictions about the experimental bulk properties of the molecules can be made.
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Chapter 2

Theory

The discussion in this chapter revolves around the theory used in various quantum

chemistry methods. Much of this information can be found expanded upon in nu-

merous texts. Unless otherwise noted by a citation, the information presented here is

specifically cited from a few texts.14–16 For electronic structure methods, see Modern

Quantum Chemistry by Attila Szabo and Neil S. Ostlund and Molecular Electronic-

Structure Theory by Trygve Helgaker, Poul Jørgensen and Jeppe Olsen. For kinetics

and statistical mechanics, see Statistical Mechanics by Donald A. McQuarrie.

2.1 Hartree-Fock Theory

Hartree-Fock (HF) theory is the simplest form of ab initio method for calculating the

electronic energy of a molecule and serves as the basis for many extended theories

which incorporate correlation. The goal of HF theory is to solve the time-independent

Schrödinger equation.

Ĥ |Ψ⟩ = E |Ψ⟩ (2.1)

The Hamiltonian can be separated into constituent operators which correspond to

classical energy equations. This includes the kinetic energy of both the electrons and

the nuclei as well as the pair-wise potential energy for the electron-electron repul-

sion, the nuclear repulsion, and the electron-nuclear attraction terms. In total, the

Hamiltonian can be written as

Ĥ = −1

2

∑
i

∇2
i −

1

2

∑
A

∇2
A −

∑
iA

ZA

RA − ri
+
∑
i<j

1

rij
+
∑
A<B

ZAZb

RAB

(2.2)
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where i and j represent indices for electrons and A and B represent nuclei. If we

apply the Born-Oppenheimer approximation to eq 2.2, we can treat the nuclei as

stationary which eliminates the nuclear kinetic energy term and reduces the nuclear

repulsion term to a constant, Vnuc.

Ĥ = −1

2

∑
i

∇2
i −

∑
iA

ZA

RA − ri
+
∑
i<j

1

rij
+ Vnuc (2.3)

The first two terms of eq 2.3 are often grouped into a one-electron term, the third

term is left as the two-electron term, and the final term is calculated separately and

not included in the Hamiltonian.

Ĥ = ĥ(i) + ĝ(i, j) (2.4)

The wave function being acted on in eq 2.1 is a mathematical representation of

a set of electrons which obey the spin statistic rules of fermions. Hence, we require

the wave function to be antisymmetric which is accomplished by representing it as a

Slater determinant. A Slater determinant is an antisymmetric linear combination of

the Hartree product permutations of the molecular orbitals. This can be compactly

written as

Ψ =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1
1 ψ1

2 ψ1
3 · · · ψ1

N

ψ2
1 ψ2

2 ψ2
3 · · · ψ2

N

ψ3
1 ψ3

2 ψ3
3 · · · ψ3

N

...
...

...
. . .

...

ψN
1 ψN

2 ψN
3 · · · ψN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=

√
N !Â[ψ1

1ψ
2
2 · · ·ψN

N ] (2.5)

Â =
1

N !

∑
P∈SN

(−1)πP̂ (2.6)

where N is the number of electrons and molecular orbitals, ψq
p corresponds to the

5



electron q occupying molecular spin-orbital p, and the operator Â is the antisym-

metrizer which acts on a Hartree product to permute (P̂ ) the indices and multiply

the terms with an odd number of permutations by −1.

With this, we can get an equation for the electronic energy of a system. Equation

2.1 can be rearranged to solve for the energy by left multiplying both sides by ⟨Ψ|.

If eq 2.5 is inserted, we can take advantage of the orthonormality of the molecular

orbitals to simplify the equation.

E = ⟨Ψ|Ĥ|Ψ⟩

= N !

∫
Â[ψ1∗

1 ψ
2∗
2 · · ·ψN∗

N ]

[∑
i

ĥ(i) +
∑
i<j

ĝ(i, j)

]
Â[ψ1

1ψ
2
2 · · ·ψN

N ]dτ1dτ2 · · · dτN

=
∑
i

⟨ψi
i|ĥ(i)|ψi

i⟩+
∑
i<j

⟨ψi
iψ

j
j |ĝ(i, j)|ψi

iψ
j
j⟩ − ⟨ψi

iψ
j
j |ĝ(i, j)|ψi

jψ
j
i ⟩

(2.7)

Though Ψ has N ! terms when expanded, only the certain integrals will be non-zero.

In the case of the one-electron operator, if the bra and the ket are the same then the

remaining terms which are not affected by ĥ(i) will integrate to be 1. Otherwise, at

least one electron integral will include different orthonormal molecular orbitals which

integrate to 0. For similar reasons, the only non-zero terms left by the two-electron

operator are those between identical Hartree products or a permutation of electrons

i and j. This result is known as the first Slater-Condon rule and is often written as

E =
∑
i

hii +
1

2

∑
ij

⟨ij||ij⟩ (2.8)

where the antisymmetrized two-electron integral is ⟨ij||ij⟩ = ⟨ij|ij⟩ − ⟨ij|ji⟩ and

uses a condensed notation of the occupied indices i, j, ... to denote the orbitals being

integrated (⟨i|ĥ(i)|i⟩ = hii, ⟨ij|ĝ(i, j)|ij⟩ = ⟨ij|ij⟩).
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The result of eq 2.7 can be spin integrated to give the restricted Hartree-Fock

(RHF) energy expression which simplifies calculations on closed-shell molecules. When

each molecular orbital is separated into their spin and spatial functions, the spin func-

tions can be separated out and reduced using the integration results of the spin states

ω(i) = α, β.

⟨α|α⟩ = 1 (2.9a)

⟨β|β⟩ = 1 (2.9b)

⟨α|β⟩ = ⟨β|α⟩ = 0 (2.9c)

Substituting ψi
i = ϕi

iω(i) into eq 2.7, we can reduce the summation terms by consid-

ering orbital occupancy of a closed shelled system where all of the orbitals are doubly

occupied. The number of terms in the sum reduces by half and the integrals between

identical Hartree products are doubled.

E =
∑
i

⟨ϕi
iω(i)|ĥ(i)|ϕi

iω(i)⟩

+
1

2

∑
i,j

⟨ϕi
iω(i)ϕ

j
jω(j)|ĝ(i, j)|ϕi

iω(i)ϕ
j
jω(j)⟩ − ⟨ϕi

iω(i)ϕ
j
jω(j)|ĝ(i, j)|ϕi

jω(i)ϕ
j
iω(j)⟩

= 2

N/2∑
i

⟨ϕi|ĥ(i)|ϕi⟩+
N/2∑
i

N/2∑
j

2 ⟨ϕiϕj|ĝ(i, j)|ϕiϕj⟩ − ⟨ϕiϕj|ĝ(i, j)|ϕjϕi⟩

(2.10)

The coefficients in front of each term are a result of the possible combinations of spin

functions that the term can have. The one-electron term would give rise to a single

spin integral with the same spin function on each side, leaving two of the same spatial

integrals from the α and β spin orbitals. In the first half of the two-electron term,

there are four combinations possible from the α and β spin of each orbital. Since the

electrons lie in the same spin orbital on each side of the integral, the separated spin

7



integral would reduce simply to 4. In the final term of the two-electron integral, there

are again four possible combinations; however, because the electrons lie in different

spin orbitals on each side of the integral, only the terms in which the two electrons

have the same spin will be non-zero giving a total integration of 2.

The two parts of the two-electron term are referred to as the coulomb and exchange

integrals respectively. The coulomb integral represent the coulombic repulsion expe-

rience by the electrons as a result of the other electrons in their environment. This

aligns well with a classical view of the electrons as it ignores spin in accounting for

the repulsion of two similarly charged particles. The exchange integral represents a

property that does not have a classical counterpart which is the lowering of energy

due to the exchange of indistinguishable electrons. In a closed-shell system, we would

not expect the exchange term to be doubled for a given molecular orbital because

the exchange would only be able to occur between electrons of the same spin. The

coulomb and exchange integrals are common represented as Ĵj and K̂j where

Ĵj |ϕi⟩ = ⟨ϕj|ĝ(i, j)|ϕjϕi⟩ (2.11)

K̂j |ϕi⟩ = ⟨ϕj|ĝ(i, j)|ϕiϕj⟩ (2.12)

This representation allows these two-electron integrals to act as one-electron integrals

which can be easily grouped with ĥ to create the Fock operator, f̂ , which defines the

Hartree-Fock (HF) equations

f̂ϕi =

ĥ+

N/2∑
j

(2Ĵj − K̂j)

ϕi = ϵiϕi (2.13)

where ϵi is the energy of orbital i.

The Hartree-Fock equations are a compact and elegant way of calculating the

energy of the molecular orbitals, but they are more complex than a simple eigenvalue

8



problem. While the orbital energies are eigenvalues of the Fock operator, the Fock

operator is also dependent on the orbital wave functions. The coulomb and exchange

operators are represented as one-electron operators in the HF equations, but the two-

electron integrals constructed by those operators include the same molecular orbitals

for which the HF equations calculate the orbital energies. In this way, these operators

represent the field experienced by each electron as a result of the other electrons.

The main consequence of this is that solving the HF equations will return a new set

of molecular orbitals which can also be used in the HF equations. Repeating this

process results in a set of molecular orbitals which have converged towards a pre-

defined threshold of precision. At each iteration, the orbitals are optimized within

the constraint of the current field and returns a new set of orbitals. When the new set

of molecular orbitals are sufficiently similar to those from which they were optimized,

the orbitals are said to have converged. Hence, this method is often referred to as the

self-consistent field (SCF) procedure.

While the SCF procedure itself is relatively easy to implement, there are other

practical issues which prevent the HF equations from being used. The orbitals present

in the HF equations, {ϕi}, are molecular orbitals. Aside from very simple systems

like small atoms, molecular systems give rise to molecular orbitals which we cannot

represent analytically due to the correlation between the electrons. To address this

issue, we can represent the molecular orbitals with basis functions, specifically as

linear combinations of atomic orbitals (LCAOs)

ϕi =
∑
q

Cqiχq (2.14)

where χq are atomic orbitals and Cqi are the orbital coefficients which correspond to

the extent to which ϕi is comprised of χq. By substituting eq 2.14 into eq 2.13, we

can get the Roothaan-Hall equations.

9



f̂
∑
q

Cqiχq = ϵi
∑
q

Cqiχq (2.15a)

∑
q

Cqi ⟨χp|f̂ |χq⟩ = ϵi
∑
q

Cqi ⟨χp|χq⟩ (2.15b)

The integral ⟨χp|f̂ |χq⟩ requires further work because the expanded form

⟨χp|f̂ |χq⟩ = ⟨χp|ĥ|χq⟩+
N/2∑
j

2 ⟨χp|Ĵj|χq⟩ − ⟨χp|K̂j|χq⟩ (2.16)

still includes the operators Ĵj and K̂j which are defined in terms of molecular orbitals,

not LCAOs. Further substituting in eq 2.14, we can redefine this integral entirely with

atomic orbitals.

⟨χp|f̂ |χq⟩ = ⟨χp|ĥ|χq⟩+
N/2∑
j

∑
r

∑
s

C∗
rjCsj(2 ⟨χpχr|ĝ|χqχs⟩ − ⟨χpχr|ĝ|χsχq⟩) (2.17)

We can then introduce the density matrix

Dpq =

N/2∑
j

C∗
pjCqj (2.18)

to simplify our final expression

⟨χp|f̂ |χq⟩ = ⟨χp|ĥ|χq⟩+
∑
r

∑
s

Drs(2 ⟨χpχr|ĝ|χqχs⟩ − ⟨χpχr|ĝ|χsχq⟩) (2.19)

The Roothaan-Hall equations can be neatly written in matrix form as

FC = SCϵ (2.20)

where F represents the Fock matrix with element Fpq being the integral ⟨χp|f̂ |χq⟩, C

is a matrix where the ith column holds the expansion coefficients for the ith orbital,

10



S is the overlap matrix with element Spq being the integral ⟨χp|χq⟩, and ϵ is a column

vector which holds the orbital energies. To start solving the Roothaan-Hall equations,

the atomic orbitals which make up the basis functions need to be orthogonalized. This

requires a unitary transformation U which can diagonalize our overlap matrix S.

There are multiple ways of accomplishing this, but only symmetric orthogonalization

will be discussed here. For symmetric orthogonalization, U is chosen to be S−1/2

which gives

UTSU = S−1/2SS−1/2 = I (2.21)

Using this result requires some matrix manipulation of left multiplying each side of

eq 2.20 by S−1/2 and additionally expanding the identity matrix I = S1/2S−1/2 in the

middle of each side.

S−1/2FS−1/2S1/2C = S−1/2SS−1/2S1/2Cϵ (2.22)

Because the orthogonalizer S−1/2 transforms the matrices into a new orthonormal

basis, we can redefine our terms to reflect that by introducing the terms F̃ and C̃

where

F̃ = S−1/2FS−1/2 (2.23)

C̃ = S1/2C (2.24)

The final equation is simply

F̃C̃ = C̃ϵ (2.25)

which is a standard eigenvalue problem. Equation 2.25 can be easily solved to give

the orbital energies ϵ and the coefficient matrix C̃ can be back-transformed to the

original basis to use in the next iteration of the SCF procedure.

11



Finally, we can write an energy equation in terms of our basis atomic orbitals by

employing the first Slater-Condon rule (eq 2.8) and substituting in eq 2.14

E = 2
∑
pq

Dpq ⟨χp|ĥ|χq⟩+
∑
pqrs

DpqDrs[2 ⟨χpχr|ĝ|χqχs⟩ − ⟨χpχr|ĝ|χsχq⟩]

=
∑
pq

Dpq(Hpq + Fpq)

(2.26)

where Hpq is an element of the matrix form of the one-electron operator. In a practical

implementation of the SCF procedure, the energy and density matrix are compared

between successive iterations for the convergence criteria. As the orbitals themselves

begin to converge, the energies corresponding to those orbitals should similarly con-

verge. The wave functions are not compared directly, but the room-mean-squared

deviation of the density matrix elements, which are constructed from the wave func-

tion coefficients, provides a reliable metric for the convergence of the orbitals. From

the SCF procedure, we obtain both the energy and the wave function of our system

at the HF level which can then be expanded on with post-HF methods.

2.2 Perturbation Theory

Often in physics, a system of interest is very closely related to a well-defined or

analytically defined system with the addition of a small change or perturbation. In

these cases, perturbation theory can offer an approximate solution to a problem with

either an overly complex analytic solution or even with no analytic solution at all.

2.2.1 Rayleigh-Schrödinger Perturbation Theory

Rayleigh-Schrödinger perturbation theory (RSPT) is a general solution for a per-

turbed system and begins by defining the Hamiltonian, Ĥ, as a sum of a simpler

Hamiltonian for which we know the solutions, Ĥ0, and some perturbative potential,

12



V̂ . This can then be substituted into our basic energy equation.

Ĥ = Ĥ0 + V̂ (2.27)

(Ĥ0 + V̂ ) |Ψi⟩ = Ei |Ψi⟩ (2.28)

Next, a continuous parameter, λ, is introduced as a modifier of the perturbation.

(Ĥ0 + λV̂ ) |Ψi⟩ = Ei |Ψi⟩ (2.29)

From HF theory, we know that both the energy and the wave function of a system

are dependent on the Hamiltonian, so both Ei and |Ψi⟩ could be considered functions

of λ. Because λ is continuous, we can expand Ei and |Ψi⟩ as Taylor series around

λ = 0.

Ei = E
(0)
i + λE

(1)
i + λ2E

(2)
i + . . . E

(k)
i =

1

k!

δkEi

δλk

∣∣∣∣
λ=0

(2.30)

|Ψi⟩ = |Φ(0)
i ⟩+ λ |Φ(1)

i ⟩+ λ2 |Φ(2)
i ⟩+ . . . |Φ(k)

i ⟩ = 1

k!

dk |Ψi⟩
dλk

∣∣∣∣
λ=0

(2.31)

In addition to all of the terms of the wave function expansion being normalized,

the expansion is also defined such that ⟨Ψi|Φ(0)
i ⟩ = 1. This is called intermediate

normalization and it follows then that ⟨Φ(0)
i |Φ(k)

i ⟩ = 0 where k > 0 in order for the

previous integral to be true for all values of λ. It’s worth noting that the zeroth order

terms in these expansions correspond to the energy and wave function of the base

Hamiltonian, Ĥ0. In RSPT, the parameter λ can act as a switch for the perturbation.

Setting λ = 0 in eq 2.28 simply returns the original Hamiltonian with its familiar

solutions. Similarly, the Taylor expansions would no longer be infinite sums and they

would only contain the zeroth order solutions.
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Substituting eqs 2.30 and 2.31 into eq 2.28, we can bring all the terms to one side

and group them by their order of λ.

0 =
(
Ĥ0 |Φ(0)

i ⟩ − E
(0)
i |Φ(0)

i ⟩
)

+λ
(
Ĥ0 |Φ(1)

i ⟩+ V̂ |Φ(0)
i ⟩ − E

(0)
i |Φ(1)

i ⟩ − E
(1)
i |Φ(0)

i ⟩
)

+λ2
(
Ĥ0 |Φ(2)

i ⟩+ V̂ |Φ(1)
i ⟩ − E

(0)
i |Φ(2)

i ⟩ − E
(1)
i |Φ(1)

i ⟩ − E
(2)
i |Φ(0)

i ⟩
)

+ . . .

(2.32)

While this is an infinite sum, each set of terms in the parentheses must be 0 in order for

the equation to be true for all values of λ. This gives an infinite number of equations

which can be used to solve for each of the terms in the Taylor expansions. From

these equations, it is simple to find equations for arbitrary order energy terms by left

multiplying by ⟨Φ(0)
i |. Doing so for the first set of terms once again just returns the

original Hamiltonian with its familiar solutions. For a general solution for an equation

corresponding to the kth order of λ where k > 0, only two terms remain. The only

surviving energy term is E
(k)
i because the intermediate normalization of the wave

function ensures that the other integrals with energy terms go to 0. Additionally, the

integral involving the zeroth order Hamiltonian will be 0 because Ĥ0 is Hermitian and

can effectively act on the bra of the integral to give an overlap integral that is 0 by

intermediate normalization. All that remains is the term involving the perturbation,

giving us a general energy expression.

E
(k)
i = ⟨Φ(0)

i |V̂ |Φ(k−1)
i ⟩ (2.33)

Determining the higher-order wave function terms requires a more complicated

approach. To obtain the kth order contribution to the wave function, left multiply the

equation corresponding to by the term ⟨Φ(0)
n | where n ̸= i. Because this wave function

corresponds to a different solution of the Hamiltonian, we cannot take advantage of
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intermediate normalization, but we can take advantage of the orthonormality of the

zeroth order wave functions. Doing this for the equation corresponding to the zeroth

order of λ is not useful because the zeroth order wave functions should already be

known, but we can theoretically obtain an arbitrary order wave function correction

this way. We can see this for the first order equation

⟨Φ(0)
n |Ĥ0|Φ(1)

i ⟩+ ⟨Φ(0)
n |V̂ |Φ(0)

i ⟩ = ⟨Φ(0)
n |E(0)

i |Φ(1)
i ⟩+ ⟨Φ(0)

n |E(1)
i |Φ(0)

i ⟩ (2.34a)

⟨Φ(0)
n |Φ(1)

i ⟩ = −⟨Φ(0)
n |V̂ |Φ(0)

i ⟩
E

(0)
n − E

(0)
i

(2.34b)

If the first order wave function contribution is expanded using the zeroth order wave

functions as a basis,

|Φ(1)
i ⟩ =

∑
m

c
(1)
m,i |Φ(0)

m ⟩ (2.35)

we can see by left multiplying by ⟨Φ(0)
m | that the coefficients must be

c
(1)
m,i = ⟨Φ(0)

m |Φ(1)
i ⟩ (2.36)

which means that eq 2.35 is equivalent to

|Φ(1)
i ⟩ =

∑
n̸=i

−⟨Φ(0)
n |V̂ |Φ(0)

i ⟩
E

(0)
n − E

(0)
i

|Φ(0)
n ⟩ (2.37)

This result can be substituted into eq 2.33 where k = 2 to give a second order energy

correction

E
(2)
i = ⟨Φ(0)

i |V̂ |Φ(1)
i ⟩ =

∑
n ̸=i

−⟨Φ(0)
n |V̂ |Φ(0)

i ⟩ ⟨Φ(0)
i |V̂ |Φ(0)

n ⟩
E

(0)
n − E

(0)
i

=
∑
n̸=i

−| ⟨Φ(0)
i |V̂ |Φ(0)

n ⟩ |2

E
(0)
n − E

(0)
i

(2.38)

By repeating this process, any order energy or wave function correction can be cal-

culated, but this expansion is typically truncated at second order.
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2.2.2 Møller-Plesset Perturbation Theory

We can apply RSPT to the problem of calculating electronic energies by carefully

choosing the zeroth order Hamiltonian and perturbation. They are defined as the

Fock operator and the electronic potential not in the HF potential.

Ĥ0 =
∑
i

f̂ =
∑
i

[
ĥ+

∑
j

(Ĵj − K̂j)

]
(2.39)

V̂ =
∑
i<j

ĝ(i, j)−
∑
i,j

(Ĵj − K̂j) (2.40)

This choice of Hamiltonian and perturbation is referred to as either Møller-Plesset

Perturbation Theory (MPn) or as Many-Body Perturbation Theory (MBPT). Here,

only MP2 will be discussed and energy corrections will only be determined up to

second order. With the Fock operator as the zeroth order Hamiltonian, the zeroth

order energy solutions are the molecular orbital energies.

E
(0)
i = ⟨Φ(0)

i |f̂ |Φ(0)
i ⟩ = ϵi (2.41)

However, if the first order correction is included, we get the HF energy.

E
(1)
i = ⟨Φ(0)

i |V̂ |Φ(0)
i ⟩ = 1

2

∑
i,j

⟨ij||ij⟩ −
∑
i,j

⟨ij||ij⟩ = −1

2

∑
i,j

⟨ij||ij⟩ (2.42)

EHF
i = E

(0)
i + E

(1)
i =

∑
i

hii +
1

2

∑
i,j

⟨ij||ij⟩ (2.43)

Thus, for MP2, the only energy correction which needs to be calculated is the second

order correction. The numerator of eq 2.38 is similar to the first order energy cor-

rection except that one of the states is an excited wave function of the zeroth order

ground state. Because the perturbation only includes two-electron operators, the only

excited wave functions which will return non-zero values will be those with exactly
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two excitations relative to the reference state. The resulting integral will then be

⟨Φ(0)
n |V̂ |Φ(0)

i ⟩ = ⟨ij||ab⟩ (2.44)

where i, j, ... represent the orbitals of the reference wave function and a, b, ... represent

the newly filled orbitals of the excited wave function. Because the summation runs

over all wave functions other than the reference state, the summation can be rewritten

to include all combinations of orbitals which are included in the integral. The integral

itself is then also symmetric in i and j as well as a and b, so the equation can included

a full summation with a factor of 1/4 to account for duplicates.

E
(2)
i =

1

4

∑
ijab

| ⟨ij||ab⟩ |2

E
(0)
i − E

(0)
n

(2.45)

The denominator is simply the difference between the zeroth order energies of the

two states which is only the energy difference of the newly occupied orbitals of the

excited state and the originally occupied orbitals of the ground state.

E
(2)
i =

1

4

∑
ijab

| ⟨ij||ab⟩ |2

ϵi + ϵj − ϵa − ϵb
(2.46)

This energy correction is one of the simplest ways to account for correlation energy

beyond the HF level. However, it requires some conditions to be met in order to work

well. In general, perturbation theory requires small perturbations. If the true Hamil-

tonian is greatly different from the zeroth order approximation, it no longer makes

sense to use the zeroth order wave functions as a basis for higher order contributions.

Additionally, the form of the denominator in eq 2.46 requires that the energies of the

states be well-separated, otherwise the energy could become unphysically large.
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2.3 Coupled Cluster

To further improve the electronic wave function and energy, the correlation energy

can be calculated using coupled cluster theory (CC). In CC theory, the clusters refer

to specific groups of excited states which are accessed via cluster operators. The

excited states are grouped by their total level of excitation, so solitary terms of higher

excitation will be grouped with products of lower excitation terms. These clusters of

excited states are mixed into the wave function to provide flexibility and account for

electron correlation. In this way, it is better alternative to truncated full configuration

interaction, because CC theory retains the size consistency of FCI which is lost in

truncated FCI.

2.3.1 Full Configuration Interaction

Discussing coupled cluster theory is easiest with an understanding of full configu-

ration interaction (FCI). In FCI, the total wave function, |Ψ⟩, is represented by a

linear combination of all of the possible electron configurations of some reference

wave function

|Ψ⟩ = c0 |Φ⟩+
(
1

1!

)2∑
ia

cai |Φa
i ⟩+

(
1

2!

)2∑
ij
ab

cabij |Φab
ij ⟩+

(
1

3!

)2∑
ijk
abc

cabcijk |Φabc
ijk⟩+ · · ·

(2.47)

where indices i, j, k, . . . corresponds to the occupied orbitals in the reference wave

function and the indices a, b, c, . . . correspond to the newly occupied orbitals of the

excited wave functions, and the pre-factors account for equivalent terms. With in-

termediate normalization, the wave function can be written as collection of operators

acting on a reference wave function

|Ψ⟩ = (1 + Ĉ1 + Ĉ2 + Ĉ3 + . . . ) |Φ⟩ (2.48)
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where Ĉn is an operator which constructs a sum of all possible wave functions of

excitation level n with the appropriate coefficient and symmetry factor.

Ĉn |Φ⟩ =
(

1

n!

)2 ∑
ijk...n
abc...m

cabc...mijk...n |Φabc...m
ijk...n ⟩ (2.49)

FCI energies and coefficients can be calculated by constructing the Hamiltonian ma-

trix where each element is

Hij = ⟨Φi|Ĥ|Φj⟩ (2.50)

where Φi and Φj can be any possible electron configurations of any excitation level.

The Hamiltonian matrix can be thought of as a collection of smaller matrix blocks

that correspond to two collections of excitation levels. These matrix elements are

relatively easily calculated using the Slater-Condon rules, but the number of elements

that need to be calculated, even for simpler systems, makes this method unpractical.

One solution is to truncate the terms in eq 2.47 so as to only include the most

important excited states. In a well-behaved system, many of the coefficients will be

close to 0, and can be safely ignored. Some common forms of truncated FCI are CID

and CISD which use only the double excitations or single and double excitations,

respectively. However, by truncating the FCI ansatz, it is no longer size consistent.

This can be easily seen in a dimer system. For some monomer A, CID would include

all of the double excitations of the single molecule wave function. In the case of

the dimer at some large distance (i.e. two non-interacting monomers), only double

excitations on a single molecule A would be included. No wave functions would be

included where each monomer had a double excitation, and to do so would require

the inclusion of quadruple excitations. Additionally, the dimer would included single

excitations on separate monomers, a state not accounted for in the single monomer

case. The resulting wave functions for these two cases would included different sets

of excitations, so the energy would not scale linearly with the number of monomers.
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2.3.2 General Coupled Cluster Theory

Conceptually, the CC approximation is very similar to FCI, but it approximates the

contributions of higher excited states as products of lower excited states. The CC

ansatz can be compactly written as

|Ψ⟩ = eT̂ |Φ⟩ (2.51)

where the cluster operator T̂ is a sum of smaller cluster operators

T̂ = T̂1 + T̂2 + T̂3 + · · ·+ T̂n (2.52)

These smaller cluster operators are similar to the operators of FCI and have the form

T̂n |Φ⟩ =
(

1

n!

)2 ∑
i1<···<in
a1<···<an

ti1...ina1...an
|Φa1...an

i1...in
⟩ (2.53)

where ti1...ina1...an
are the amplitudes of the excitation they are associated with. To fully

write out the CC ansatz, the exponential is expanded as a Taylor series

eT̂ = 1 +
1

1!
T̂ +

1

2!
T̂ 2 +

1

3!
T̂ 3 + . . . (2.54)

and the final result depends on the form of T̂ . The cluster operator T̂ could have as

many terms as there are electrons, but it is typically truncated to make the method

computationally feasible. For example, in coupled cluster with doubles (CCD), the

cluster operator is truncated as T̂ = T̂2, so only double excitations are mixed into the

wave function. Thus, eq 2.54 becomes

eT̂ = 1 + T̂2 +
1

2
T̂ 2
2 +

1

6
T̂ 3
2 + . . . (2.55)
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and the wave function is

|Ψ⟩ = (1 + T̂2 +
1

2
T̂ 2
2 +

1

6
T̂ 3
2 + . . . ) |Φ⟩ (2.56)

where ⟨Φ|Ψ⟩ = 1. While the Taylor series is infinite, only a finite number of terms

are needed to calculate the CC energy and amplitudes. From the Slater-Condon

rules, Hamiltonian matrix elements of wave functions that differ by more than two

occupations vanish. Energy equations can be found by substituting the CC wave

function into the Schrödinger equation and left multiplying by ⟨Φ|. In CCD, this is

very straightforward

⟨Φ|E|Ψ⟩ = ⟨Φ|Ĥ|Ψ⟩ (2.57a)

E = ⟨Φ|Ĥ(1 + T̂2)|Φ⟩ (2.57b)

and only requires the amplitudes associated with the operator T̂2. In general, ampli-

tudes can be calculated with the wave function which is found in the same manner

as the energy, only instead left multiplying by ⟨Φa1...an
i1...in

| where n corresponds to the

excitation level of the cluster operator. Doing this to calculate tijab which is needed

for the CCD energy, gives

⟨Φab
ij |E

ij
ab|Ψ⟩ = ⟨Φab

ij |Ĥ|Ψ⟩ (2.58a)

tijab = (E ij
ab)

−1 ⟨Φab
ij |Ĥ(1 + T̂2 +

1

2
T̂ 2
2 )|Φ⟩ (2.58b)

which also is only dependent on the amplitudes tijab. Here, E ij
ab is the energy of the

excited state in the bra which corresponds to the amplitudes being calculated.

However, if T̂ was not truncated, or if it was truncated at a later term, this

equation would be greatly expanded. In the case of coupled cluster with singles and
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doubles (CCSD), the wave function would instead be

|Ψ⟩ = (1+T̂1+T̂2+
1

2
T̂ 2
1 +T̂1T̂2+

1

2
T̂ 2
2 +

1

6
T̂ 3
1 +

1

2
T̂ 2
1 T̂2+

1

2
T̂1T̂

2
2 +

1

6
T̂ 3
2 +. . . ) |Φ⟩ (2.59)

Because the energy is dependent on states with an excitation level of 2, the resulting

energy equation would be

E = ⟨Φ|Ĥ(1 + T̂2 +
1

2
T̂ 2
1 )|Φ⟩ (2.60)

and the amplitudes, tia and tijab, are

tia = (E i
a)

−1 ⟨Φa
i |Ĥ(T̂1 + T̂2 +

1

2
T̂ 2
1 + T̂1T̂2 +

1

6
T̂ 3
1 )|Φ⟩ (2.61)

tijab = (E ij
ab)

−1 ⟨Φab
ij |Ĥ(1 + T̂1 + T̂2 +

1

2
T̂ 2
1 + T̂1T̂2 +

1

6
T̂ 3
1 +

1

2
T̂ 2
2 +

1

2
T̂ 2
1 T̂2 +

1

24
T̂ 4
1 )|Φ⟩

(2.62)

As the truncation of the ansatz decreases, the terms needed to calculate the energy

and amplitudes increases drastically. Because the double excitations are the most

important for calculating the energy, truncation schemes will included at least T̂2 and

often T̂1. While tijab does rely on the quadruple excitations, their contribution is still

approximately treated due to the presence of the T̂ 2
2 term. This also addresses the

size consistency issue of truncated CI; a double excitation on each of two separated

monomer would be included in the CC wave function.

2.3.3 Perturbative Excitations

While CC theory provides an excellent level of accuracy, even when truncated, it

suffers from the same issues as FCI with regards to feasibility. Even at the CCSDT

level, only calculations on small molecules with moderate basis sets can be finished

in a reasonable amount of time. A commonly used method of addressing this issue
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is to treat higher-order excitation contributions perturbatively.17 For example, in a

well-behaved system, the expected contributions of triple excitations would be small,

as they don’t directly contribute to the energy of the system; however, the number of

matrix elements required to explicitly include triple excitations makes approximating

them an attractive prospect. When a level of excitations is treated perturbatively, it

is denoted by enclosing the corresponding letter in parentheses, as in CCSD(T). The

perturbative triples correction can be calculated using RSPT as

∆ET =
T∑
t

| ⟨Ψ|V̂ |Ψt⟩ |2

E0 − Et

=
S+D∑
s

T∑
t

D∑
u

asVstVtuau
E0 − Et

(2.63)

where V corresponds to the perturbation operator (in this case, the correlation Hamil-

tonian), t sums over triple excitations, s sums over all single and double excitations,

u sums over only double excitations, and ai is the converged wave function coefficient

for excitation i. The denominator here is the excitation energy of the triply excited

state given by the Fock Hamiltonian.

2.4 Vibrational Frequencies

Molecular vibrations play an important role in several aspects of computational and

theoretical chemistry. Perhaps most notably, calculated frequencies can be used for

identification in spectroscopic data such as IR or Raman spectra. Additionally, they

are important in identifying stationary points on a potential energy surface and are

necessary for transition state searches. Even in thermodynamics, the vibrational

degrees of freedom play an important role in calculating the entropy and free energy

of a system. Calculating these frequencies requires the potential of a system which

can be written as

V (x) = V0+
3N−6∑

i

∂V

∂xi
xi+

1

2!

3N−6∑
ij

∂2V

∂xi∂xj
xixj +

1

3!

3N−6∑
ijk

∂3V

∂xi∂xj∂xk
xixjxk+ ... (2.64)
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which is a typical Taylor expansion of the potential in the 3N − 6 dimensional (or

3N − 5 dimensional for linear molecules) space of a molecule’s internal coordinates.

Often the first derivative terms are not included because a stationary state lying in a

potential well would have a first derivative of 0 with respect to all dimensions. Often,

the harmonic approximation is made in which the potential expansion is truncated

at the second order terms as

V (x) =
1

2

3N−6∑
ij

∂2V

∂xixj
xixj (2.65)

where V0 is arbitrarily set to 0.

2.4.1 The GF Matrix Method

The GF matrix method seeks to calculate harmonic vibrational frequencies in internal

coordinates. This is accomplished by solving the eigenvalue problem

(GF)L = L(µΛ) (2.66)

where the eigenvalues give the square of the angular frequencies (ωi =
√
µiλi). This

process simultaneously solves the kinetic and potential energy eigenvalue problems.

L−1G(L−1)T = µ (2.67)

LTFL = Λ (2.68)

In these equations, the matrix G contains structural information about the molecule

and is related to the internal coordinates. The elements of the G are calculated as

Gij =
∑
n

Bi
nB

j
n

mn

(2.69)
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where i and j refer to internal coordinates, n corresponds to the 3N Cartesian co-

ordinates, mn is the mass of the atom associated with coordinate n, and Bi
n is the

first-order B-matrix element that is defined as the derivative of the internal coordinate

i with respect to the Cartesian coordinate n.

Bi
n =

∂Si

∂xn
(2.70)

The matrix F is the Hessian, a second-order force constant matrix, which can be

calculated analytically (when available for a given level of theory) or numerically

via finite differences of gradients or energies. Finally, the matrix L can be used to

transform between the internal coordinates (s) and the normal coordinates (Q).

s = LQ (2.71)

The GF matrix is not a symmetric matrix, but eq 2.66 can be manipulated to

become a symmetric eigenvalue problem by using the substitution L′ = G−1/2L which

gives

(GF)G1/2L′ = G1/2L′(µΛ) (2.72a)

(G1/2FG1/2)L′ = L′(µΛ) (2.72b)

The symmetric matrix G1/2FG1/2 can be diagonalized, and a back-transformation by

G1/2 would return L.

2.4.2 Vibrational Perturbation Theory

Often, the harmonic approximation is not sufficient to accurately describe the vi-

brational motion of a molecule. An anharmonic treatment of molecular vibrations

benefits from the inclusion of higher-order terms of the potential expansion. Once
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again, perturbation theory can be employed by treating these terms as a perturbation

to the harmonic oscillator wave function18

V̂anh =
1

3!

∑
ijk

ϕijkq̂iq̂j q̂k +
1

4!

∑
ijkl

ϕijklq̂iq̂j q̂kq̂l + ... (2.73)

where the position variables, xi, have been replaced by the normal coordinates, q̂i,

of the harmonic oscillator and ϕijk is the force constant corresponding to the normal

modes i, j, k. The full anharmonic perturbation additionally includes the vibrational

angular momentum operator (Ĥcor) and the Watson pseudopotential (Û)

V̂ = V̂anh + Ĥcor + Û (2.74)

Ĥcor =
∑
τ,i<j

[(
ω2
i + ω2

j

ωiωj

)
Bτ

e (ζ
τ
ij)

2

]
q̂2i q̂

2
j (2.75)

Û = −1

4

∑
τ

Bτ
e (2.76)

where ωi is the frequency of mode i, Bτ
e is the rotational constant corresponding to

the axis τ , and ζτij is the Coriolis constant that couples the normal coordinates q̂i and

q̂j about the axis τ . The process is referred to as vibrational perturbation theory and

this discussion will be limited to second-order (VPT2) which truncates V̂anh at the

quartic terms.

Using eqs 2.33 and 2.38, the total ground state VPT2 energy can be written as

Ei = ϵi + ⟨i|V̂ |i⟩+
∑
i ̸=i′

| ⟨i|V̂ |i′⟩ |2

ϵi − ϵi′
(2.77)

where i is the ground harmonic oscillator wave function, i′ is an excited state of state

i, and ϵi is the harmonic oscillator energy of state i. This equation can be greatly

simplified due to the properties of the involved integrals which restrict what level of

excitation is allowed for each type of position operator.
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Ei = ϵi + ⟨i| 1
24

∑
ijkl

ϕijklq̂iq̂j q̂kq̂l + Ĥcor + Û |i⟩+
∑
i ̸=i′

| ⟨i|1
6

∑
ijk ϕijkq̂iq̂j q̂k|i′⟩ |2

ϵi − ϵi′
(2.78)

The total VPT2 energy of a molecule in wavenumbers can be expressed using

anharmonicity constants which are derived from the previous equation. This energy

expression is written as

E(v) = G0 +
∑
i

ωi

(
vi +

1

2

)
+
∑
i≤j

χij

(
vi +

1

2

)(
vj +

1

2

)
(2.79)

where the ωi is the frequency of mode i, vi is the quantum number associated with

mode i, and the anharmonicity constants χij are defined as

χii =
1

16
ϕiiii −

1

32

∑
j

ϕ2
iij

(
1

2ωi + ωj

+
4

ωj

− 1

2ωi − ωj

)
(2.80)

χij =
1

4
ϕiijj −

1

4

∑
k

ϕiikϕjjk

ωk

− 1

8

∑
k

ϕ2
ijk

(
1

ωi + ωj + ωk

+
1

−ωi + ωj + ωk

+
1

ωi − ωj + ωk

− 1

ωi + ωj − ωk

)
+
∑
τ

Bτ
e (ζ

τ
ij)

2

(
ωi

ωj

+
ωj

ωi

) (2.81)

The G0 term contains additional terms not related to the quantum number vi. The

fundamental frequency of mode i, νi can be calculated by taking the difference of this

equation when vi is 1 and when all quantum numbers are 0

νi = ωi + 2χii +
1

2

∑
i ̸=j

χij (2.82)

2.5 Kinetics

Rates and rate constants can be calculated in a relatively straightforward manner

via canonical transition state theory (CTST). For CTST, a simple rigid rotor, har-

monic oscillator (RRHO) partition function of an ideal gas is used to describe the

transition state and reactants in the reaction. This allows for separability of the par-
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tition function into the translational, rotational, vibrational, and electronic partition

functions.

q = qtransqrotqvibqel (2.83)

In general a partition function can be written as

q =
∑
i

e−ϵi/kBT (2.84)

where the index i corresponds to the states of the molecule, kB is the Boltzmann

constant, and T is the temperature in Kelvin. Using the energy level equation for an

energy mode gives the partition function for that mode.

The translational partition function uses the energy equation of a particle in a

3-dimensional cubic box

Ei =
h2

8mL2
(n2

x + n2
y + n2

z) (2.85)

where h is Planck’s constant, m is the mass of the particle, L is the length of the sides

of the box, and nα is the quantum number for the motion in the α-axis. Inserting

this into eq 2.84 gives

qtrans =
∑
i

e−h2(n2
x+n2

y+n2
z)/8mL2kbT

=
∑
i

(
e−h2n2

x/8mL2kbT
)(

e−h2n2
y/8mL2kbT

)(
e−h2n2

z/8mL2kbT
) (2.86)

Because this summation includes all states, and thus all the possible combinations of

indices for nx, ny, and nz, it can be rewritten using the quantum numbers as indices

qtrans =
∑
nx=1

e−h2n2
x/8mL2kbT

∑
ny=1

e−h2n2
y/8mL2kbT

∑
nz=1

e−h2n2
z/8mL2kbT

=

(∑
n=1

e−h2n2/8mL2kbT

)3 (2.87)
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and can be grouped together because the sums for each quantum number are equiv-

alent. Because translational energy levels are so close in energy to one another, the

sum can be approximated as an integral

qtrans ≈
(∫ ∞

0

e−h2n2/8mL2kbTdn

)3

(2.88)

which has the form of the known integral

∫ ∞

0

e−αx2

dx =
1

2

√
π

α
(2.89)

where α = h2/8mL2kBT . Evaluating this integral gives the final translational parti-

tion function of an ideal gas which can be simplified by redefining the equation using

the volume of the cube, V , rather than the length

qtrans =

(
1

2

√
8πmL2kBT

h2

)3

=

(
2πmkBT

h2

)3/2

V (2.90)

This is often simplified further by defining the de Broglie wavelength, Λ, as

Λ =

(
2πmkBT

h2

)−1/2

(2.91)

rewriting the translational partition function to

qtrans =
V

Λ3
(2.92)

This partition function is very simple to calculate for any molecule, and is only

dependent on its mass and the temperature.
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The next partition function to consider is the rigid rotor rotational partition func-

tion, qrot, which uses the energy expression

EJ =
h̄2

2I
J(J + 1) (2.93)

where I is the moment of inertia of the molecule, J is the rotational quantum number,

and the levels have a degeneracy of 2J + 1. Inserting this into eq 2.84 gives the the

partition function

qrot =
∑
J

(2J + 1)e−h̄2J(J+1)/2IkBT (2.94)

Once again, the difference of the energy levels is small, so the sum is approximated

as an integral over the values of J which can be easily solved through substitution of

u = J(J + 1)

qrot =

∫ ∞

0

(2J + 1)e−αJ(J+1)dJ =

∫ ∞

0

e−αudu =
1

α
=

2IkBT

h̄2
(2.95)

where α = h̄2/2IkBT . The rotational partition function is often written using the

characteristic temperature, θrot = h̄2/2IkB

qrot =
T

θrot
(2.96)

Finally, an additional symmetry factor, σ, is introduced

qrot =
T

σθrot
(2.97)

which is 2 for homonuclear diatomic molecules and 1 for all other molecules to account

for nuclear spin states.

Harmonic oscillator vibrational partition function can be more easily represented

as the product of smaller partition functions for the individual modes. The harmonic

30



vibrational energy of mode i has a very simple energy equation

Ei,v = hνi

(
v +

1

2

)
(2.98)

where νi and v are the frequency and quantum number of mode i, respectively. This

can be easily redefined to give the energy relative to the zero-point vibrational energy

(i.e. v= 0)

Ei,v = hνiv (2.99)

These energies can be inserted into eq 2.84 and grouped by mode to give the partition

function

qvib =
∏
i

∑
v

(e−hνi/kBT )v (2.100)

Because the exponential in the sum will always be between 0 and 1, the sum is a

geometric series which has a simple closed form

∞∑
i=0

xi =
1

1− x
(2.101)

The vibrational partition function then becomes

qvib =
∏
i

1

1− e−hνi/kBT
(2.102)

To simplify it further, the vibrational characteristic temperature, θvib,i = hνi/kB, is

used

qvib =
∏
i

1

1− eθvib,i/T
(2.103)

The product in the vibrational partition function has a term for each vibrational

mode which is simple to calculate as they only require the harmonic frequencies to

be known. If the partition function were still defined relative to the electronic energy

and not the zero-point energy, it would have an additional exponential term which
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would scale the energy appropriately; however, this will be accounted for later in the

rate equation.

The simplest partition function is the electronic partition function, which inserts

into eq 2.84 the calculated electronic energy and its excitation energies. While this

seems like it cannot be simplified through mathematical methods, it can be done

through chemical intuition. Excited states are typically much higher in energy then

the ground state, so all of the terms in the sum other than the ground state would be

close to 0 and can be ignored. When the partition function is defined relative to the

ground state energy, the electronic partition function simply becomes the degeneracy

of the ground state.

qel = g0 (2.104)

In CTST, rate constants are calculated using the Eyring equation which relates

the rate constant to the reactants and transition state

k = κ
kBT

h
K‡e−(ETS−ER)/kBT (2.105)

where κ is the transmission coefficient for and asymmetric Eckart potential

κ(T ) = exp

(
∆V1
RT

)∫ ∞

0

κ(E)exp

(
E

RT

)
dE (2.106)

K‡ is the equilibrium constants of the reactants and transition state, ETS and ER

refer to the energy of the transition state and reactants, respectively, and the kBT/h

factor corresponds to the frequency of the transition state overcoming the barrier.

Here, the energies used include the zero-point vibrational energy to account for the

vibrational partition function being defined relative to the zero-point energy. The

equilibrium constant can be written using the partition functions of each species and
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the volume to represent the number density of each species.

K‡ =
qTS/V∏R
i (qi/V )νi

(2.107)

When pre-reactive complexes are involved in the reaction, the Steady State approxi-

mation (SSA) can be used to substitute contributions from other species with those

of the reactants. For the reaction

A + B
k1−−⇀↽−−
k−1

A···B k2−−→ C‡ k3−−→ P (2.108)

an overall rate constant, ktot, can be defined.

d[A ···B]
dt

= k1 [A][B]− k−1 [A ···B]− k2 [A ···B]−−0 (2.109)

[A ···B] = k1
k−1 + k2

[A][B] ≈ k1
k−1

[A][B] (2.110)

d[P]

dt
= k2[A ···B] = k2

k1
k−1

[A][B] = k2Kc [A][B] (2.111)

ktot = k2Kc (2.112)

The first step employs the SSA by equating the rate of change of the pre-reactive

complex to 0. The next step makes the approximation that k−1 >> k2, i.e. it is

much more likely for the pre-reactive complex to disassociate rather than carry out

the reaction. The third step expresses the total reaction rate using quantities related

to the first step of the reaction. The final rate constant can then be written as

k = κ
kBT

h

qTS/V∏R
i (qi/V )νi

e−(ETS−ER)/kBT (2.113)

where the equilibrium constant is defined by the transition state and the reactants

rather than the pre-reactive complex.
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Chapter 3

The Atmospheric Importance of Methylamine Additions to Criegee

Intermediates 1

1Mull, H.F., G.J.R. Aroeira, J.M. Turney, and H.F. Schaefer III. 2020. Physical Chemistry Chemical
Physics. 22:22555–22566. Reprinted here with permission of the publisher.
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3.1 Abstract

Criegee intermediates are important targets for study in atmospheric chemistry be-

cause of their capacity to oxidize airborne species. Among these species, ammonia

has received critical attention for its presence in polluted agricultural or industrial

areas and its role in forming particulate matter and condensation nuclei. Although

methylamine has been given less attention than ammonia, both theoretical and ex-

perimental studies have demonstrated that the additional methyl substitution on

the ammonia derivatives increases the rate constants for some systems. This sug-

gests that the methylamine addition to Criegee intermediates could be more signif-

icant to atmospheric processes. In this work, geometries are optimized at the DF-

CCSD(T)/ANO1 level for the methylamine addition reactions to the simplest Criegee

intermediate and the anti - and syn-methylated Criegee intermediates. Energies for

each stationary point were computed at the CCSD(T)/CBS level with corrections

from the CCSDT(Q) method. Rate constants are obtained for each reaction using

canonical transition state theory. Although methylamine addition proved to be a more

favorable reaction relative to ammonia addition, the significantly lower concentration

of atmospheric methylamine limits the prevalence of these reactions, even in the most

optimal conditions. It is unlikely that the methylamine addition to Criegee interme-

diates will contribute significantly to the consumption of Criegee intermediates in the

atmosphere.

3.2 Introduction

Criegee intermediates (CIs) have been the focus of many atmospheric chemistry stud-

ies in recent years for the wide range of potential impacts on the atmosphere. They

are a class of carbonyl oxides which are formed primarily through the ozonolysis of

alkenes in the atmosphere, the mechanism for which was first proposed by Rudolph
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Criegee in 1949,19 but they can also be formed through the reaction of peroxy rad-

icals with OH,20 Br,21 or Cl radicals.22 Their highly-reactive and short-lived nature

make them difficult targets for experimental studies; however, laboratory techniques

to produce CIs have allowed for direct and indirect measurements of CI concentra-

tions and the rate constants of different reaction pathways.23–32 These experimental

studies have been motivated and driven by corresponding theoretical studies, and

together they give valuable insight towards the fates of CIs and their effects on the

atmosphere.

Part of the importance of CIs in the atmosphere comes from the increased oxidiz-

ing capacity of the air as a result of the presence of these species.33 These reactions

are particularly important at times when photochemical reactions are less likely to

occur, such as at night or during winter months.23,34,35 These contributions to the

oxidation capacity can occur through a unimolecular transformation, or the interme-

diates can directly oxidize a variety of airborne species. A majority of the CIs formed

will undergo unimolecular decomposition, generating a variety of organic gasses, rad-

icals, and acids,25,28,36,37 or they can isomerize to form various organic products.38

Alternatively, the CIs can be collisionally stabilized to form stabilized Criegee inter-

mediates (SCIs) which can survive long enough to further react.39 A large number

of both experimental and theoretical studies have been performed on a variety of

atmospheric species including H2O,27,31,40–44 CH4,
45 MeOH,46 SO2,

23–25,37,47–49 NO,48

NO2,
24,26 NH3,

29,30,50,51 and MeNH2.
30,52 The majority of SCIs in the atmosphere will

be consumed in reactions with water; however, the reactions with other atmospheric

species are still possible and are often of greater interest.48 These sets of reactions can

result in the production of particulate matter and cloud condensation nuclei, which

are important factors in understanding the air quality and climate of an area.53–55

Previous studies of the reaction between SCIs and ammonia or ammonia deriva-

tives show that these reactions have a negligible role in the consumption of SCIs.
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Misiewicz et al. investigated the ammonia addition to the simplest SCI and the anti -

and syn-methylated SCIs and determined that this set of reactions would not be able

to effectively compete with other similar reactions with more abundant species.50 This

was further confirmed experimentally by Liu et al. using OH laser-induced fluores-

cence29 and by Chhantyal-Pun et al. using cavity ring-down spectroscopy and mul-

tiplexed photo-ionization mass spectrometry.30 However, Kumar and Francisco have

recently suggested that increasing the methyl substitution on the ammonia derivative

results in a decreased activation barrier.52 This was also supported experimentally

by Chhantyal-Pun et al. who found that the reaction between the simplest SCI and

methylamine was faster than the corresponding reaction with ammonia.30 However,

Chhantyal-Pun et al. only explored the substituent effects of the methylamine, but

did not consider the substituent effects of the SCI itself. It has been shown that

barrier heights increase and reaction rates decrease with more-substituted SCIs, re-

gardless of the species they are reacting with.46,50,52 The methylamine addition to

simple and methylated SCIs involves both the weakening of the SCI’s overall reactiv-

ity from increased substitution and the compensation for that loss with the increased

reactivity of more-substituted ammonia derivatives. Considering these two effects,

the corresponding rates of the reaction could be enhanced to become competitive

with the analogous water addition reactions.

Both SCIs and methylamine present their own unique structural challenges. One

possible representation of the SCIs is the biradical form with both the terminal oxygen

and central carbon having lone electrons. However, Nakajima and Endo experimen-

tally determined the bond lengths and angles of the simplest SCI (CH2OO) and found

that the difference in C-O and O-O bond lengths (1.272 Å and 1.345 Å, respectively)

suggested a greater zwitterionic character than biradical character.32 Additionally,

Taatjes et al. compared the syn- and anti- conformers of the methylated SCI and

found that the syn- conformer was 4 kcal mol−1 lower in energy and the interconver-
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sion barrier between the two was 40 kcal mol−1, reflecting the zwitterionic character

of the SCIs.31 Methylamine provides a different type of challenge in that both hy-

drogen atoms are capable of participating in these methylamine addition reactions.

This leads to two distinct reaction pathways and starting geometries. In previous

work with methylamine, no distinction was made between the two reaction path-

ways, nor was any justification given for favoring one over the other. Here, the two

reaction pathways will be referred to as equatorial and axial. The designations are

based on the position of the methylamine methyl group relative to the pseudo five-

membered ring formed during the transition state. Equatorial methylamine features

the methyl group positioned between the anti- and syn- positions of the SCI, whereas

axial geometries feature the methyl group positioned between the anti- position and

the double-bond of the SCI (Figure 3.1). Previously, it seems only the axial addition

pathway was considered in computational studies, though whether this is coincidence

or by design is unclear.30,52

(a) Equatorial (b) Axial

Figure 3.1: The equatorial and axial reaction pathways differ by the orientation of
the methylamine methyl group relative to the SCI.

In this research, we examine the methylamine addition to the simplest Criegee

intermediates (CH2OO) and the anti - and syn-methylated Criegee intermediates

(CH3CHOO), both the equatorial and axial pathways, using high-level ab initio meth-

ods. Energies and rate constants are obtained for each of these reactions to under-

stand the combined effect of the substituents on each reactant and the orientation

of addition. Comparing these rate constants will determine their importance in the

atmosphere relative to each other as well as other atmospheric species.
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3.3 Computational Methods

Each of the geometries investigated was optimized using density-fitted coupled cluster

theory with single, double, and perturbative triple excitations [DF-CCSD(T)] with

the ANO1 basis set from the atomic natural orbital basis set family,56 using the ANO1

truncation scheme described by McCaslin and Stanton (C, N, O: [4s 3p 2d 1f]; H: [4s

2p 1s]).57 Final energies were computed by using the Focal Point Approach (FPA) of

Allen and coworkers.58–60 Restricted Hartree–Fock energies and correlation energies

for second-order Møller–Plesset perturbation theory (MP2), CCSD, and CCSD(T)

levels of theory were calculated using the Dunning correlation consistent basis sets,61

cc-pVXZ [X = D, T, Q, 5 for Hartree–Fock energies and X = D, T, Q for MP2, CCSD

and CCSD(T)], and then extrapolated to the complete basis set limit (CBS) using a

three–point fitting equation for SCF energies62

ESCF = A+B exp(−CX) (3.1)

and a following two–point fitting equation for correlation energies.63

Ecorr = A+BX−3 (3.2)

Both the energies and the geometries were computed using the frozen core approxi-

mation.

A number of additive corrections were obtained for each of the geometries to ac-

count for higher-order correlation and approximations made during the energy com-

putations. Zero-point vibrational energy corrections (∆ZPVE) were obtained at the

DF-CCSD(T) level with the ANO1 basis set for the simple SCI reactions and the

ANO0 basis set for the anti - and syn-SCI reactions. The frozen-core approximation

corrective term (∆CORE) was calculated by taking the difference between the all-
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electron and frozen core energies at the CCSD(T) level with a weighted core-valence

cc-pwCVTZ basis set.64

∆CORE = EAE-CCSD(T) − EFC-CCSD(T) (3.3)

The diagonal Born–Oppenheimer correction (∆DBOC) was calculated at the CCSD

level using the ANO0 basis set.65,66 Corrections for scalar relativistic effects (∆REL)

were calculated using the spin–free X2C-1e method with an X2C-recontracted corre-

lation consistent cc-pCVTZ basis set.67–72

∆REL = EAE-CCSD(T)/X2C-1e − EAE-CCSD(T) (3.4)

Our final energies account for higher order correlation using single-point energies

at the CCSDT(Q) level and the Dunning cc-pVDZ basis set61 for the simplest SCI

reactions and, due to their size, the Pople 6-31G* basis set for the anti - and syn-

methylated SCI reactions. It has been shown previously by Aroeira et al. that for

systems involving SCI’s the CCSDT(Q) corrections were approximately twice as large

as the CCSDTQ corrections,46. Their CCSD(T)/CBS, CCSDT(Q)/CBS, and CCS-

DTQ/CBS computed heats of formation (∆H0K
f ) for the simplest SCI were 27.12,

25.72, and 26.35 kcal mol−1, respectively. While the full CCSDTQ ∆H0K
f matched

well with the Active Thermochemical Tables reference value of 26.74 ± 0.15 kcal

mol−1, the CCSD(T) ∆H0K
f was 0.4 kcal mol−1 higher and the CCSDT(Q) ∆H0K

f

was 1.0 kcal mol−1 lower. Recently, Matthews demonstrated the sensitivity of SCIs to

higher order corrections by comparing the geometries, energies, and vibrational prop-

erties of the simplest SCI using the same methods as above.73 Again, the CCSDT(Q)

results underestimated the CCSDTQ total energy (including ∆ZPVE) by more than

1 kcal mol−1, whereas the CCSD(T) results overestimated the energy by over 2 kcal

mol−1. However, these energies were obtained using a structure optimized at their
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respectively levels of theory, so part of the discrepancy could be due to the differ-

ence in geometries. As seen from these examples, we can consider the CCSD(T)

and CCSDT(Q) energies as upper and lower bounds to the true energy, where the

difference represents the uncertainty range of the computed energy. For the main

purposes of this work, the averaged value will be taken as the computed energy, but

these bounds will be considered for some qualitative behavior. Thus the final energy

discussed here will only include half of the calculated CCSDT(Q) correction (∆T(Q)).

∆E = ∆EFPA +∆ZPVE +∆CORE +∆DBOC +∆REL +
∆T(Q)

2
(3.5)

Geometry optimizations and harmonic vibrational frequency calculations were

performed with Psi4.74 Single-point energies for the FPA were calculated using these

geometries in the MOLPRO 2010.1 package.75,76 Corrective terms other than ∆ZPVE

were computed using the CFOUR 2.0 quantum chemistry package.77,78

Similarly to previous studies,46,50 these addition reactions can be represented as

SCI + NH3
k1−−⇀↽−−
k−1

SCI ···NH3
k2−−→ P (3.6)

where SCI ···NH3 is a pre-reactive complex and P is the product of the reaction. By

employing the Steady State Approximation (SSA),79 as well as making the assumption

of k2 << k−1 which is common for these systems, we can arrive at an expression for

our rate constant.

d[SCI ···NH3]

dt
= k1 [SCI][A]− k−1 [SCI ···NH3]− k2 [SCI ···NH3]−−0 (3.7)

[SCI ···NH3] =
k1

k−1 + k2
[SCI][A] ≈ k1

k−1

[SCI][A] (3.8)

d[P]

dt
= k2[SCI ···NH3] = k2

k1
k−1

[SCI][A] = k2Kc [SCI][A] (3.9)

ktot = k2Kc (3.10)
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Rate constants can then be calculated using canonical transition state theory,80,81

with the partition functions (qA) of each species in the reaction

k2 = κ
kBT

h

qTS

qSCI ···NH3

exp

(
−ETS

RT

)
(3.11)

Kc =
qSCI ···NH3

qSCIqNH3

(3.12)

ktot = κ
kBT

h

qTS

qSCIqNH3

exp

(
−ETS

RT

)
(3.13)

where κ is the transmission coefficient for an asymmetric Eckhart potential energy

barrier82

κ(T ) = exp

(
∆V1
RT

)∫ ∞

0

κ(E)exp

(
E

RT

)
dE (3.14)

kB is the Boltzmann constant, R is the universal gas constant, T is temperature, and h

is Planck’s constant. Canonical transition state theory assumes the high pressure limit

which eliminates and pressure dependence in the model. These partition functions

are approximated as rigid rotor harmonic oscillators (RRHO), allowing for their total

partition functions to be separable into different degrees of freedom.

q = qtransqrotqvibqelec (3.15)

3.4 Results and Discussion

3.4.1 Geometries

Optimized geometries of the simple, anti-, and syn- methylamine additions are shown

in Figures 3.2, 3.3, and 3.4, respectively. Bond lengths for the pseudo five-membered

ring are included and reported in Å. Both the equatorial and axial reaction pathways

are shown for comparison. The pre-reactive complexes of the equatorial and axial

syn-SCI additions (Figures 3.4a and 3.4b) have a significantly larger C-N distance

compared to the simple and anti-SCI additions. However, the C-N distances of the
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corresponding transition states (Figures 3.4c and 3.4d) are smaller than those of the

simple and anti- counterparts. The increased structural change that is required to

proceed through the reaction reflects the slower reaction rates of the syn-SCI addition

reactions, a trend which is expected and has been observed for similar systems.31,33,50

These geometries also support our choice of SCI representation. Our predictions

closely match those of Nakajima and Endo who experimentally determined bond

lengths and angles for the simple SCI and concluded that it contained more zwitterion

character than biradical character.32 Furthermore, in each of the reaction pathways,

the C-O and O-O bond lengths increase as the reaction proceeds to the product,

demonstrating the shift to their normal single bond lengths and further supporting

the zwitterion representation.

There exist differences between the equatorial and axial reaction pathways. The

largest differences are seen in the pre-reactive complexes for each pair. The positioning

of the methylamine methyl group affects how it can approach a given SCI, resulting

in a decreased C-N distance and an increased O-H distance for the axial pre-reactive

complex compared to the equatorial pre-reactive complex. However, in the transition

states for each addition pair, the C-N distance for the equatorial pathway becomes

slightly smaller than that of the axial pathway. This is likely due to a smaller amount

of steric interference between the methyl groups of the methylamine and the SCI

in the equatorial transition states. However, the products of each pair of reactions

have bond length differences smaller than 0.1 Å. This is not unexpected as the two

products for a given SCI only differ by an inversion and rotation of the amino group.

3.4.2 Energetics

The FPA tables for all six reactions are presented in Tables 3.1–3.6 and good con-

vergence towards the complete basis set limit can be observed in all cases. In all

cases, the additive corrections for frozen core, Born–Oppenheimer approximation,
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Equatorial Axial

(a) (b)

(c) (d)

(e) (f)

Pre-reactive 

Complex

Transition State

Product

Figure 3.2: Optimized CCSD(T)/ANO1 geometries for the pre-reactive complex,
transition state, and product of the methylamine addition to the simple Criegee in-
termediate. Both the equatorial and axial geometries are shown. Distances are given
in Å.
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Equatorial Axial

Pre-reactive 

Complex

Transition State

Product

(a) (b)

(c) (d)

(e) (f)

Figure 3.3: Optimized CCSD(T)/ANO1 geometries for the pre-reactive complex,
transition state, and product of the methylamine addition to the anti- Criegee inter-
mediate. Both the equatorial and axial geometries are shown. Distances are given in
Å.
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Equatorial Axial

(a) (b)

(c) (d)

(e) (f)

Pre-reactive 

Complex

Transition State

Product

Figure 3.4: Optimized CCSD(T)/ANO1 geometries for the pre-reactive complex,
transition state, and product of the methylamine addition to the syn- Criegee inter-
mediate. Both the equatorial and axial geometries are shown. Distances are given in
Å.
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and scalar relativistic effects do not exceed 0.11 kcal mol−1, validating the application

of these approximations. As was previously noted, the higher-order energy correc-

tions (∆T(Q)) are taken to be half of the CCSDT(Q) correction to account for the

overcorrection of perturbative quadruple excitations relative to full quadruple excita-

tions. Even with this reduction, the higher-order correction can still range from 0.11

to 0.63 kcal mol−1, leading to slight qualitative changes of the potential surface. Our

energies are in fairly good agreement with the work done previously by Chhantyal-

Pun et al.30 for the axial addition to the simplest SCI using CCSD(T)(F12*)/cc-

pVQZ-F12//CCSD(T)(F12*)/cc-pVDZ-F12 energies. However there were some qual-

itative differences between our work and the work by Kumar and Francisco52 using

CCSD(T)/aug-cc-pVTZ//M06-2X/aug-cc-pVTZ energies, with their barrier heights

being lower by at least 0.4 kcal mol−1 and up to 1.7 kcal mol−1. If the lower bound

of the energies are considered (i.e. without any higher-order correction), the barrier

heights are still lower by 0.3 kcal mol−1 and up to 1.0 kcal mol−1. Towards the up-

per bound, the energy differences stemming from higher-order corrections are even

further exaggerated and would only increase the difference in barrier height.

The potential energy surfaces for each SCI are shown in Figures 3.5–3.7. The

equatorial and axial methylamine additions to the simplest SCI have barrier heights

of 1.49 kcal mol−1 and 1.28 kcal mol−1, respectively. These values only change slightly

with the addition of the methyl group at the anti- position of the SCI, with barrier

heights of 2.13 kcal mol−1 and 1.78 kcal mol−1, respectively. This similarity between

the two SCIs is expected and has been seen in studies with other systems.50,52 The

barrier heights for the addition to the syn-methylated SCIs are 5.49 kcal mol−1 for

the equatorial addition and 5.03 kcal mol−1 for the axial additions. With the SCI

methyl group being positioned closer to the oxygen where the hydrogen transfer

occurs, significantly more energy is required for the reaction to proceed. This is

consistent with the geometries in Figures 3.4c and 3.4d, which have much longer
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bond distances than their simple SCI and anti-methylated SCI counterparts. The

equatorial addition to the syn-methylated SCI has the only non-submerged barrier

of this group of reactions; however, it is only 0.45 kcal mol−1 and would be unlikely

to significantly hinder the reaction from occurring. It is worth noting that if the full

∆T(Q) correction was included, the axial addition to the syn-methylated SCI would

no longer be submerged, but the transition state would be above the reactants only

by 0.03 kcal mol−1 and would not significantly hinder the reaction from occurring.

3.4.3 Kinetics

Using the final energies and the theoretical frequencies, rate constants for each re-

action were calculated and are presented in Table 3.7. Tunneling does not make

significant contributions to these reactions, as the transmission coefficients (κ) only

range from 1.044 to 1.089 (Table 3.8). For the rate constant of the axial methylamine

addition to the simplest SCI, our value was in relatively good agreement with a pre-

viously calculated value from Chhantyal-Pun et al. of 5.6 × 10−12 cm3 s−1 using a

micro-canonical master equation,30 giving us greater confidence in our calculated rate

constants for the other five reactions. In the cases of the simple and anti-methylated

SCIs, the axial addition pathway would be preferred, consistent with our calculated

energies and barrier heights. The lowered barrier height and increased reaction rate

is likely due to a small stabilizing attractive force between the methyl group of the

methylamine and the central oxygen atom. This positions the nitrogen of the methy-

lamine closer to the central carbon of the SCI, so the geometry of the pre-reactive

complex and transition state for the axial addition are more similar that those of

the equatorial addition, reducing the amount of energy needed for the reaction to

proceed. Although a similar case can be made for the methylamine addition to the

syn-methylated SCI, the small interaction is overshadowed by the additional burden

of having to rotate and shift the SCI methyl group.
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diagonal Born–Oppenheimer correction, scalar relativistic effects, and perturbative
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Table 3.1: Focal point table for the equatorial addition of methylamine to the simple
Criegee intermediate. Energies are given in kcal mol−1. All energies are relative to
their isolated reactants (methylamine and the corresponding Criegee intermediate).
Final energies in kcal mol−1 are presented as ∆E = ∆EFPA + ∆ZPVE + ∆CORE +
∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −10.87 +2.18 +0.14 +0.96 −7.59
cc-pVTZ −9.17 +1.04 +0.01 +0.79 −7.33
cc-pVQZ −8.46 +0.82 −0.16 +0.69 −7.11
cc-pV5Z −8.08 [+0.74] [−0.22] [+0.65] [−6.92]
CBS [−7.85] [+0.65] [−0.28] [+0.61] [−6.87]
∆E = −6.87 + 1.43 + 0.00− 0.01 + 0.01 + 0.19 = −5.26

Transition State
cc-pVDZ −11.70 +3.51 +1.45 +1.49 −5.25
cc-pVTZ −9.23 +1.08 +1.05 +1.19 −5.90
cc-pVQZ −8.44 +0.56 +0.72 +1.00 −6.16
cc-pV5Z −8.04 [+0.37] [+0.61] [+0.93] [−6.13]
CBS [−7.80] [−0.18] [+0.48] [+0.85] [−6.28]
∆E = −6.28 + 2.09 + 0.04− 0.03 + 0.01 + 0.40 = −3.77

Product
cc-pVDZ −60.07 −1.14 +4.46 +3.87 −52.88
cc-pVTZ −56.82 −3.23 +3.54 +3.53 −52.98
cc-pVQZ −55.60 −3.32 +2.95 +3.45 −52.51
cc-pV5Z −55.01 [−3.35] [+2.73] [+3.43] [−52.20]
CBS [−54.67] [−3.38] [+2.51] [+3.40] [−52.14]
∆E = −52.14 + 4.44− 0.08− 0.04 + 0.11 + 0.63 = −47.09
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Table 3.2: Focal point table for the axial addition of methylamine to the simple
Criegee intermediates. Energies are given in kcal mol−1. All energies are relative to
their isolated reactants (methylamine and the corresponding Criegee intermediate).
Final energies in kcal mol−1 are presented as ∆E = ∆EFPA + ∆ZPVE + ∆CORE +
∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −10.86 +1.97 +0.20 +0.91 −7.77
cc-pVTZ −9.14 +0.64 +0.13 +0.73 −7.64
cc-pVQZ −8.42 +0.34 −0.01 +0.62 −7.48
cc-pV5Z −8.05 [+0.23] [−0.07] [+0.58] [−7.31]
CBS [−7.83] [+0.11] [−0.12] [+0.54] [−7.29]
∆E = −7.29 + 1.53 + 0.00− 0.01 + 0.01 + 0.19 = −5.59

Transition State
cc-pVDZ −11.88 +3.28 +1.45 +1.45 −5.70
cc-pVTZ −9.42 +0.68 +1.11 +1.14 −6.49
cc-pVQZ −8.61 +0.07 +0.81 +0.93 −6.81
cc-pV5Z −8.21 [−0.15] [+0.70] [+0.85] [−6.81]
CBS [−7.98] [−0.38] [+0.59] [+0.77] [−6.99]
∆E = −6.99 + 2.27 + 0.04− 0.03 + 0.01 + 0.39 = −4.31

Product
cc-pVDZ −60.71 −1.46 +4.57 +3.86 −53.74
cc-pVTZ −57.42 −3.65 +3.70 +3.49 −53.87
cc-pVQZ −56.14 −3.78 +3.11 +3.40 −53.41
cc-pV5Z −55.56 [−3.83] [+2.90] [+3.37] [−53.11]
CBS [−55.22] [−3.88] [+2.68] [+3.34] [−53.08]
∆E = −53.08 + 4.42− 0.09− 0.04 + 0.11 + 0.63 = −48.06
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Table 3.3: Focal point table for the equatorial addition of methylamine to the anti-
methylated Criegee intermediate. Energies are given in kcal mol−1. All energies
are relative to their isolated reactants (methylamine and the corresponding Criegee
intermediate). Final energies in kcal mol−1 are presented as ∆E = ∆EFPA+∆ZPVE+
∆CORE +∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −11.78 +0.39 +0.88 +0.77 −9.74
cc-pVTZ −9.53 −0.87 +0.68 +0.52 −9.20
cc-pVQZ −8.69 −1.01 +0.46 +0.41 −8.83
cc-pV5Z −8.24 [−1.05] [+0.38] [+0.37] [−8.54]
CBS [−7.96] [−1.11] [+0.30] [+0.32] [−7.12]
∆E = −8.44 + 1.65 + 0.00− 0.02 + 0.00 + 0.20 = −6.60

Transition State
cc-pVDZ −8.93 −1.45 +2.63 +0.69 −7.06
cc-pVTZ −5.90 −3.96 +2.29 +0.25 −7.32
cc-pVQZ −4.95 −4.31 +1.95 +0.05 −7.25
cc-pV5Z −4.46 [−4.43] [+1.83] [−0.02] [−7.08]
CBS [−4.18] [−4.56] [+1.70] [−0.09] [−7.12]
∆E = −7.12 + 2.31 + 0.05− 0.04 + 0.02 + 0.31 = −4.47

Product
cc-pVDZ −51.80 −8.51 +5.71 +2.60 −52.06
cc-pVTZ −48.16 −10.47 +5.02 +2.09 −51.52
cc-pVQZ −46.85 −10.33 +4.50 +2.02 −50.67
cc-pV5Z −46.19 [−10.29] [+4.32] [+2.00] [−50.17]
CBS [−45.81] [−10.24] [+4.12] [+1.97] [−49.95]
∆E = −49.95 + 4.33− 0.05− 0.04 + 0.10 + 0.42 = −45.19
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Table 3.4: Focal point table for the axial addition of methylamine to the anti-
methylated Criegee intermediate. Energies are given in kcal mol−1. All energies
are relative to their isolated reactants (methylamine and the corresponding Criegee
intermediate). Final energies in kcal mol−1 are presented as ∆E = ∆EFPA+∆ZPVE+
∆CORE +∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −11.51 −0.19 +1.04 +0.69 −9.98
cc-pVTZ −9.23 −1.76 +0.92 +0.41 −9.66
cc-pVQZ −8.38 −2.01 +0.74 +0.28 −9.38
cc-pV5Z −7.95 [−2.10] [+0.67] [+0.23] [−9.14]
CBS [−7.69] [−2.19] [+0.61] [+0.18] [−9.09]
∆E = −9.09 + 1.76 + 0.00− 0.02 + 0.00 + 0.20 = −7.15

Transition State
cc-pVDZ −9.03 −1.97 +2.73 +0.63 −7.64
cc-pVTZ −6.00 −4.80 +2.47 +0.16 −8.18
cc-pVQZ −5.02 −5.25 +2.16 −0.06 −8.17
cc-pV5Z −4.54 [−5.41] [+2.06] [−0.14] [−8.04]
CBS [−4.26] [−5.57] [+1.94] [−0.22] [−8.12]
∆E = −8.12 + 2.43 + 0.04− 0.04 + 0.02 + 0.30 = −5.37

Product
cc-pVDZ −50.73 −9.06 +5.82 +2.58 −51.38
cc-pVTZ −46.99 −11.13 +5.19 +2.03 −50.90
cc-pVQZ −45.64 −11.09 +4.69 +1.94 −50.10
cc-pV5Z −44.99 [−11.07] [+4.51] [+1.91] [−49.64]
CBS [−44.60] [−11.05] [+4.33] [+1.87] [−49.46]
∆E = −49.46 + 4.39− 0.07− 0.05 + 0.11 + 0.42 = −44.65
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Table 3.5: Focal point table for the equatorial addition of methylamine to the syn-
methylated Criegee intermediate. Energies are given in kcal mol−1. All energies
are relative to their isolated reactants (methylamine and the corresponding Criegee
intermediate). Final energies in kcal mol−1 are presented as ∆E = ∆EFPA+∆ZPVE+
∆CORE +∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −8.43 −0.59 +0.50 +0.35 −8.18
cc-pVTZ −6.46 −1.45 +0.41 +0.16 −7.35
cc-pVQZ −5.68 −1.50 +0.27 +0.09 −6.82
cc-pV5Z −5.31 [−1.52] [+0.22] [+0.06] [−6.54]
CBS [−5.09] [−1.54] [+0.17] [+0.04] [−6.42]
∆E = −6.42 + 1.29− 0.01− 0.02 + 0.01 + 0.11 = −5.04

Transition State
cc-pVDZ −4.36 −0.87 +2.34 +0.65 −2.24
cc-pVTZ −1.21 −3.35 +1.95 +0.31 −2.31
cc-pVQZ −0.28 −3.68 +1.62 +0.13 −2.21
cc-pV5Z +0.13 [−3.79] [+1.51] [+0.06] [−2.09]
CBS [+0.36] [−3.91] [+1.39] [+0.00] [−2.16]
∆E = −2.16 + 2.24 + 0.08− 0.04 + 0.02 + 0.30 = 0.45

Product
cc-pVDZ −47.82 −6.36 +4.80 +2.81 −46.59
cc-pVTZ −44.23 −7.78 +3.99 +2.46 −45.55
cc-pVQZ −42.96 −7.58 +3.49 +2.43 −44.62
cc-pV5Z −42.38 [−7.51] [+3.31] [+2.42] [−44.16]
CBS [−42.06] [−7.43] [+3.12] [+2.41] [−43.96]
∆E = −43.96 + 4.19− 0.03− 0.03 + 0.10 + 0.41 = −39.32
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Table 3.6: Focal point table for the axial addition of methylamine to the syn-
methylated Criegee intermediate. Energies are given in kcal mol−1. All energies
are relative to their isolated reactants (methylamine and the corresponding Criegee
intermediate). Final energies in kcal mol−1 are presented as ∆E = ∆EFPA+∆ZPVE+
∆CORE +∆DBOC +∆REL +

1
2
∆T(Q).

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee Net

Pre-reactive Complex
cc-pVDZ −8.54 −0.74 +0.53 +0.31 −8.44
cc-pVTZ −6.46 −1.69 +0.47 +0.12 −7.55
cc-pVQZ −5.63 −1.76 +0.34 +0.05 −7.01
cc-pV5Z −5.25 [−1.79] [+0.29] [+0.02] [−6.73]
CBS [−5.03] [−1.82] [+0.24] [−0.01] [−6.62]
∆E = −6.62 + 1.24− 0.01− 0.02 + 0.01 + 0.11 = −5.29

Transition State
cc-pVDZ −5.08 −0.59 +2.19 +0.67 −2.81
cc-pVTZ −2.01 −3.17 +1.85 +0.32 −3.01
cc-pVQZ −1.06 −3.54 +1.54 +0.14 −2.93
cc-pV5Z −0.65 [−3.68] [+1.43] [+0.07] [−2.83]
CBS [−0.43] [−3.82] [+1.31] [+0.00] [−2.93]
∆E = −2.93 + 2.32 + 0.07− 0.04 + 0.02 + 0.29 = −0.26

Product
cc-pVDZ −50.14 −6.18 +4.88 +2.83 −48.62
cc-pVTZ −46.51 −7.60 +4.09 +2.48 −47.54
cc-pVQZ −45.19 −7.44 +3.57 +2.45 −46.61
cc-pV5Z −44.62 [−7.38] [+3.39] [+2.43] [−46.17]
CBS [−44.30] [−7.31] [+3.20] [+2.42] [−45.99]
∆E = −45.99 + 3.97− 0.05− 0.04 + 0.10 + 0.41 = −41.59
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Table 3.7: Pseudo-first order rate constants for methylamine, ammonia, water, and
water dimer addition reactions with Criegee intermediates. Values are calculated
at 298 K and under the RRHO approximation. Ammonia is assumed to be at a
concentration of 2.5 ppm(v). The mass ratio of methylamine to ammonia is assumed
to be 0.026.83 The water concentration comes from 50% humidity, 298 K and 1 atm.
The ratio of water dimer to water is assumed to be 8×10−4.41 ktot values are presented
with units of cm3 s−1 and k′tot values are presented with units of s−1

NH2CH3 (Eq) NH2CH3 (Ax) NH3
a H2O

b (H2O)2
b

ktot
Simple 1.54× 10−12 7.34× 10−12 5.36× 10−14 2.40× 10−16 6.60× 10−12

anti 4.50× 10−12 1.52× 10−11 2.73× 10−14 1.30× 10−14 4.40× 10−13

syn 2.59× 10−15 2.44× 10−15 2.70× 10−18 1.98× 10−19 2.56× 10−14

k′tot
Conc. 1.57× 10−9 1.57× 10−9 1.10× 10−7 6.31× 10−4 5.05× 10−7

Simple 2.42× 10−21 1.15× 10−20 5.90× 10−21 1.51× 10−19 3.33× 10−18

anti 7.06× 10−21 2.38× 10−20 3.00× 10−21 8.20× 10−18 2.22× 10−19

syn 4.06× 10−24 3.83× 10−24 2.97× 10−25 1.25× 10−22 1.29× 10−20

aRef 50; bRefs 42–44

Table 3.8: Transmission coefficients (κ) for each addition pathway

Pathway Simple anti syn

Equatorial 1.047 1.044 1.089
Axial 1.043 1.054 1.087

The effects of methyl substitution can be clearly seen when comparing the rate

constants of the methylamine additions to the analogous ammonia addition reac-

tions. Rate constants for the preferred axial addition pathway, ammonia addition

reactions,50 water additions, and water dimer additions are compared in Table 3.7.

In all cases, the rate constants for the methylamine addition are significantly greater

than those for ammonia and are even comparable to the catalysed water dimer reac-

tions.43,44

In order to assess the importance of these addition reactions in the atmosphere,

it is helpful to treat these reactions as pseudo-first order reactions. These reactions
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can all be described by the rate law

rate = ktot[A][SCI] (3.16)

However, if we assume that the concentration of species A remains constant in the

atmosphere, which is reasonable considering the small concentration of SCIs in the

atmosphere, we can then use the pseudo-first order rate law

rate′ = k′tot[SCI] (3.17)

which more accurately describes the consumption of SCIs in the atmosphere. Here,

an ammonia concentration of 2.5 ppm(v) is assumed based on the work of Jørgenson

and Gross51 with rate constants calculated by Misiewicz et al.50 The mass ratio of

methylamine to ammonia is assumed to be 0.026 which is based on high-resolution

modeling of atmospheric amines in chemical-industrial regions in China.83 The water

concentration is calculated by assuming 50% humidity with a water dimer to water

ratio of 8 × 10−4.41 From this, we can see that while the pseudo-first order rate

constants for methylamine are greater than those of ammonia by approximately an

order of magnitude, they still would not be able to effectively compete with the

removal of SCIs by just water alone.

If we were to consider the lower bound of our uncertainty range, where the barrier

heights are smaller which result in faster reaction rates, the rate constants for the

simple, anti-, and syn-SCIs are 2.02×10−20, 3.95×10−20, and 6.24×10−24 respectively.

The methylamine to ammonia ratio used here is on the higher end of the spectrum

and is considerably lower in other areas such as agricultural regions with a ratio

of 0.0011. Because of this, it is unlikely that a more sophisticated treatment of the

kinetics would increase the rate constants significantly to the point that these addition

reactions could effectively compete with more common reactions.
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3.5 Conclusion

In this study, we used high-level ab initio methods to investigate the addition of

methylamine to simple Criegee intermediates and anti - and syn-methylated Criegee

intermediates. Geometries for pre-reactive complexes, transition states, and prod-

ucts were obtained at the DF-CCSD(T)/ANO1 level of theory. Energies for these

structures were extrapolated to the CBS limit and included additive corrections

for the zero-point vibrational energy, frozen-core approximation, diagonal Born–

Oppenheimer correction, scalar relativistic corrections, and higher-order energy cor-

rections. Rate constants for these reactions were calculated using canonical transition

state theory and the Steady State Approximation in order to assess the importance

of these reactions in the atmosphere.

Of the two reaction pathways that exist for methylamine addition, the axial reac-

tion pathway was found to be preferred. The stationary point geometries were typ-

ically lower in energy and the energy barriers were slightly smaller. This was likely

due to a small stabilizing interaction between the methyl group of the methylamine

and the SCI which is only possible due to the axial orientation of the methylamine.

Additionally, it resulted in a more similar pre-reactive complex and transition state

than the equatorial counterpart, therefore requiring less energy to proceed with the

reaction.

The rate constants for methylamine addition demonstrated how increasing the

methyl substitution of the ammonia derivatives positively affects the rate of reaction,

increasing by a few orders of magnitude. However, pseudo-first order rate constants

which account for the concentration of reactive species in the atmosphere allow for

a more direct comparison of the various atmospheric species. These pseudo-first

order rate constants, while still larger than those of ammonia, are still significantly

less than those for water or the water dimer, and would likely fall short of most
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other atmospheric species. Even in the most optimal conditions, it is unlikely for

methylamine to significantly affect the concentration of SCIs in the atmosphere.
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Chapter 4

The Kinetic Stability of Pentazole 1

1Mull, H.F., J.M. Turney, G.E. Douberly, and H.F. Schaefer III. 2021. The Journal of Physical
Chemistry A. 125:9092–9098. Reprinted here with permission of the publisher.
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4.1 Abstract

The utility of high energy density materials (HEDMs) comes from their thermo-

dynamic properties which arise from specific structural features that contribute to

energy storage. Studies of such structural features seek to increase our understanding

of these energy storage mechanisms in order to further enhance their properties. High

nitrogen containing HEDMs are of particular interest because they are less toxic than

traditional HEDMs. Pentazole is the largest of the nitrogen rings which has been syn-

thesized and considered for an HEDM, but few experimental studies exist due to the

difficulty involved in the synthesis, and most previous theoretical studies employed

composite methods where lower level geometries were used with higher level methods.

Here, the decomposition reaction of pentazole is studied. Geometries, fundamental

frequencies, and energies for each of the stationary points of the decomposition path-

way are computed using ab initio methods up to CCSDT(Q). Decomposition rates

are calculated over a range of temperatures using canonical transition state theory in

order to determine the kinetic stability of pentazole. Based on the present results, it

would be difficult for pentazole to act as an HEDM, requiring temperatures close to

200 K to achieve a suitable level of stability.

4.2 Introduction

High energy density materials (HEDMs) are a loose classification of compounds char-

acterized by the capability to release large amounts of energy. The energy is typ-

ically released through the relaxation of structural strain or oxidation of the car-

bon backbone.84 Consequently, the most common HEDMs are increasingly complex

nitrogen-containing heterocycles. Early HEDMs such as TNT (trinitrotoluene) and

its chemical successors, RDX (Royal Demolition Explosive) and HMX (High Melt-

ing Explosive), embody these characteristics to a small extent.85 Modern HEDMs
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like CL-2086 and octanitrocubane87 (ONC) have expanded on these ideas and are

considerably more potent (see Figure 4.1).
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Figure 4.1: Examples of high energy density materials.

These and other HEDMs have been suggested and used for a variety of pur-

poses, including demolition explosives, propellants, and pyrotechnics.87–92 The issue

presented by these types of HEDMs is their toxicity, largely due to the presence of

C-NOX groups (e.g. nitro, nitroso) on both the compounds themselves as well as

their decomposition products.84 Because of these concerns, finding green alternatives

for these HEDMs is of particular interest.90 One current area of focus is in high ni-

trogen containing HEDMs, such as azoles and azines, which provide a few advantages

over conventional HEDMs. Combustion and decomposition of high nitrogen contain-

ing HEDMs produce more gas products than other HEDMs, primarily nitrogen and

methane gas, and release large amounts of energy due to the presence of multiple

nitrogen single and double bonds.93 While less studied, pentazole (Figure 4.2) has

also been proposed as a green HEDM which carries all of these advantages.

N N

N

N

N
H

Figure 4.2: Structure of neutral pentazole

The synthesis of pentazoles has faced many challenges over the last century. After

repeated failures,94,95 the first reported synthesis96 in 1915 was quickly discredited,97
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and it was only in 1956 when Huisgen and Ugi reported their arylpentazole syn-

thesis.98 Nearly half a century later, the parent pentazole (R = H) was synthesized

in 2003 by Butler, Stephens, and Burke.99 Since then, the synthesis of pentazole

and its derivatives has seen significant advances with crystal structures of pentazole-

containing compounds100–103 and the synthesis of the pentazole anion in solution.104

Theoretical studies of pentazole are also important for informing the direction of

the synthetic process, particularly so for the purpose of investigating its potency as an

HEDM.105,106 Many theoretical investigations of pentazole focused solely on its char-

acterization (NMR,107,108 IR108), due to the difficulty in synthesizing and subsequent

detection of these compounds. Pentazole, as well is its ions, have been previously in-

vestigated as potential HEDMs,89,109–113 though they have also been shown useful for

alternative purposes such as an energetic ionic liquid.114 Only a few smaller pentazole

derivatives have been explored using coupled cluster methods, but theoretical studies

are often based on composite methods which use high-level methods on DFT geome-

tries so that large substituents (e.g. R = Ph) can be included. Composite methods

are able to provide qualitative, and sometimes quantitative, results for geometries and

energetics, but it has be shown that small differences in bond distances (e.g. 0.01 Å)

can lead to energy differences greater than 1 kcal mol−1 with respect to high-level ab

initio geometries and energies extrapolated to the CBS limit, especially for transition

states.115–117 Burke and Fazen demonstrated this with the two breaking bonds for the

pentazole decomposition where the bond differences between CCSD(T) and B3LYP

were 0.041 and 0.012 Å.118 In this case, the energy reported for the parent pentazole

only differed by 0.538 kcal mol−1, but these energies were calculated with the same

level of theory as they were optimized and not with the full treatment of a composite

method or CBS extrapolation which would likely exacerbate the difference. Bo et al.

report barrier heights for pentazole decomposition in a study of the global potential

energy surface of N5H using the composite methods CBS-QB3 (19.16 kcal mol−1),
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G4 theory (18.87 kcal mol−1), and W1BD (19.88 kcal mol−1).119 While these energies

seem to agree with Burke and Fazen, their CCSD(T) value likely only included a

ZPVE correction, though it is never explicitly stated, and can be further improved.

These differences, as well as the large range over which they span, pose a signifi-

cant problem when it comes to investigating kinetic properties such as decomposition

rates and half-lives, both important to determining the kinetic stabilities of potential

HEDMs.

Using canonical transition state theory (CTST), kinetic rates (and by extension,

half-lives) are obtained using activation energies and harmonic vibrational frequen-

cies.80,81 Consequently, the calculated CTST rate constant will be heavily reliant on

the level of theory and basis set choice. While the differences in these values may

seem small, their effects on the rate constant are exacerbated due to the exponential

relationship. At 273 K, a 1 kcal mol−1 difference in barrier heights results in a 5-fold

difference in rate constant, while a 2 kcal mol−1 difference gives a 40-fold difference.

It has been suggested that an ideal HEDM would have a free-energy activation bar-

rier of ∼30 kcal mol−1 with a half-life of ∼35 years at room temperature.89 Recently,

it has been proposed via CBS-QB3 calculations that it is possible to achieve this

level of kinetic stability for arylpentazole by substituting lewis acids at the ortho-

positions of the aryl ring.120 While this has yet to be accomplished experimentally

and the size of the molecules makes them cost prohibitive to study with high-level

ab inito methods, it would significantly increase the utility of pentazole derivatives

by making them safer and easier to work with and store. However, this would be

difficult to achieve for the parent pentazole or one of its simpler derivatives without

external influences, though it is possible that a pentazole compound could become

moderately stable at a lower temperature. Previous theoretical studies have reported

quantitatively inconsistent barrier heights for pentazole. In order to help direct and

inform the synthesis of HEDMs, accurate thermochemical data is required.
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In this study, the decomposition pathway of pentazole is explored using high-level

ab initio methods. Energies and rate constants are computed to determine the overall

potency of pentazole as an HEDM, in addition to their kinetic stability, both of which

are important to determine their utility as an HEDM.

4.3 Computational Methods

Each of the stationary points investigated was optimized using coupled cluster theory

with single, double, and perturbative triple excitations [CCSD(T)] with the cc-pVTZ

basis set from the Dunning correlation consistent basis set family.61,121 Final energies

were computed by using the Focal Point Approach (FPA) of Allen and coworkers.58–60

Restricted Hartree–Fock (RHF) energies and correlation energies from second-order

Møller–Plesset perturbation theory (MP2), CCSD, CCSD(T), and CCSDT levels of

theory were computed using the cc-pVXZ basis sets [X = D, T, Q, 5 for RHF, MP2,

CCSD and CCSD(T); X = D, T, Q for CCSDT], and then extrapolated to the com-

plete basis set limit (CBS) using a three–point fitting equation for SCF energies62

ESCF = A+B exp(−CX) (4.1)

and a two–point fitting equation for correlation energies.63

Ecorr = A+BX−3 (4.2)

Both the energies and the geometries were predicted using the frozen core approxi-

mation.

A number of additive corrections were obtained for each of the geometries to ac-

count for higher-order correlation and approximations made during the energy com-

putations. Harmonic vibrational frequencies were obtained at the CCSD(T)/cc-pVTZ

level of theory. Anharmonic corrections to the harmonic frequencies were calculated
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using finite differences VPT2. Zero-point vibrational energy corrections (∆aZPVE)

were obtained using the anharmonic fundamental frequencies. The frozen-core ap-

proximation corrective term (∆CORE) was calculated by taking the difference between

the all-electron and frozen core energies at the CCSD(T) level with a weighted core-

valence cc-pwCVTZ basis set.122

∆CORE = EAE-CCSD(T) − EFC-CCSD(T) (4.3)

The diagonal Born–Oppenheimer correction (∆DBOC) was calculated at the CCSD

level using the cc-pVTZ basis set.65,66 Corrections for scalar relativistic effects (∆REL)

were calculated using the spin–free X2C-1e method with an X2C-recontracted corre-

lation consistent cc-pCVTZ basis set.67–72

∆REL = EAE-CCSD(T)/X2C-1e − EAE-CCSD(T) (4.4)

Higher order correlation is accounted for using single-point energies at the CCSDT(Q)

level and the Dunning cc-pVTZ basis set.61

∆T(Q) = ECCSDT(Q) − ECCSDT (4.5)

Our final energies are calculated by summing the FPA energies with all of the above

additional terms.

∆E = ∆EFPA +∆aZPVE +∆CORE +∆DBOC +∆REL +∆(Q) (4.6)

All geometry optimizations, single-point energies, corrective term calculations, and

frequency calculations were performed using the CFOUR 2.0 quantum chemistry

package.77,78
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This parent pentazole decomposition reaction can be described by the first order

reaction:

N5H
k−−→ N3H+N2 (4.7)

and the rate constant, k, can be evaluated using canonical transition state theory

(CTST):80,81

k = κ(T )
kBT

h

qTS

qN5H

exp

(
−(ETS − EN5R)

RT

)
(4.8)

where κ(T ) is the transmission factor for an asymmetric Eckart potential:82

κ(T ) = exp

(
∆V1
RT

)∫ ∞

0

κ(E) exp

(
E

RT

)
dE (4.9)

kB is the Boltzmann constant, R is the gas constant, T is temperature, h is Planck’s

constant, and qA is the partition function for species A. These partition functions

are approximated as rigid rotor harmonic oscillators (RRHO), allowing for their total

partition functions to be separable into different degrees of freedom:

q = qtransqrotqvibqelec (4.10)

CTST assumes the high pressure limit, which eliminates any pressure dependence in

the model.

4.4 Results and Discussion

4.4.1 Geometries

The bond distances for pentazole and its decomposition pathway are shown in Figure

4.3. Previous studies of pentazole have used a variety of levels of theory and basis

sets. There is currently no consensus on whether diffuse functions are necessary for

pentazole and its derivatives. Many previous studies did not use diffuse functions for
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Figure 4.3: The asymmetric pentazole decomposition pathway is shown with bond
distances given in Angstroms

their optimizations,89,113,119,123 and those that did gave no justification for why they

were included or necessary.105,110,114,118 Our re-optimization using the aug-cc-pVTZ

Dunning basis set did not result in significant differences of the geometry parameters

or the energy relative to the products. Bond distances only changed by 0.002 Å at

most and bond angles were identical to 0.1◦ (see Table S1). Our geometries also did

not qualitatively differ from previously reported geometries.113,118,119

Pentazole shares a similar level of aromaticity as its anionic counterpart and the

π-bonds are largely delocalized over the entire ring. NICS(1.0) index values were

calculated for the two species using the ORCA 4.0 program124,125 and pentazole was

found to have a value of −15.519 which was only slightly smaller than the anion’s

value of −15.954. Natural bond orders were calculated for pentazole and its transition

state geometries using the NBO 7.0 program126 and are shown in Table 4.1. These

bond orders reflect the delocalization of the double bonds in the initial pentazole

before the breaking and formation of new π-bonds occurs.

4.4.2 Energetics

Energies computed through focal point analysis of the transition state and the prod-

ucts of decomposition relative to pentazole are shown Table 4.2. Including the additive

corrections listed previously, the relative enthalpies are 18.80 and −40.17 kcal mol−1,
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Table 4.1: Natural bond orders for pentazole and its transition state

Parameter Pentazole Transition State

N1-N2 1.32 0.75
N2-N3 1.50 2.21
N3-N4 1.29 0.66
N4-N5 1.50 2.06
N5-N1 1.32 1.28

respectively. These energies are plotted in Figure 4.4. While the energies converge

smoothly with respect to increasing basis set size, increasing the level of theory gives

results which are less well-behaved.
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Figure 4.4: Enthalpies at 0 K for the asymmetric pentazole decomposition. Energies
are computed at the CCSDT/CBS//CCSD(T)/cc-pVTZ level of theory with additive
corrections for the zero-point vibrational energy, frozen-core approximation, diagonal
Born–Oppenheimer correction, scalar relativistic effects, and perturbative quadruple
excitations

Previously, the most accurate theoretical calculations for these molecules were

reported by Bo et al. in their study of the N5H potential energy surface. Using

several composite methods, they report the barrier height as 19.16 kcal mol−1, 18.87

kcal mol−1, and 19.88 kcal mol−1for CBS-QB3, G4, and W1BD, respectively. While

these composite methods use DFT geometries, they also use CCSD(T) for the energy

calculations with additive corrections. However, while CCSD(T) is often touted as

the “golden standard” of ab initio quantum chemistry methods, it can be seen from
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Table 4.2: Focal point tables for the asymmetric pentazole decomposition. Energies
are given in kcal mol−1. Final energies are presented as ∆E = ∆EFPA + ∆aZPVE +
∆CORE+∆DBOC+∆REL+∆(Q). Energies in brackets indicate values which have been
extrapolated.

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) δ CCSDT ∆Ee Net

Transition State
cc-pVDZ +36.30 −17.44 +4.02 −4.03 +0.25 +19.10
cc-pVTZ +37.33 −17.20 +4.69 −4.40 +0.37 +20.79
cc-pVQZ +37.77 −16.60 +4.95 −4.51 +0.39 +22.00
cc-pV5Z +37.89 −16.50 +5.05 −4.56 [+0.51] [+22.39]
CBS [+37.93] [−16.40] [+5.16] [−4.60] [+0.63] [+22.72]
∆E = 22.72− 2.86 + 0.36 + 0.03− 0.21− 1.24 = 18.80

Products
cc-pVDZ −45.63 +7.85 −1.10 +1.76 −0.61 −37.73
cc-pVTZ −48.42 +11.60 −2.35 +2.52 −0.76 −37.41
cc-pVQZ −48.45 +13.14 −2.49 +2.75 −0.81 −35.86
cc-pV5Z −48.48 +13.87 −2.50 +2.86 [−1.06] [−35.31]
CBS [−48.49] [+14.62] [−2.52] [+2.96] [−1.32] [−34.75]
∆E = −34.75− 4.81− 0.19 + 0.03− 0.19− 0.26 = −40.17

our FPA tables that this is not necessarily the case for this reaction.

With the additive corrections, our computed energy would agreed very well with

the G4 energy of Bo et al., but this includes correlation energy that is not explicitly

accounted for by the G4 method. The large magnitude of the −1.24 kcal mol−1

higher order correction suggests that the energy has yet to converge with respect to

the level of theory. If it were not cost prohibitive, the FPA table would ideally extend

further out to ensure convergence, or at the very least that the CCSDT(Q) energy

captures most of the CCSDTQ correlation energy. Additionally, the CCSDT(Q)

correction with the cc-pVDZ basis set is larger −1.05 kcal mol−1, so it is likely that

the magnitude of the higher order correction would continue to increase with the basis

set size, though only a small change would be expected.

The decomposition products see a similar situation, though the relatively small

magnitude of the 0.24 kcal mol−1 higher order correction indicates that the energy

is better converged with respect to level of theory than that for the transition state.

70



With the cc-pVDZ basis set, the full CCSDTQ contribution only differs from the

CCSDT(Q) contribution by 0.10 kcal mol−1, giving further assurance that the energy

has nearly converged. However, the CCSD(T) energy still does not present an accu-

rate description of these products. Stopping at this level overestimates the energy by

1.32 kcal mol−1 relative to the full CCSDT energy. Fortunately, this difference has

less of an effect on the properties of this reaction since the decomposition rates do

not depend on this energy. Additionally, the pentazole geometry was re-optimized at

the CCSDT/cc-pVTZ level, but again the bond distances only differed by 0.002 Å at

most and bond angles were identical to 0.1◦.

This behavior is likely due to these molecules having slight multireference char-

acter. CASSCF calculations were performed to assess to what extent this multiref-

erence character affected the resulting energies. Due to the size of the molecules, a

full-valence active space was not achieved, but getting near that limit still provided

useful information. For the pentazole minimum, a CASSCF(16,16) calculation found

seven terms in the CI vector with coefficients greater than 0.05. For the transition

state, a CASSCF(20,15) calculation found nine terms in the CI vector with coeffi-

cients greater than 0.05. These coefficients are shown in Table 4.3. The reference

wavefunction configuration vastly outweighs any other determinant; the latter which

individually only contribute ∼1% or less to the overall wavefunction. While these and

other more minor determinants do not have significant effects by themselves, their

large quantities indicates that these molecules have non-trivial dynamic correlation.

Thus, it is important to consider higher excitations in the coupled cluster energy in

order to capture a more complete correlation energy.

4.4.3 Kinetics

The rate constants for pentazole decomposition was calculated using CTST with

RRHO partition functions from 150 K to 300 K and are plotted in Figure 4.5. As
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Table 4.3: CI coefficients with their corresponding electron configurations for
CASSCF calculations from pentazole and its transition state. The determinants listed
are only those whose contributions are greater than 0.05.

Pentazole Transition State

Coefficient Determinanta Coefficient Determinantb

0.9277 1b21 6b22 2b21 1a22 0.9055 15a21 16a21 17a21 18a21
−0.1116 1b21 6b22 2b21 3b21 −0.1308 15a21 16a21 17a21 19a21
−0.0937 1b21 6b22 1a22 2a22 −0.1137 15a21 16a21 18a21 20a21
−0.0617 1b21 6b22 2bα1 1aβ2 3bβ1 2aα2 −0.1115 15a21 17a21 18a21 21a21
−0.0617 1b21 6b22 2bβ1 1aα2 3bα1 2aβ2 −0.0574 16a21 17a21 18a21 22a21
−0.0603 6b22 2b21 1a22 3b21 0.0536 15a21 16aα1 17aβ1 18a21 21a21
−0.0594 1b21 6b22 2b21 2a22 −0.0536 15a21 16aβ1 17aα1 18a21 21a21

0.0515 15aα1 16a21 17a21 18aβ1 19aβ1 22aα1
0.0515 15aβ1 16a21 17a21 18aα1 19aα1 22aβ1

aThe orbitals 7a21 8a21 5b22 9a21 are also included in the active space
bThe orbitals 9a21 10a21 11a21 12a21 13a21 14a21 are also included in the active space

stated earlier, while it has been suggested that an ideal HEDMwould have a half-life of

at least 35 years at room temperature,89 this standard is only achievable for pentazole

at 180 K or below. At room temperature, pentazole has a half-life of approximately 1

second, and at 0 ◦C the half-life is only increased to approximately 24 seconds. Even

a half-life of 1 year is only reached at 193 K. Pentazole, on its own, would likely not

be stable enough for most applications.

Figure 4.5: The rate constants (s−1) of pentazole decomposition are plotted as a func-
tion of temperature (K) using CTST. Anything below the dashed red line indicates
a rate constant which corresponds to a half-life of at least 35 years.
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CTST is a basic level of transition state theory that neglects more nuanced con-

siderations such as torsional conformers and multi-path transition states. However,

these more advanced treatments would not be able to account for the factor of 109

which would be required to bring the 298 K rate constant near the magnitude for the

desired half-life. Further improving pentazole’s prospects as an HEDM would most

likely require external assistance. These rate constants and energies assume a gas

phase system comprised only of pentazole, but most modern HEDMs would be used

in a solid form in a mix with other components for stabilization. It is also possible,

in principle, to improve the barrier height through lowering the energy of the penta-

zole via substitution of the hydrogen. This has been studied previously100,105,113,118

and the greatest success was seen with large aryl substituents which could draw elec-

tron density from the pentazole rings. Unfortunately, these systems would be cost

prohibitive to study at the same level of theory presented here.

4.5 Conclusion

The decomposition of the parent pentazole (N5H) has been studied using high-level

ab initio techniques. Geometries have been optimized for the minimum structure,

transition state, and decomposition products. From these geometries, we computed

energies through focal point analysis and obtained anharmonic fundamental frequen-

cies via VPT2. The decomposition rate constant was then calculated as a function of

temperature using canonical transition state theory to determine the value of penta-

zole as an HEDM.

The geometries we obtained were not significantly different from those reported

previously. Additionally, we found that there were not significant differences when

diffuse functions were included in the basis set which was a decision that was not

consistent throughout previous theoretical studies.
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Computing the electronic energy of pentazole is a more difficult task than initially

anticipated due to the multireference character that arises through the breaking and

forming of multiple π-bonds throughout the reaction. It was found that CCSD(T)

was not a sufficient treatment of the correlation energy to achieve chemical accuracy.

Even with a CCSDT(Q)/cc-pVDZ correction, the energy still changed by more than

1 kcal mol−1 for the transition state to give a barrier of activation of 18.8 kcal mol−1.

Because this energy agreed with previous composite method results, this study can

act as a benchmark and give further confidence in future results; however, care must

be take to account for the higher order correlation that is not inherently address with

those methods.

Calculating the rate of decomposition over a range of temperatures showed that

pentazole would only be moderately kinetically stable close to 200 K. CTST does

not provide the most accurate evaluation of a rate constant; however, more extensive

treatments like VTST would likely not be able to adjust these calculations enough

to make a significant difference. This also assumes a gas phase molecule by itself

and would not perfectly describe the kinetic properties of a prepared HEDM, which

would be solid and also likely include additional compounds as a mixture. Further

theoretical studies on substituted pentazole would be desirable, but is cost prohibitive

at this level of electronic structure theory.
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Chapter 5

Four Isomers of In2H2: A Careful Comparison Between Theory and

Experiment 1

1Mull, H.F., P.R. Franke, C. Sargent, G.E. Douberly, J.M. Turney, and H.F. Schaefer III. 2021.
Molecular Physics. 119:e1979675. Reprinted here with permission of the publisher.
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5.1 Abstract

Four constitutional isomers of diindium dihydride have been studied utilizing rigor-

ous quantum mechanical methods. Geometries were optimized with the CCSD(T)

method using the aug-cc-pwCVTZ basis set and a small-core pseudopotential for the

indium atoms. Relative energetics were determined at the CCSD(T)/CBS level of the-

ory, and the higher order δT(Q) contributions are also computed. The monobridged

and vinylidene-like isomers lie 10.8 and 13.6 kcal mol−1 above the planar dibridged

isomer, respectively. At 0 K, the trans isomer is the least favored energetically, differ-

ing from the dibridged isomer by 16.6 kcal mol−1. Anharmonic vibrational frequencies

were predicted to provide theoretical insight into future experimental studies. Very

detailed comparisons are made to the matrix isolation experiments from the group

of Downs and the group of Andrews. Numerous agreements and disagreements were

found and addressed.

5.2 Introduction

Group 13 hydrides have proven to be challenging systems to study experimentally.

This is commonly due to their thermal instability, as noted in important review arti-

cles by Downs, Pulham, and Aldridge.127,128 Although difficult, successful syntheses

are motivated by two areas of broader impact. First, the propensity for group 13

hydrides to thermally decompose is the same ability which makes them favorable

options for precursors of thin metal films, especially useful in deposition processes

for semiconductors.127 Their thermal fragility and aptitude to deliver the pure metal

makes them preferred compounds when compared to conventional organometallics.

Secondly, these compounds are useful in synthesis, as they can form complexes with

Lewis bases, and can also act as reducing agents.127 Interest also heightened specifi-

cally for dihydride complexes and their use in catalytic hydrogenation reactions.128–137

76



Various ab initio techniques have been used to study the dihydrides of aluminum

and gallium, Al2H2 and Ga2H2, valence isoelectronic to In2H2. In Figure 5.1, the

(a) planar dibridged, (b) monobridged, (c) vinylidene-like, and (d) trans structures

have been identified as minima for Al2H2
138,139 and Ga2H2

140 using the CCSD(T)

method with different basis sets. Studies have revealed that the relative ordering of

the isomer energies for both Al2H2 and Ga2H2 coincide, with the planar dibridged

structures being the lowest in energy. Additionally, these studies have revealed that

the vinylidene-like isomers are the next lowest energy minima, followed by the mono-

bridged isomers and finally the trans isomers.138–140 Indium has a larger atomic radius

than gallium, perhaps decreasing confidence in the viability of these diindium dihy-

drides. However, the existing experimental and theoretical evidence provide some

hope for locating minima corresponding to these four isomers on the potential energy

surface of In2H2.

Figure 5.1: Four constitutional isomers of M2H2 (M = Al, Ga, In): (a) planar dib-
ridged, (b) monobridged, (c) vinylidene-like, and (d) trans.

The synthesis of solid indane (InH3)n has been fairly controversial. In 1957,

Wiberg claimed to prepare solid (InH3)n , along with Ga2H6 and (GaH3)n .
141 Fewer
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than ten years later, multiple studies had discredited these syntheses.142–144 Ga2H6

and (GaH3)n were unable to be synthesized, even after careful effort to reproduce

the procedure of Wiberg.141,143 Additionally, pseudo-equilibrium mass spectrometric

studies concluded that InH3 is less thermodynamically stable than either GaH3 or

AlH3, and certainly less so than Wiberg claimed.141,142 No evidence was found for

thermal stability of In2H6 in the gas phase or the solid phase in a theoretical study by

Hunt and Schwerdtfeger employing second-order Møller–Plesset perturbation theory

(MP2).145

While indium hydrides are rare, there has been experimental evidence of In2H2.

Within solid argon matrices at 12 K, and irradiated with ultraviolet light (λ= 365 nm),

a planar dibridged structure In(µ-H)2In was identified by Himmel, Manceron, Downs,

and Pullumbi in 2002.146,147 Isomerization from the planar dibridged structure to the

trans structure HInInH apparently occurs with irradiation of visible light, at wave-

lengths greater than 450 nm. These isomers were interrogated by comparing infrared

spectra with theoretical calculations utilizing MP2 and B3PW91 and B3LYP density

functionals.146 In 2004, Wang and Andrews presented an independent spectroscopic

study of indium hydrides which concluded that the dibridged isomer In(µ-H)2In was

formed through photolysis in both solid hydrogen and solid neon. Weak spectroscopic

bands served as evidence for the synthesis of the vinylidene-like InInH2 isomer, differ-

ent from the trans HInInH isomer proposed by Downs and coworkers.146,148,149 Wang

and Andrews’ computational results, obtained with B3LYP, suggest that the InInH2

isomer lies lower in energy than HInInH.148 These conflicting experimental studies,

along with the excellent but limited existing theoretical work, demonstrate the need

for more rigorous ab initio studies of these diindium dihydride species.

Apart from the work of Downs and coworkers noted above, in 1993 Treboux and

Barthelat150 used an ab initio SCF + CI method with effective core potentials to

investigate monohydrides and dihydrides of group 13. Part of their work included
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the four In2H2 isomers of interest. To study the isomerization reactions and kinetic

stability of the In2H2 isomers, Moc and Wierzejewska151 in 2004 employed MP2 to ob-

tain equilibrium structures and harmonic vibrational frequencies of the four isomers,

subsequently using CCSD(T) for energetic studies.151

In the present research, we have used high level ab initio methods to determine

minima on the potential energy surface of In2H2. We have used such minima to

determine enthalpies of formation at 0 K and also provide vibrational frequencies to

address experimental controversy and to aid future spectroscopic research.

5.3 Computational Methods

Equilibrium geometries and fundamental vibrational frequencies were determined us-

ing the CFOUR2.0 software.77,78 Specifically, equilibrium geometries of each isomer

were optimized using coupled cluster theory with single, double, and perturbative

triple excitations [CCSD(T)] and the aug-cc-pwCVTZ-PP basis set.152–157 Small-

core pseudopotentials (PPs), or effective core potentials (ECPs), were used to re-

duce the number of explicitly treated electrons on the indium atom by describing

28 core electrons, [Ar]3d10. Harmonic vibrational frequencies were obtained through

finite differences of analytic gradients at the same level of theory in order to con-

firm that stationary points represented energy minima. Anharmonic vibrational

frequencies and intensites were then determined using VPT2 for all minima at the

CCSD(T)/aug-cc-pwCVTZ-PP level of theory with the CFOUR module, GUINEA,

which performs VPT2 and VPT4 computations via numerical sum-over-states.77,78,158

Anharmonic resonances were treated with the VPT2+K polyad approach, also avail-

able in GUINEA.159,160

Electronic energies at equilibrium geometries were determined using the Focal

Point Analysis (FPA) of Allen and coworkers161–164 Basis sets up to quintuple-zeta

(In: aug-cc-pwCVXZ-PP; H: aug-cc-pVXZ, X=D,T,Q,5) were used for Restricted
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Hartree–Fock energies, and basis sets up to quadruple-zeta were used for the MP2,

CCSD, and CCSD(T) methods.152–157 These energies were then extrapolated to the

complete basis set limit (CBS) using a three-point fitting equation for Hartree–Fock

energies

EHF = A+Be−CX (5.1)

and a two-point fitting equation for correlation energies.

Ecorr = A+BX−3 (5.2)

Additive corrections were appended to the CCSD(T)/CBS energies to correct for

effects not included in the computations. Obtained from our anharmonic vibrational

frequencies, the zero-point vibrational energies (aZPVE) were added to account for

the vibrational energy of the ground state for each isomer and determine the relative

enthalpies of formation at zero kelvin (∆fH
0K). Higher-order correlation effects were

considered by appending the CCSDT(Q) correction to the CCSD(T)/CBS energy.

The CCSDT(Q) corrections were computed with aug-cc-pwCVDZ-PP basis sets in the

CFOUR2.0 software package and are represented as a single higher order correlation

correction (δT (Q)). The final energy for each species, relative to 2 In and H2, is given

as a sum of the electronic energy with the above energy corrections.

∆E = ∆EFPA + δaZPV E + δT (Q) (5.3)

These methods were benchmarked by applying them to the InH dimer and com-

paring to the results compiled by Herzberg.165 The bond distance only differed by

0.0015 Å (re,Exp = 1.8376; re,Theory = 1.8361). Our calculated fundamental frequency

only differed from the experimental value by 10 cm−1 (νe,Exp = 1425 cm−1; νe,Theory

= 1415 cm−1) which is remarkable considering our use of an ECP.
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5.4 Results and Discussion

5.4.1 Geometries

Four minima of In2H2 — dibridged, monobridged, vinylidene-like, and trans — were

optimized. The relevant internal coordinates of these equilibrium structures are shown

in Figure 5.2. As expected, due to the larger atomic radii, each of the In–In bonds are

longer than the Ga–Ga bonds predicted in the theoretical study of Palagyi et al.140

Figure 5.2: (a) Planar dibridged, (b) monobridged, (c) vinylidene-like, and (d)
trans isomers with bond lengths in angstroms and bond angles in degrees, from
CCSD(T)/aug-cc-pwCVTZ-PP.

No other structures have been suggested in previous literature, but additional

isomers were investigated by rotating the In– In bond of the trans isomer. The trans

orientation is an overall minimum and the cis orientation is an overall maximum

(Figure 5.3). However, attempting to optimize the cis isomer as a transition state

results in the structure disassociating into two InH molecules.

5.4.2 Enthalpies of Formation

The FPA results for each isomer are shown in Tables 5.1 - 5.4, and each shows

good convergence to the CBS limit. All FPA tables are followed by corrections,
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Figure 5.3: The potential energy surface of rotation around the In– In bond of the
trans isomer. Energies are presented relative to the trans minimum (kcal mol−1) and
are calculated at the CCSD(T)/aug-cc-pwCVTZ-PP level of theory with a small core
ECP.

including the higher-order effects and zero-point vibrational energies, as previously

mentioned. Enthalpies of formation were calculated relative to two indium atoms

and one H2 molecule which have been treated with the same methods as our isomers

where appropriate. This reference was chosen to reflect the experimental methods

employed by Downs and coworkers146 and Wang and Andrews148 which used pure

indium and hydrogen gas.

The absolute zero relative enthalpies of the isomers are shown in Figure 5.4.

The dibridged structure has the lowest enthalpy, followed by the monobridged and

vinylidene-like isomers, respectively. The trans isomer is the highest in enthalpy. The

relative enthalpy difference from dibridged to monobridged is 10.8 kcal mol−1. The

most (dibridged) and least (trans) energetically favorable differ by 16.6 kcal mol−1.

This relative ordering is different than Al2H2 and Ga2H2, which both have a rel-

ative ordering in increasing energy of dibridged, vinylidene-like, monobridged, and

trans.140,166 Though the relative ordering of the vinylidene-like and monobridged iso-

mers are the opposite for In2H2 compared to Al2H2 or Ga2H2, their roughly similar

energies may be noticed in Figure 5.4, and the theoretical difference is 2.8 kcal mol−1.

As we move from Al to Ga to In, the atomic radii increase. We suggest that the In–In
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Table 5.1: Incremental focal point analysis with calculated and extrapolated (denoted
by brackets) enthalpies of formation, in kcal mol−1, for the planar dibridged isomer
relative to 2 In + H2. Basis set labels of the form XZ denote aug-cc-pwCVXZ-PP.
Effects of anharmonic ZPVE and higher order δT(Q), both in kcal mol−1, are given
on the last line.

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee NET

DZ −19.75 −22.20 +0.65 −2.91 −44.20
TZ −18.39 −25.96 +1.67 −3.29 −45.97
QZ −18.43 −26.19 +1.98 −3.44 −46.08
5Z −18.41 [−26.27] [+2.09] [−3.49] [−46.09]
CBS [−18.40] [−26.36] [+2.20] [−3.54] [−46.10]
∆E = −46.10− 0.09 + 0.16 = −46.03 kcal mol−1

Table 5.2: Incremental focal point analysis with calculated and extrapolated (denoted
by brackets) enthalpies of formation, in kcal mol−1, for the monobridged isomer rel-
ative to 2 In + H2. Basis set labels of the form XZ denote aug-cc-pwCVXZ-PP.
Corrections for anharmonic ZPVE and higher order δT(Q), both in kcal mol−1, are
given on the last line.

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee NET

DZ −7.89 −21.42 +0.83 −3.28 −31.75
TZ −6.86 −25.32 +1.60 −3.68 −34.26
QZ −6.89 −25.81 +1.90 −3.87 −34.66
5Z −6.87 [−25.98] [+2.01] [−3.93] [−34.79]
CBS [−6.87] [−26.17] [+2.12] [−4.00] [−34.92]
∆E = −34.92− 0.43 + 0.09 = −35.26 kcal mol−1

Table 5.3: Incremental focal point analysis with calculated and extrapolated (denoted
by brackets) enthalpies of formation, in kcal mol−1, for the vinylidene-like isomer
relative to 2 In + H2. Basis set labels of the form XZ denote aug-cc-pwCVXZ-PP.
Corrections for anharmonic ZPVE and higher order δT(Q), both in kcal mol−1, are
given on the last line.

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee NET

DZ −12.21 −14.40 −0.51 −2.34 −29.46
TZ −10.91 −18.03 −0.59 −2.50 −32.03
QZ −10.90 −18.60 −0.42 −2.64 −32.57
5Z −10.89 [−18.81] [−0.36] [−2.70] [−32.75]
CBS [−10.88] [−19.02] [−0.29] [−2.75] [−32.94]
∆E = −32.94 + 0.30 + 0.22 = −32.42 kcal mol−1
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Table 5.4: Incremental focal point analysis with calculated and extrapolated (denoted
by brackets) enthalpies of formation, in kcal mol−1, for the trans isomer relative to
2 In + H2. Basis set labels of the form XZ denote aug-cc-pwCVXZ-PP. Ab initio
corrections for anharmonic ZPVE and higher order δT(Q), both in kcal mol−1, are
given on the last line.

Basis Set ∆Ee RHF δ MP2 δ CCSD δ CCSD(T) ∆Ee NET

DZ −2.77 −19.21 +0.27 −3.29 −25.00
TZ −1.59 −22.57 +0.86 −3.62 −26.92
QZ −1.61 −23.02 +1.13 −3.80 −27.30
5Z −1.59 [−23.18] [+1.22] [−3.86] [−27.41]
CBS [−1.58] [−23.35] [+1.33] [−3.93] [−27.54]
∆E = −27.54− 0.68− 1.20 = −29.42 kcal mol−1

bond in the vinylidene-like isomer is weaker than the corresponding metal–metal bond

in the gallium and aluminum analogues, and the hydrogen bridge in the monobridged

HIn(µ-H)In provides necessary stability to make the monobridged isomer lower in

energy than the vinylidene-like isomer. This can be seen from an orbital analysis of

the monobridged isomer. The molecular orbital that corresponds the most to the 1s

orbital of the hydrogen bridge is lower in energy than that of the terminal hydrogen

and shows bonding character by mixing with the terminal hydrogen 1s orbital and

similar s-orbitals of the indium atoms.

As previously mentioned, the relative energies of the vinylidene-like and trans

In2H2 isomers have been a point of interest in experimental studies. Our results are

broadly consistent with existing studies in the sense that the vinylidene-like isomer

lies lower in energy than the trans isomer.146,148,150,151 However, the more rigorous

level of theory applied in this paper suggests that their energies differ by only 3 kcal

mol−1 rather than 7 kcal mol−1 as previously determined by Downs and coworkers.146

5.4.3 Fundamental Vibrational Frequencies

In the course of computing the anharmonic frequencies, several Fermi resonances were

recognized.167 One Fermi resonance was identified in the vinylidene-like isomers, and
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Figure 5.4: Enthalpies of formation at 0 K for the four isomers of In2H2 – dibridged,
monobridged, vinylidene-like, and trans – relative to 2In and H2. Enthalpies of forma-
tion were determined at the CCSD(T)/CBS level of theory and include anharmonic
zero-point vibrational energies and δT(Q) effects.

two Fermi resonances were identified in the monobridged isomers (except for the

perdeuterated case). Consequently, one of the fundamentals of each vinylidene-like

isotopologue was treated in a Fermi dyad. The two Fermi resonances in the mono-

bridged isomers share a normal coordinate and may be described as connected.160

One fundamental is treated as a Fermi dyad, and another is treated in a triad. The

relationship between the two Fermi resonances in the monobridged isomers is identical

to that of the resonances of ethylene, which has been discussed by Martin et al.167 All

multiple-excited states for which these resonances manifest are also treated in polyads,

allowing for reasonable anharmonic frequencies and intensities to be obtained.

Tables 5.5, 5.6, and 5.7 present our raw theoretical predictions. In Table 5.8 we

report theoretical vibrational frequencies and infrared intensities for the In2H2 struc-

tures with comparison to experiment.146,148 A very large VPT2 intensity associated

with a small harmonic intensity would usually reflect strong, untreated resonance

effects. In this study, the large VPT2 intensities that you see are also large at the

harmonic level. In fact, we find that the anharmonic effects nearly always lower

the intensity of the strong transitions in In2H2. The large harmonic intensity can
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be rationalized by an analogy to proton-bound dimers, for which the antisymmetric

proton stretching (sometimes called shuttling) fundamental is always very intense in

experimental spectra.168,169 Shuttling is a “soft” vibrational mode and the associated

harmonic intensity is also very high. The shuttling motion involves motion of the

positively- and negatively-charged parts of the molecular ion against one-another,

inducing large changes in the dipole moment. For dibridged In2H2, the strongest fun-

damental (b3u) is similar in character to the proton-shuttle. Although this is a neutral

system, the hydrogen and indium atoms carry substantial partial charges. Based on

the Mulliken populations, the hydrogens are each −1/3 charged, and the indiums are

each +1/3 charged.

We begin with comparisons to the argon matrix isolation experiments of Himmel,

Manceron, Downs, and Pullumbi.146 Their most intense infrared feature was found

at 955 cm−1. Our most intense theoretical fundamental is predicted at 988 cm−1

for the dibridged structure. Its theoretical IR intensity of 2148 km mol−1 is about

an order of magnitude greater than the next strongest transition, in accord with the

experimental relative intensities. Further, the experimental feature at 955 cm−1 does

not agree well with any of the predicted fundamentals of the vinylidene-like, trans,

or monobridged isomers of In2H2.

Wang and Andrews148 observed similarly intense features at 983 cm−1 (in neon)

and 980 cm−1 (in solid hydrogen), in good agreement with our theoretical prediction

of 988 cm−1. The theoretical value, computed for a single molecule in the gas phase, is

greater than the neon matrix value, which is greater than the hydrogen matrix value,

which is greater than the argon matrix value. This is the typical pattern of matrix

shifts, with argon usually giving the greatest red-shifts relative to gas phase or high-

level theoretical predictions. In addition to relative intensity arguments and the close

agreement between theoretical and neon matrix values, the fact that these transitions

align with the expected matrix shifts provides additional support for assignment to
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Table 5.5: Fundamental vibrational frequencies (cm−1) and intensities (km mol−1) for
isomers of In2H2 with their corresponding irreducible representations. For resonant
fundamentals, the transition with the greatest character of each fundamental is given
in the table with other transitions as footnotes.

In(µ-H)2In In(µ-H)InH InInH2 HInInH
D2h Cs C2v C2h

1089 (0, ag) 1532 (796, a′) 1616 (391, b2) 1509 (1272, bu)
988 (2148, b3u) 983a (180, a′) 1610 (601, a1) 1492 (0, ag)
824 (0, b1g) 699 (465, a′) 655c (268, a1) 396 (0, ag)

810 (276, b2u) 337b (2, a′) 314 (77, b1) 157 (36, au)
258 (2, b1u) 197 (12, a′′) 157 (30, b2) 121 (28, bu)
128 (0, ag) 109 (5, a′) 133 (8, a1) 92 (0, ag)

aMember of Fermi triad: other transitions at (1060, 1112) cm−1

with (147, 58) km mol−1

bMember of Fermi dyad: other transition at 414 cm−1 with 3 km mol−1

cMember of Fermi dyad: other transition at 608 cm−1 with 105 km mol−1

Table 5.6: Fundamental vibrational frequencies (cm−1) and intensities (km mol−1) for
isomers of In2D2 with their corresponding irreducible representations. For resonant
fundamentals, the transition with the greatest character of each fundamental is given
in the table with other transitions as footnotes.

In(µ-D)2In In(µ-D)InD InInD2 DInInD
D2h Cs C2v C2h

781 (0, ag) 1110 (423, a′) 1162 (207, b2) 1087 (640, bu)
718 (1160, b3u) 761 (195, a′) 1156 (309, a1) 1073 (0, ag)
598 (0, b1g) 575 (281, a′) 466a (115, a1) 285 (0, ag)

582 (141, b2u) 280 (2, a′) 226 (38, b1) 104 (18, au)
182 (2, b1u) 171 (6, a′′) 131 (9, a1) 92 (15, bu)
131 (0, ag) 111 (7, a′) 115 (14, b2) 92 (0, ag)

aMember of Fermi dyad: other transition at 439 cm−1 with 74 km mol−1
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Table 5.7: Fundamental vibrational frequencies (cm−1) and intensities (km mol−1) for
isomers of In2HD with their corresponding irreducible representations. For resonant
fundamentals, the transition with the greatest character of each fundamental is given
in the table with other transitions as footnotes.

In(µ-H)(µ-D)In In(µ-D)InH In(µ-H)InD InInHD HInInD
C2v Cs Cs Cs Cs

998 (69, a1) 1531 (775, a′) 1104 (447, a′) 1611 (507, a′) 1504 (643, a′)
924 (1366, b2) 736a (158, a′) 1039c (191, a′) 1160 (248, a′) 1083 (309, a′)
641 (225, b2) 515 (247, a′) 695 (453, a′) 567e (209, a′) 345 (3, a′)
636 (142, a1) 331b (2, a′) 246d (6, a′) 273 (58, a′′) 139 (27, a′′)
223 (2, b1) 176 (15, a′′) 162 (3, a′′) 134 (17, a′) 112 (19, a′)
129 (0, a1) 107 (6, a′) 107 (5, a′) 131 (10, a′) 94 (1, a′)

aMember of Fermi triad: other transitions at (845, 884) cm−1 with (13, 16) km mol−1

bMember of Fermi dyad: other transition at 371 cm−1 with 5 km mol−1

cMember of Fermi triad: other transitions at (921, 1010) cm−1 with (52, 118) km mol−1

dMember of Fermi dyad: other transition at 340 cm−1 with 2 km mol−1

eMember of Fermi dyad: other transition at 531 cm−1 with 79 km mol−1

Table 5.8: Theoretical and observed vibrational transitions (cm−1) for two isomers of
In2H2.

Dibridged trans
In(µ-H)2In HInInH

State Theory Expt. State Theory Expt.
ν1 + ν6 2065 2021c ν5 1509 1537a, (1530,1528)b, 1518c

ν2 + ν6 1113 1079c - 629b

ν6 988 983a, 980b, 955c - -
ν3 824 848c - -
ν5 810 800c - -
ain neon, Ref. 148; bin hydrogen, Ref. 148; cin argon, Ref. 146
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the b3u fundamental of the dibridged isomer. This is also consistent with previous

assignments.146,148

Downs and coworkers146 in their Table 3, observed weaker features at 800, 848,

1079, and 2021 cm−1. On the basis of these features’ similar response to different forms

of irradiation as the 955 cm−1 feature, these were also associated with dibridged In2H2.

The agreement with our predicted transitions is acceptable. We emphasize that these

four experimental features also do not coincide with any of our predicted fundamentals

for the vinylidene-like, trans, or monobridged isomers. Differences between theory and

the argon matrix values for these transitions are 10, -24, 34, and 44 cm−1, respectively.

Notable is the weak 848 cm−1 transition, which is blueshifted relative to the theoretical

prediction. This corresponds to an infrared inactive b1g symmetry fundamental, made

active by isotopic substitution of one 115In atom with the less abundant 113In, lowering

the point group symmetry to C2v.
146 We did not compute frequencies specifically for

this mixed indium isotopologue. When considering transitions of any symmetry, of up

to three quanta, for the main isotopologue, the predicted 824 cm−1 b1g fundamental

is the only one reasonably close to the 848 cm−1 experimental value. Compared to

the next nearest predicted transitions in either direction, the experimental transition

is 48 cm−1 to the blue and 90 cm−1 to the red.

Downs and coworkers146 assigned one feature (1518 cm−1) to the trans HInInH

isomer, as it had a markedly different response to irradiation and annealing compared

to the dibridged transitions. This fits very well with our theoretical feature of highest

IR intensity (1272 km mol−1) at 1509 cm−1. The predicted spectrum of the trans

isomer is dominated by this single fundamental, the antisymmetric In–H stretch,

the other infrared active fundamentals being about two orders of magnitude weaker.

Based on the signal-to-noise ratio of the 1518 cm−1 band, the other fundamentals

would not have been detectable in Downs and coworkers’ experiment.146

Wang and Andrews148 tentatively assigned hydrogen matrix features at 1530 and
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1528 cm−1 to the vinylidene-like isomer InInH2. They also detected these transitions

in neon, where they appeared as a single feature at 1537 cm−1. Our symmetric and

antisymmetric In–H stretching frequencies are predicted at 1610 and 1616 cm−1,

respectively, significantly higher than the 1537 cm−1 neon matrix transition, to which

they should agree most closely. On the basis of this nearly 80 cm−1 disagreement,

we are skeptical of this assignment. Wang and Andrews also observed a transition

at 629 cm−1, in the hydrogen matrix experiments, which they determined to have

the same carrier as the 1530 and 1528 cm−1 stretching transitions. We predict two

transitions of the vinylidene-like isomer at 655 and 608 cm−1, resulting from a strong

Fermi Type I resonance between a bending fundamental and the overtone of a lower

frequency bend. These have similar intensity, and bookend the 629 cm−1 feature,

which appears in Wang and Andrews’ Figure 7 as a doublet. Although the 629 cm−1

transition can be adequately explained, the disagreement in the stretches does not

allow for a satisfying assignment of the secondary In2H2 isomer as vinylidene-like.

We propose the following explanation: the 629 cm−1 feature does not in fact have

the same carrier as the stretching transitions at 1530 and 1528 cm−1, which arise not

from the vinylidene-like isomer but from the trans isomer. This is supported by the

absence of a corresponding low frequency feature in the neon matrix experiments and

the fact that the 629 cm−1 feature appears to be present immediately after deposition

in the hydrogen matrix experiments, in contrast with the stretching features. (See

Wang and Andrews Figure 7.)148 Moreover, the trend in matrix shifts is reasonable,

as the 1518 cm−1 stretching band of trans In2H2 in argon is lower than the 1528/1530

cm−1 doublet in hydrogen which is lower than the 1537 cm−1 band in neon. However,

this implies a 28 cm−1 blueshift of the neon matrix transitions relative to theory,

which is fairly unusual. It is also not clear how the doublet splitting of the hydrogen

matrix transition arises; although, this could very well be due to site effects (i.e.,

inhomogeneity of the matrix environment).
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Let us consider the possibility that the monobridged isomer is the identity of the

secondary isomer(s) of In2H2 produced in these experiments. As noted above, the

monobridged structure is predicted to lie energetically below the vinylidene-like and

trans structures. Monobridged In2H2 is predicted to have a strong transition at 1532

cm−1, one about half as strong at 699 cm−1 and three weaker transitions at 983,

1060, and 1112 cm−1. Although the high-frequency stretching transition provides the

best agreement out of the four isomers with the neon matrix 1537 cm−1 band, the

strong predicted bending transition at 699 cm−1 agrees poorly with the 629 cm−1

transition in hydrogen and was not observed in neon. Thus, despite the issues with

assignment to the trans isomer, the disagreement between the predicted transitions

and the various matrix values is far lower than for either the vinylidene-like isomer

(where its stretches disagree greatly) or the monobridged isomer (where the bending

frequency disagrees greatly).

Downs and coworkers146 reported infrared features for In2D2 in argon. For com-

parisons with experiment, see Table 5.9. For the dibridged structure, they observed

the strongest (b3u) transition at 693 cm−1, in reasonable agreement with our predic-

tion of 718 cm−1. The next strongest transition was observed at 582 cm−1, which

agrees precisely with the theoretical value. A combination band was observed at 815

cm−1, analogous to the 1079 cm−1 transition in dibridged In2H2. The correspond-

ing prediction is 847 cm−1. Similar to In2H2, a very weak transition was observed

for In2D2 at 612 cm−1 and assigned to an ag fundamental, allowed in mixed indium

isotopologues. Our prediction for this transition is 598 cm−1, 14 cm−1 to the red of

experiment. Downs and coworkers again assigned one feature to the antisymmetric

In–H stretch of the trans isomer, this time at 1081 cm−1. This is in agreement with

our prediction of 1087 cm−1.

Wang and Andrews148 observed the strongest transition of the dibridged In2D2

isomer at 710 cm−1 in hydrogen and 712 cm−1 in neon. As expected, these are
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Table 5.9: Theoretical and observed vibrational transitions (cm−1) for two isomers of
In2D2.

Dibridged trans
In(µ-D)2In DInInD

State Theory Expt. State Theory Expt.
ν2 + ν6 847 815c ν5 1087 1105a, (1103,1099)b, 1081c

ν6 718 712a, 710b, 693c - 456b

ν3 598 612c - -
ν5 582 582c - -
ain neon, Ref. 148; bin hydrogen, Ref. 148; cin argon, Ref. 146

higher than the corresponding transition in argon and agree excellently with the

718 cm−1 prediction. They observed In–D stretching transitions at 1103 and 1099

cm−1 in hydrogen and at 1105 cm−1 in neon. As with In2H2, they also associated a

bending transition at 456 cm−1 in hydrogen with the same carrier. They proposed

that these were transitions of the vinylidene-like In2D2 isomer. However, these are

better explained as the antisymmetric In–D stretch of the trans isomer, with the 456

cm−1 feature arising from some other indium hydride species or a contaminant. A

strong bending transition at 575 cm−1 is predicted for the monobridged isomer but

is not observed by Wang and Andrews, ruling it out as the identity of the secondary

isomer. For the vinylidene-like isomer, its predicted In–D stretches are 50 cm−1

higher than the neon matrix transition, ruling it out.

Finally, in Table 5.10 we present comparisons between theory and experiment for

monodeuterated diindium dihydride–specically for the dibridged In(µ-H)(µ-D)In and

trans HInInD isomers. In their experiments with HD in argon, Downs and coworkers

observed a strong transition at 900 cm−1 and two weak transitions at 630 and 605

cm−1.146 The strong transition clearly corresponds to the strongest b2 fundamental of

the dibridged isomer, predicted at 924 cm−1. The weaker transitions at 630 and 605

cm−1 are best assigned to the 641 cm−1 b2 and 636 cm−1 a1 fundamentals, respectively.

Both have about one order of magnitude lower intensity than the 924 cm−1 transition.
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Table 5.10: Theoretical and observed vibrational transitions (cm−1) for two isomers
of In2HD.

Dibridged trans
In(µ-H)(µ-D)In HInInD

State Theory Expt. State Theory Expt.
ν4 924 923a, 918b, 900c ν1 1504 1535a, 1529b

ν5 641 630c ν2 1083 1107a, 1101b

ν2 636 605c - -
ain neon, Ref. 148; bin hydrogen, Ref. 148; cin argon, Ref. 146

Wang and Andrews observed the strong dibridged transition at 918 cm−1 in hydrogen

and 923 cm−1 in neon, which agree well with the ab initio prediction.146

Wang and Andrews observed In–H stretches at 1529 and 1535 cm−1 and In–D

stretches at 1101 and 1107 cm−1 in hydrogen and neon, respectively.146 These local-

mode stretching fundamentals of the mixed HD isotopologue are shifted by only a

few wavenumbers relative to the normal-mode antisymmetric stretching fundamentals

of the pure isotopologues. The predicted stretching fundamentals are 1504 cm−1

and 1083 cm−1 for trans In2HD. These are again somewhat red-shifted relative to

the experimental values in the least perturbative matrix environment, neon. Wang

and Andrews did not report a low frequency bending transition, as with In2H2 and

In2D2.
148

5.5 Conclusion

In this study, four isomers of In2H2 were characterized using high-level ab initio meth-

ods. Equilibrium geometries were optimized with CCSD(T)/aug-cc-pwCVTZ-PP us-

ing a small core pseudopotential. Energies were extrapolated to the CBS limit and

included anharmonic zero-point vibrational energy and higher-order energy correc-

tions up to CCSDT(Q). Finally, fundamental vibrational frequencies were obtained

for all four isomers for spectroscopic comparisons.

Of the four isomers, the planar dibridged is the most favored at 0 K, followed by
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the monobridged isomer at 10.8 kcal mol−1. The vinylidene-like is the next lowest

in energy (13.6 kcal mol−1), and the trans isomer is last, lying at 16.6 kcal mol−1

compared to the dibridged structure. Our high-level calculations have confirmed the

reported observations of the dibridged and trans structures of In2H2 by Downs and

coworkers.146 We argued that the features assigned to the stretches of the vinylidene-

like isomer by Wang and Andrews correspond instead to the trans isomer. The

monobridged isomer, lying energetically higher than only the dibridged structure,

remains to be observed in the laboratory. A high-level ab initio study of the In2H2

isomers on the low-lying triplet surface would be a valuable supplement to this study,

in addition to singlet diindane, In2H6, to which Wang and Andrews assigned numerous

spectroscopic features.145,148
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Chapter 6

Conclusion

Many areas of chemistry already benefit from quantum chemistry methods and use

theoretical results to further support their experimental evidence. The examples

given here demonstrate how these methods can be used to investigate the properties

of molecules, even before experimental data is gathered. Such data can be used to

inform and direct future experimental discovery, allowing experimentalists to focus

their time and effort on the avenues of discovery that have the highest chances of

success.

The addition pathways of atmospheric methylamine to stabilized Criegee interme-

diates were found have rate constants at least an order of magnitude larger than the

analogous ammonia, water, or water dimer addition. The orientation of the methy-

lamine was also found to affect the kinetics of the reaction, with the axial addition

pathway giving rate constants at least three times as large as the equatorial pathways

in all cases except for the syn-methylated Criegee intermediates which saw compara-

ble rate constants for each pathway. While the results were as expected for the second

order rate constants, treating the reactions as pseudo-first order reactions showed that

the methylamine reaction pathways would still be unlikely to significantly contribute

to the consumption of Criegee intermediates. Even in this case, these results can still

be used for large-scale kinetic modeling, where hundreds of concurrent reactions are

all competing with each other, or for atmospheric studies in areas with artificially

inflated levels of methylamine.

Pentazole was studied for its potential as a green high-energy-density material,

but it was found to have an energy barrier of 18.8 kcal mol−1 which is much lower

than the desired barrier of 30 kcal mol−1. Under the restraints of canonical transition
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state theory, an energy barrier of this size is only attainable at temperatures near

or below 180 K. Our results matched those found by some previous studies, but this

was only with the inclusion of perturbative quadruple excitations. These results give

confidence that those composite methods would give reliable results for pentazole

derivatives, molecules which would be much too large to study with the same level of

theory. HEDMs are inherently dangerous molecules, but theoretical studies like these

mitigate some of the danger through their thermochemical predictions.

Fundamental frequencies for four In2H2 isomers were calculated via the VPT2+K

method and compared to previous experimental assignments. Here, we suggested

that the 629 cm−1 peak which was attributed to the vinylidene-like isomer by Wang

and Andrews148 should instead be attributed to the trans structure. Aside from this,

all other feature assignments matched well with our ab initio predictions. Our energy

calculations also suggested that the energy difference between the vinylidene-like and

trans isomers is only about half the magnitude of what was previously reported by

Downs and coworkers146. These discrepancies highlight the need for high-level ab

initio calculations to verify the results of less rigorous methods. Any future gas

phase experimental studies will be able to use this data as a reference for their feature

assignments.

Experimental studies have much to gain by utilizing the tools of theoretical quan-

tum chemistry. Not only can they save time and effort by screening potential reactions

in a more cost-efficient manner, they can also serve as further verification of experi-

mental data. Quantum chemistry tools can reveal properties of reactions which are

difficult to observer through conventional experimental means. Theoretical ab initio

quantum chemistry clearly is a useful tool and experimentalists gain many benefits

from it, but experiment is also necessary for theoretical chemistry as well. Without

experimental verification, many theoretical results may only exist as suggestions and

possibilities rather than fact.
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[70] Iliaš, M.; Saue, T. An infinite–order two–component relativistic Hamiltonian

by a simple one–step transformation. J. Chem. Phys. 2007, 126, 064102.

[71] Sikkema, J.; Visscher, L.; Saue, T.; Iliǎs, M. The molecular mean-field approach
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general-purpose quantum chemistry program package. WIREs Comput Mol Sci

2012, 2, 242–253.

[76] Werner, H.-J. et al. MOLPRO, version 2019.2, a package of ab initio programs.

2019; see https://www.molpro.net.

[77] Stanton, J. F.; Gauss, J.; Cheng, L.; Harding, M. E.; Matthews, D. A.; Sza-

lay, P. G. CFOUR, Coupled-Cluster techniques for Computational Chemistry, a

quantum-chemical program package. With contributions from A.A. Auer, R.J.

Bartlett, U. Benedikt, C. Berger, D.E. Bernholdt, Y.J. Bomble, O. Christiansen,

F. Engel, R. Faber, M. Heckert, O. Heun, M. Hilgenberg, C. Huber, T.-C. Ja-

gau, D. Jonsson, J. Jusélius, T. Kirsch, K. Klein, W.J. Lauderdale, F. Lipparini,

T. Metzroth, L.A. Mück, D.P. O’Neill, D.R. Price, E. Prochnow, C. Puzzarini,

K. Ruud, F. Schiffmann, W. Schwalbach, C. Simmons, S. Stopkowicz, A. Tajti,

J. Vázquez, F. Wang, J.D. Watts and the integral packages MOLECULE (J.
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