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ABSTRACT 

Artificial intelligence (AI), utilizing machine learning techniques to ‘learn’ from data, as humans 

learn from experiences, has the promise to perform various cognitive tasks, such as learning, 

thinking, problem-solving, and decision-making, which usually demands human cognition. In 

recent decades, the remarkable advancements in AI have led to its pervasive integration across 

various sectors of society, and has facilitated human-machine interactions encompassing 

language, action, and behaviors. Within the educational sphere, AI has played emerging roles, 

driving significant changes in teachers’ instructional practices and potentially revolutionizing 

teaching practices in unprecedented ways. To fully harness the innovative potential of AI in 

teaching, it becomes imperative to unpack the diverse pedagogical roles that AI can assume and 

examine the emergent relationship between teachers and AI, however, which remain 

ambiguously defined and have yet to be comprehensively explored.  

Presented as three journal-ready manuscripts, the dissertation delves into the theoretical 

and practical exploration of the emerging pedagogical roles of AI and the formation of a novel 

teacher-AI relationship. The first manuscript (Chapter 2) provides a systematic review to 



elucidate the pedagogical roles and characteristics of AI in enhancing teachers’ instructional 

practices. Implications for teachers’ pedagogy and the teacher-AI relationship are discussed. 

Given the pedagogical potential of AI in teaching practices, the second manuscript (Chapter 3) 

proposes an integrated conceptual framework, encompassing a three-dimensional teacher-AI 

pedagogical partnership model and its impacts on teachers. It has implications for collaborative 

teaching design and future research foci in this emerging area of research.  

In the third manuscript (Chapter 4), the qualitative data revealed a mutual interaction 

between teachers and AI: AI provides substantial support to teachers and teachers actively 

support work of AI. Two distinct perceived roles of AI were found: a supportive tool and a 

collaborative partner. Three changes in classroom interactions emerged: individualized 

instruction, data-driven and targeted approaches, and shifts in teachers’ roles. Findings suggest 

that AI promotes the transformation of technology from being merely a supportive tool to 

becoming a partner and a novel collaborative relationship. The implications for teachers’ 

changed mindset and professional learning are discussed. Chapter 5 discusses the implications 

and suggestions for future research.  
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CHAPTER 1 

INTRODUCTION 

Throughout the past century, educators have embraced an array of educational technologies to 

enhance their teaching practices, motivated by the rapid evolution of these technologies. From 

the chalkboard to the overhead projector, from interactive whiteboards to mobile technologies, 

traditional technologies have acted as tools or mediators to facilitate teachers’ interactions with 

their students and environments (Jonassen, 1994; Jonassen et al., 1999; Taylor, 1980). However, 

these technologies have typically been limited in their capacity for autonomy, decision-making, 

and personalization, and were often used to address human-defined, human-perceived, or human-

felt issues, goals, or purposes (Lee et al., 2015). 

In the past decade, the development of artificial intelligence (AI) has led to the increasing 

integration and momentum of AI in teachers’ instructional practices. Researchers typically 

incorporate two dimensions to define AI: (a) human-like thinking, and (b) rational actions 

(Luckin et al., 2016; Russell, 2010). Basically, AI is a term used to label machines that perform 

tasks, such as learning, thinking, problem-solving, and decision-making, or that deal with 

complexity as well as human experts (Spector & Ma, 2019). This marks a significant departure 

from traditional technologies. In addition, AI can interact and communicate with people in a 

human-like manner (Nourbakhsh, 2013) through language (i.e., speech, written text), behaviors 

(e.g., facial expression, head and body movement), and other non-verbal cues (Breazeal, 

Dautenhahn, & Kanda, 2016; Epley et al., 2007; Van Pinxteren et al., 2019), playing the role of a 
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communicator rather than a communication channel (Guzman & Lewis, 2020). The evolution of 

intelligent machines has equipped them with the ability to engage in human-machine dialogue, 

action, and emotional interaction and exchange (Guan et al., 2021), making AI capable of 

transforming teaching and learning in previously unimaginable ways. 

Integrating AI into teachers’ instructional practices has shown significant potential to 

change teachers’ behaviors and practices and participate in the pedagogical decision-making 

process. Many studies have discussed the complementary roles of machine intelligence and 

teacher intelligence in collaborating to facilitate student learning (Fridin, 2014; Hashimoto et al., 

2011; Pai et al., 2021). For example, Chou et al. (2011) suggested two mechanisms for their 

complementary roles, including the extension of human intelligence to machine intelligence and 

the reuse of human intelligence by machine intelligence, suggesting a novel classroom 

pedagogical paradigm. In addition, AI has the potential to monitor student progress in real-time, 

providing personalized learning experiences that are otherwise challenging to achieve in 

traditional classrooms. Moreover, by analyzing students’ behavioral, cognitive, and emotional 

information, AI can offer teachers actionable insights into students’ learning progress, allowing 

them to provide personalized and targeted scaffolding (Adair et al., 2020; Gobert et al., 2016, 

2018). The significant potential of AI enables it to participate in the pedagogical decision-

making process, including automatically generating personalized feedback to students’ 

investigations and responses and recognizing students’ emotions to tailor AI responses 

accordingly (Eklundh & Jonsson, 2017; Karsenti & Fievez, 2018; Gobert et al., 2023a, b). 

Given the advancements and potential of AI in education, many researchers have 

expressed concerns about how to inform teachers of the perfect ways to integrate AI into their 
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teaching practice. Amanda Sharkey (2016) argued that “advanced AI systems, such as humanoid 

robotics, have progressed to a point where there is a real possibility of taking on social roles in 

our lives” (p. 2). For instance, in many work settings, automated systems have increasingly 

replaced employees’ tasks, responsibilities, and decision-making (e.g., Lewis et al., 2019; Strich 

et al., 2021). Thus, Schuetz and Venkatesh (2020) suggested that AI technology has the 

significant potential to engage in a new type of human-system-environment interaction, which 

challenges traditional assumptions about how humans and systems interact. The question is 

whether this will also happen to teachers and how teachers can and will deal with this, especially 

when contemporary students interact with AI applications in ways that they usually only do with 

teachers or peers (Guilherme, 2019). Those arguments in the literature resulted in the dilemma of 

the pedagogical benefits and its challenges to teachers.  

To overcome this dilemma, it is essential to thoroughly explore the pedagogical 

potentials of AI in teachers’ instructional practices and its corresponding impacts on their 

practices and experiences. This has garnered researchers’ attention and interest but with 

contradictory reflections. Some researchers particularly emphasize that machine intelligence 

empowers teachers with higher responsibilities, privileges, and competencies to facilitate 

individualized learning and make data-driven instructional adjustments (Strich et al., 2021, Zhai 

et al., 2020a, 2020b) with hybrid intelligence (Chou, Huang, & Lin, 2011; Kamar, 2016). 

However, the emergence of an AI threat cannot be overlooked, especially as some scholars have 

suggested addressing the global teacher shortage with AI (e.g., Edwards & Cheok, 2018; Ivanov, 

2016; Sharkey, 2016). The above discussion does not fully address the dilemma of AI integration 

and its challenges. Therefore, there is a need to theoretically and empirically investigate the 
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pedagogical potential of AI and how it can be integrated by teachers in novel ways to inform 

innovative pedagogical paradigms. To this end, this dissertation study investigates and discusses 

(1) the pedagogical potential and characteristics of AI in teaching, (2) the novel relationships 

between teachers and AI, and (3) teachers’ engagement with AI and their instructional 

experience. 

Dissertation Overview 

The dissertation consists of five chapters, three of which are individual manuscripts to be 

submitted for publication. Using a theoretical analysis of the literature, the studies aim to 

investigate the pedagogical roles and characteristics of AI, as well as its novel relationships with 

teachers. Additionally, using an exploratory research design, the research explores the ways in 

which AI interacts with teachers, its emerging roles, and the perceived and observed changes it 

brings about in classroom interactions.  

The first manuscript (Chapter 2), titled The Pedagogical Roles and Characteristics of 

Artificial Intelligence in Supporting Teaching Practices: A Systematic Review, presents a 

systematic review of the literature on AI in Education (AIED) studies, focusing on AI-supporting 

teaching practices. The study categorizes five pedagogical roles and three unique characteristics 

of AI to potentially support and transform teaching practices. The paper concludes with the 

implications of the emerging pedagogical roles and characteristics of AI in teachers’ pedagogy 

and the relationship between teachers and AI. 

The second manuscript (Chapter 3), The Emergence of AI Agency in Teaching: An 

Integrated Conceptual Framework of the Teacher-AI Pedagogical Partnership, aims to develop 

a conceptual framework for the relationship between teachers and AI. The paper reviews the 
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literature on the integration of AI in teachers’ instructional practices and its potential to 

transform human-AI relationships. Drawing on actor-network theory (Callon, 1984; Latour, 

1987), social presence theory (Short et al., 1976), and distributed cognition (Hollan, Hutchins, & 

Kirsh, 2000; Hutchins, 1995), the paper articulates that AI is emerging as an artificial social 

agent to co-present with teachers for distributed intelligence in classroom instructional practices. 

The paper develops an integrated conceptual framework for outlining the teacher-AI pedagogical 

partnership and demonstrating its impact on teachers. This chapter concludes by suggesting 

potential implications for teachers’ mindset shifts, the effective design of AI-integrated 

collaborative instruction, and the future research foci in the emerging area of research.  

The third manuscript (Chapter 4), Exploring Teachers’ Pedagogical Practices and 

Experiences of Integrating Artificial Intelligence into Teaching: A Qualitative Case Study, 

presents a qualitative case study that aims to understand in-service teachers’ engagement with AI 

and their experiences and perceptions in terms of emerged AI roles and changes in classroom 

interactions. The study conducts interviews with participating science teachers while observing 

their AI-integrated classroom practices to explore teachers’ use and engagement with AI, as well 

as their perceptions and experiences that informed the findings. The study discussed the 

implications that can enhance teachers’ integration of AI.  

Chapter 5 presents a summary of the key ideas and implications of the three manuscripts. 

Limitations of the study and recommendations for future research are also discussed. 

Significance of the Study 

The integration of advanced technology in teaching and learning can be transformative, but only 

if teachers incorporate innovative pedagogical practices that leverage these technologies. 
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Teachers play a vital role in shaping the adoption and effective implementation of new 

technologies in classrooms. Without teachers’ creative use of these tools, it is difficult to realize 

the full pedagogical potential of advanced technologies. To facilitate the effective integration of 

AI in classrooms, it is crucial to investigate the pedagogical practices of teachers who use AI 

technology. This dissertation study focuses specifically on the pedagogical practices of teachers 

who use AI technology, aiming to provide both theoretical contributions and empirical evidence 

of the impact of AI on teacher-AI interactions and relationships. The study advances theories by 

differentiating AI from traditional technologies in terms of its relationship with teachers. The 

findings of this research could inform policymakers on best practices for curriculum innovation 

and the introduction of AI technology, taking into account teachers’ pedagogical practices. In 

addition, the study could enhance teachers’ understanding of AI innovation, leading to better 

pedagogical practices in AI-enhanced environments. Furthermore, the challenges and obstacles 

that emerged in teachers’ pedagogical practices could inform instructional designers and 

researchers about appropriate professional development and training opportunities in both 

technological and pedagogical aspects. 
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CHAPTER 2 

THE PEDAGOGICAL ROLES AND CHARACTERISTICS OF ARTIFICIAL 

INTELLIGENCE IN SUPPORTING TEACHING PRACTICE: A SYSTEMATIC REVIEW 1 
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Abstract   

A growing scholarly interest emerged in the exploration of Artificial Intelligence (AI) within the 

realm of teaching practices. In order to enhance our understanding of how AI has been utilized in 

this context, we conducted a comprehensive systematic review encompassing 44 studies in the 

field of AI in education. The review was guided by a proposed three-dimensional analytical 

framework, which encompassed functionality, pedagogy, and uniqueness, thereby informing the 

data analysis and subsequent findings. Through the analysis of eligible studies, we classified five 

distinct pedagogical roles of AI in contributing to the enhancement and transformation of 

teaching practices, including (1) participating in instruction, (2) monitoring student progress, (3) 

innovating assessment practices, (4) providing teacher pedagogical recommendations, and (5) 

driving teachers’ effective pedagogical decision-making and action-taking. Furthermore, we 

extracted the unique characteristics of AI that significantly contribute to its efficacy in 

supporting teaching, including its interactivity with humans, automaticity, and autonomy. By 

shedding light on the current research foci and identifying gaps in the literature, our systematic 

review provides valuable insights and sets the stage for potential future directions aimed at 

further exploring the multifaceted roles of AI in teachers’ pedagogical practices.   

Keywords: Artificial intelligence; Pedagogical role; AI characteristics; Teacher’s 

pedagogical practice 
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Introduction  

Recent advancements in artificial intelligence (AI), utilizing machine learning (ML) and deep 

learning, have garnered significant attention across various sectors, including the domain of 

education. AI has the promise to perform human-like cognitive tasks, such as learning, problem-

solving, handling complexity, and making rational decisions (Guilherme, 2019; Russell, 2010; 

Spector & Ma, 2019). Within the educational context, embedded in intelligent applications such 

as intelligent tutoring systems (ITS) (Gerard et al., 2019; Gobert et al., 2016, Gobert et al., 

2023a, b), teaching assistants (Goel & Polepeddi, 2018), and ML-based automatic scoring 

systems (Zhai et al., 2020a; Gobert et al., 2013, 2023a, b), AI presents significant potential to 

support teachers’ instructional decision-making and transform their instructional practices. 

Extensive research has illustrated the promising role of AI in enhancing teachers’ design of 

learning activities and providing personalized scaffolding through AI-generated feedback and 

recommendations (Edwards & Cheok, 2018; Yun et al., 2013). AI has also shown potential in 

alleviating teachers’ concerns regarding the breadth of domain-specific knowledge they must 

possess (Wenger, 1987; Roll & Wylie, 2016) and in assessing students’ constructed responses to 

provide timely and informative feedback (Zhai et al., 2020a, b, Zhai et al., 2021, Gobert et al., 

2019). Moreover, recent studies have advocated the complementary of machine intelligence and 

human intelligence to facilitate teachers’ immediate instructional decision-making and actions 

within dynamic educational context (Chounta et al., 2022; Paiva & Bittencourt, 2020). 

Recognizing the significant potential of AI in enhancing teachers’ pedagogical practices, 

numerous researchers, organizations, and stakeholders have emphasized the importance of 

teachers swiftly adopting AI into their instructional approaches. Some scholars are enthusiastic 
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about the use of AI applications, such as educational social robots, to address the prevailing 

teacher shortage (Edwards & Cheok, 2018; Morita et al., 2018; Mubin et al., 2013; Serholt et al., 

2017) with the notion of robot teachers gaining favor (Sharkey, 2016).  

Despite acknowledging the potential and promise of AI to support and revolutionize 

traditional teaching practices, the role of AI remains a vital inquiry that necessitates careful 

reflection and thorough investigation. Harstinski et al. (2019) posed a crucial question regarding 

the driving forces of the potential of AI in teaching: AI advancements, teachers’ innovative AI 

integrations, or other factors. Many have emphasized the significance of technological 

advancements, suggesting that teachers’ previous responsibilities and roles have been shaped and 

potentially diminished due to the advent of AI in education (Player-Koro et al., 2018; 

Williamson, 2016). Some review studies have endeavored to examine the potential of AI in 

educational contexts from various perspectives. For instance, AI functionalities in education 

have been categorized into several domains, such as profiling and prediction, assessment and 

evaluation, adaptive systems and personalization, and intelligent tutoring systems (Chen et al., 

2020a; Hwang et al., 2020; Zawacki-Richter et al., 2019). Baker and Smith (2019) classified AI 

tools based on the direction of their use, distinguishing between learner-directing, instructor-

directing, and system-directing tools. Additionally, Ouyang and Jiao (2021) categorized three 

types of AI and learner relationships within the learner-directing AI tools. Furthermore, Xu and 

Ouyang (2021) identified three roles that AI can play in the teaching and learning process, 

including serving as a new subject, a direct mediator, or a supplementary assistant. Notably, no 

review study was found to explicitly investigate the impact of AI on teachers’ pedagogical 
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practices from the perspective of teachers themselves. However, such a pedagogical perspective 

is essential in the design and promotion of AI technology within teachers’ classroom practices. 

 It is of special interest in this study to systematically review the literature on AI in 

education studies to investigate how AI can support and transform teachers’ pedagogical 

practices in science classrooms and beyond through analyzing the pedagogical roles and 

characteristics of AI. The findings of this study are expected to contribute to a deeper 

understanding of how AI has been incorporated into classrooms to enhance teachers’ instruction. 

Moreover, the study aims to provide a comprehensive reference for researchers and educators, 

enabling them to make informed decisions when integrating AI into teaching. To achieve these 

objectives, the following research questions guide the study: 

(1) What are the grade levels, subject domains, and contexts in which AI has been 

integrated into teaching?  

(2) What are the technological functionalities of AI that support and enhance teaching?  

(3) What are the pedagogical roles of AI in supporting and improving teaching?  

(4) What unique characteristics are exhibited by AI in teachers’ instructional practices?  

Analytical Framework  

The existing body of literature emphasizes that the effectiveness of technology integration in 

education can be measured by the degree to which technology becomes an integral part of 

pedagogy practice (De Koster et al., 2017; Harris, 2005; Howard et al., 2015). Accordingly, the 

successful implementation of technology in instructional settings depends on its alignment with 

teachers’ pedagogical objectives and purposes (e.g., Okojie et al., 2006). Studies have 

demonstrated that teachers perceive technology as valuable when it offers significant 
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pedagogical potential in supporting various aspects of their teaching practices, including 

classroom management, grading, and decision-making (Howard et al., 2015; McKnight et al., 

2016). Moreover, it is essential to recognize that each technology possesses distinct 

characteristics that influence its impact on pedagogy. It is crucial to consider the unique 

attributes of specific technologies in relation to pedagogical practices (Zhai & Jackson, 2021).  

Our investigation identified three primary considerations for effectively integrating AI to 

support and enhance teaching practices: (1) the selection and implementation of AI technologies; 

(2) the pedagogical roles of AI and their associated benefits for teaching; and (3) the unique 

characteristics exhibited by AI in supporting teaching. In response to these concerns, we 

proposed a three-dimensional analytical framework encompassing three components: 

functionality, pedagogy, and uniqueness (see Figure 2.1). The functionality dimension of the 

analytical framework functionally determines the specific AI technology employed in teaching. 

Since AI has the potential to facilitate and promote instructional decision-making and 

pedagogical innovation, it is crucial to comprehend its pedagogical roles to ensure its pedagogy 

affordance and benefits. The uniqueness dimension highlights the distinctive features of AI 

technology in teaching, setting it apart from traditional technologies.  
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Figure 2.1. The proposed triangular analytical framework 

 

Functionality  

In the discourse of technology integration in education, it is crucial to understand the 

technological features inherent in the discussed technology (ChanLin et al., 2006; Inan, & 

Lowther, 2010) and this principle applies to AI as well. In the case of AI implementation in 

teaching, we emphasize a foundational comprehension of the technological features of AI across 

three key aspects. Firstly, a thorough identification of the specific AI systems and applications 

utilized in educational settings is imperative, given the diverse range of AI technologies available 

in the field of education. Secondly, within a given AI system or application, a close examination 

of its design features becomes necessary. For example, the inclusion of a teacher dashboard 

within an AI system allows educators to effectively engage and interact with AI technology. 

Investigating such design features provides valuable insights into how AI can be effectively 

integrated into the instructional process. Also, we examine the accessibility of AI systems for 

teachers, particularly regarding their involvement in the design process of AI integration within 

the curriculum.  
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Pedagogy 

A fundamental assumption underlying the integration of technology in education is its potential 

to yield pedagogical benefits for users, including teachers and students (Zhai, et al., 2020a). 

Building upon this assumption, we highlight the importance of examining AI from the 

perspective of teachers’ pedagogical practices. In order to investigate the specific pedagogical 

potential of AI for teachers, we delve into its potential roles in teaching and explore how these 

roles can support and innovate teachers’ pedagogical practices. Understanding the pedagogical 

roles of AI in teaching is crucial as it enables a clear differentiation between AI and traditional 

technologies in terms of their support for teachers.  

Uniqueness 

AI has been recognized as a revolutionary and disruptive innovation (Bughin et al., 2018), 

compared with conventional technologies. To delve deeper into its influence on teaching 

practices, it is crucial to discern the distinctiveness of AI technology, setting it apart from 

traditional technologies. It is worth emphasizing that AI possesses multiple distinctive features 

that have diverse implications in the field of education. However, this particular study focuses on 

uncovering AI’s uniqueness solely from the perspective of teachers’ pedagogy and may not 

provide a comprehensive overview of all characteristics of AI within the educational context. 

Therefore, further research and exploration are warranted to fully elucidate the breadth of AI’s 

characteristics and their implications in the realm of education.  

The proposed framework presents a concise argument for comprehending the potential of 

AI in teaching, encompassing its technological functionalities, pedagogical roles, and unique 

characteristics. This framework serves as a roadmap for the process of literature selection, 
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coding, analysis, and findings reported in this study. Guided by this framework, we conducted a 

systematic search and analysis of the literature pertaining to AI in educational studies, aiming to 

address the research questions at hand. The first question focuses on investigating the contextual 

factors surrounding AI integration in teaching, while the subsequent three questions correspond 

to the three dimensions of the framework, respectively. 

 Method 

Eligibility criteria  

To address the research questions in accordance with the analytical framework, a set of inclusive 

and exclusive rules were established to guide the search for relevant studies (see Table 2.1), 

employing a comprehensive literature review methodology (Onwuegbuzie & Frels, 2016). 

 

Table 2.1. The inclusion and exclusion criteria for literature search  

 Criteria Rational 

 

 

 

 

 

 

 

 

Inclusion  

Study focus Studies that integrated AI technology to support or improve 

teaching or mentioned how AI supports teachers in classrooms 

even though the focus of the study is on student learning. 

 

Study type Studies that provide empirical evidence (e.g., qualitative, 

quantitative, or mixed-method studies) to explain the 

pedagogical benefits of AI in teaching. 

 

Study purpose Studies explained the integration of AI in pedagogy and 

teacher performance, although student learning might be 

another important purpose for many studies. 

 

Participants The primary focus of research is integrating AI in k-12 

classrooms or in postsecondary contexts. 

 

Time range Studies conducted in the past decade (i.e., 2010-2022) since 

we focus mostly on the recent studies of AI in education. 
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Study quality Written in the English language and peer-reviewed journal 

articles. 

 

 

 

 

 

Exclusion 

Study focus Studies that only focus on student learning, without any 

information on how AI benefits teachers’ pedagogy. 

 

Study type Studies that discussed AI technology in education, however, 

focus on AI system description and evaluation, rather than 

implementation in practice. 

 

Study purpose Studies that were theoretical or conceptual papers without 

empirical data to report how teachers integrate AI in teaching. 

 

Literature selection 

To facilitate a comprehensive literature selection process and ensure the inclusion of high-quality 

studies, an extensive search was conducted across multiple academic databases, including 

EBSCOhost, ERIC, ProQuest, Web of Science, ScienceDirect, and Google Scholar. Two sets of 

keywords were utilized to retrieve relevant articles: (1) AI-related keywords, encompassing 

terms such as Artificial intelligence, machine learning, deep learning, virtual assistant, intelligent 

tutoring system, and social robots and (2) teaching-related keywords, such as teaching, 

instruction, scaffolding, facilitation, feedback, and automatic scoring. The initial search 

generated 1327 studies.  

To ensure the integrity and relevance of the study, a rigorous screening process was 

undertaken. Initially, duplicate studies (n=235) were removed. Subsequently, the titles and 

abstracts of the remaining studies were carefully reviewed to exclude articles that focused on the 

design and testing of AI systems rather than the implementation of AI in teaching (n=451). 

Furthermore, studies (n=339) lacking empirical evidence of AI utilization in teaching were also 

excluded. To maintain a consistent level of quality, additional exclusions were made for 
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conference papers, book chapters, dissertations (n=262), and studies without accessible full-text 

versions. Also, a snowball search strategy was used to identify relevant studies, resulting in four 

additional articles. Ultimately, 44 studies met the eligibility criteria and were subjected to 

thorough full-text analysis in the current study. 

Coding of AI features in teaching   

The analysis of the eligible studies followed a qualitative inductive content analysis approach, 

drawing on the work of Elo and Kyngäs (2008) and Mayring (2014). Prior to the coding process, 

a coding protocol was developed, aligning with the proposed analytical framework. The coding 

protocol encompassed four key sections: descriptive information, functionality, pedagogy, and 

uniqueness. Descriptive information coding involves capturing details such as the author(s), 

years of publication, article title, grade level, subject domain, and integration settings of each 

study. The functionality was coded to identify the type of AI utilized, the presence of a teacher 

dashboard, and the extent of teacher involvement in the design and development process. The 

pedagogy was coded based on the roles of AI in supporting teaching in distinct aspects. Finally, 

the uniqueness of AI was extracted by identifying its unique attributes across different 

pedagogical roles of AI in supporting teaching.  

Following the development of the coding protocol, two coders were involved in the 

coding process. One-fifth of the eligible studies were coded by both coders to establish interrater 

reliability. Cohen’s kappa coefficient was computed to assess the level of agreement, yielding a 

value of 0.895, indicating substantial agreement (Nehm & Haertig, 2012). Any discrepancies 

were thoroughly discussed and resolved, leading to iterative revisions of the coding protocol. 
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Subsequently, the first coder proceeded to independently code the remaining studies, adhering to 

the finalized coding protocol. Figure 2.2 presents the literature search and coding process.  

 

 

Figure 2.2. The flowchart of the literature selection and coding process 

 

Results 

The educational context of reviewed studies  

Educational levels: Studies included in the analysis were across various educational levels. As 

indicated in Table 2.2, postsecondary and elementary schools emerged as the most extensively 

studied educational levels, constituting approximately one-third of the reviewed studies (38.64% 
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and 25% respectively). Middle schools accounted for the next considerable proportion of 

research attention (20.45%), followed by high schools (15.9%).  

Subject matter domains: Our investigation also focused on identifying the subject matter 

domains in which AI was employed to enhance teaching practices. As depicted in Table 2.2, the 

analysis revealed that Science, in general sense, received the highest frequency of research 

attention (38.64%). Mathematics was the second most explored subject domain (15.91%), 

followed by computer science (13.64%). A smaller proportion of studies (6.81%) examined the 

integration of AI into language teaching activities conducted by teachers. It is worth noting that a 

considerable body of research investigated how AI facilitates language learning for students 

without explicitly mentioning the involvement of teachers (Haristiani, 2019; Woo et al., 2021). 

Overall, most researchers primarily focused on leveraging AI to support teachers’ pedagogical 

practice in the field of science (54.54%), with three articles specifically addressing biology 

(6.81%) and four articles discussing physics (9.09%).  

To gain a comprehensive understanding of the utilization of AI across various 

educational levels and subject domains, we conducted an analysis to examine the distribution of 

subject areas within four educational levels across the studies included in our review. The 

findings indicated that the distribution of subject domains in middle school studies exhibited 

similarities to those in high school studies, as illustrated in Figure 2.3. Notably, the 

implementation of AI to support teachers’ language teaching activities was exclusively identified 

within the K-elementary school-level studies. Conversely, no studies were identified that 

explored the integration of AI into teachers’ pedagogy for computer science across elementary to 
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high school levels. Also, general science emerged as the most extensively studied subject domain 

at the K-elementary and middle school levels.  

Educational setting: As shown in Table 2.2, a substantial majority of the studies 

(74.47%) were conducted within the confines of a formal educational context, specifically within 

classroom settings. The remaining studies investigated the integration of AI in teaching within 

informal settings, including online learning platforms and after-school programs. The prevalence 

of studies conducted in formal educational settings is in line with the recognition of AI’s 

potential to support diverse pedagogical practices in which teachers assume a crucial role.  

 

Table 2.2. Educational contexts and technological features of reviewed studies. 

Variables Categories Numbers of 

study 

Percentage 

Educational level K-elementary 11 25% 

Middle school 9 20.45% 

High school 7 15.9% 

Postsecondary 17 38.64% 

Subject matter  General science 17 38.64% 

Biology 3 6.81% 

Physics 4 9.09% 

Computer science 6 13.64% 

Math 7 15.91% 

Language 3 6.81% 

No specified 4 9.09% 

Educational setting Formal 35 74.47% 

Informal 12 25.53% 

AI technology 

types 

Social robots 9 20.45% 

Intelligent tutoring system 14 31.82% 

Pedagogical agents 5 11.36% 

AI-enabled specific tools 8 18.18% 

Machine learning models 8 18.18% 

Teacher-involved 

design 

Yes 10 22.72% 

No 34 77.29% 

Teacher interface Yes 15 34.09% 

No 29 65.91% 
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Figure 2.3. Relationship between educational levels and subject domains of the reviewed AI in 

teaching studies.  

 

AI functionality in teaching  

To answer RQ2, the analysis identified three key technological functionalities that warrant 

consideration: the specific types of AI technologies utilized, the degree of teacher involvement in 

designing AI-integrated instructions, and the interface provided for teachers to interact with AI.  

We categorized the integration of AI technologies into teachers’ pedagogical practices 

across different subject domains and educational levels into five distinct types, as presented in 

Table 2.2. Humanoid social robots were employed in nine studies to assist teachers in facilitating 

students’ learning in language, science, and safety activities (e.g., Fridin, 2014; Hashimoto et al., 

2011; Morita et al., 2018). Intelligent tutoring systems, discussed in 14 studies, can monitor and 

analyze students’ progress (i.e., Arroyo, et al., 2014; Dickler, 2019; Karen et al., 2021) and 

provide teachers with reports and feedback (i.e., Adair et al., 2020). Virtual pedagogical agents 
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or teaching assistants, the third type, were investigated in five studies, supporting teachers in 

various instructional activities within and outside the classroom (i.e., Chin, et al., 2010; Goel & 

Polepeddi, 2018; Huang et al., 2011). Notably, Jill Watson (Goel & Polepeddi, 2018), an AI 

virtual teaching assistant, was developed to assist teachers in an online course by communicating 

with students, responding to inquiries, grading assignments, and providing prompt feedback, 

enabling teachers to focus more on core instructional activities. Various AI-enabled specific 

tools, such as teacher-responding tools (Bywater et al., 2019), AI learning analytics tools (Van 

Leeuwen et al., 2015), AI automated tools (Smith et al., 2019), and teacher-partner tools (Paiva 

& Bittencourt, 2020), were explored in terms of their functions and features to assist teachers’ 

diverse pedagogical practices. Lastly, machine learning algorithmic models were reported in 

eight studies in aiding teachers to predict at-risk students or dropout rates (Hung et al., 2017; 

Moreno-Marcos et al., 2020), monitor students’ classroom engagement (Hussain et al., 2018), 

learn from experts’ decision-making process (Cukurova, Kent, & Luckin, 2019), and score 

constructed responses (Käser et al., 2017; Smith et al., 2019).  

To investigate how teachers interact with various AI systems and tools from a 

technological aspect, we conducted a specific analysis of teacher interfaces and teacher 

involvement in the design process. As depicted in Table 2.2, out of the 44 reviewed studies, 

approximately one-fifth (22.72%) discussed the mechanisms through which teachers 

collaborated with researchers in designing AI-integrated curriculum/activities or AI 

tools/systems (i.e., Gerard & Lin, 2016; Morita et al., 2018). For instance, teachers collaborated 

with researchers to develop five robotic modes that aligned with different learning goals based 

on their curriculum and teaching objectives (Chang et al., 2010). Furthermore, we examined 
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whether the AI systems were equipped with a teacher interface to facilitate better communication 

between teachers, students, and AI, particularly in terms of displaying student data to teachers. 

Only one-third (34.09%) of the 44 studies emphasized the features of the teacher interface (e.g., 

teacher dashboard) and how it presented student data to teachers (i.e., Arroyo et al., 2014; 

Bywater et al., 2019; Dickler et al., 2021; Hashimoto et al., 2011; Hussain et al., 2018). 

Figure 2.4 illustrates the distribution of two important technological functionalities: 

teacher-involved systems or curriculum/activity design and teacher dashboards across the five AI 

technology types examined in the reviewed studies. Among the 10 studies that mentioned 

teacher-involved systems or curriculum/activity design, five were related to intelligent/adaptive 

learning systems. The teacher interface feature was observed in intelligent/adaptive learning 

systems (7 studies) and social robots (5 studies).  

 

 

Figure 2.4. The distribution of teacher-involved design and teacher interface across the five 

types of AI technologies in reviewed studies. 
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The pedagogical roles of AI to support teachers’ instructional practices 

Despite the diverse range of AI technologies employed in the reviewed studies, the literature 

indicated five primary pedagogical roles of AI from the teacher’s perspective for answering 

RQ3. These roles encompassed (1) participating in instructional activities, (2) monitoring 

student progress, (3) innovating teachers’ classroom assessment practice, (4) providing teacher 

pedagogical recommendations, and (5) driving teachers’ effective pedagogical decision-making 

and action-taking. Table 2.3 provides an overview of each pedagogical role of AI along with its 

associated features, supported by reference examples.  

AI participates in instructional activities 

The findings from the reviewed studies indicate that AI, when employed to assist teachers in 

their instructional activities, fulfills three distinct roles: (a) serving as an independent 

tutor/instructor, as evidenced in 14 studies (e.g., Arroyo et al., 2014; Buttussi & Chittaro, 2020); 

(b) functioning as a teaching assistant, as demonstrated in 16 studies (e.g., Dicker, 2019; Goel & 

Polepeddi, 2018; Hashimoto et al., 2011); and (c) acting as a teaching aid, as observed in 10 

studies (e.g., Hung et al., 2017; Van Leeuwen et al., 2015). 

Independent tutor/instructor. Numerous AI systems demonstrate their potential to 

function as knowledgeable tutors or instructors, facilitating students’ knowledge and skill 

acquisition by offering immediate instruction, guidance, tutorials, supervision, and hints. This 

capability presents the possibility of replacing the need for a human teacher in certain contexts.  

Intelligent tutoring systems exemplify this potential, aiming to replicate the effective 

practices of one-on-one human tutoring to enhance student learning outcomes (Baker, 2016). 

Several intelligent tutoring systems (e.g., Gobert et al., 2013; Graesser, Li, & Forsyth, 2014) 



      

 

28 

 

incorporate pedagogical strategies employed by human experts (Kara & Sevim, 2013). In some 

instances, AI virtual tutor avatars, such as Rex in the Inquiry ITS (Gobert et al., 2018), have been 

introduced to substitute human teachers. These intelligent machine tutors/instructors possess the 

capability to analyze individual students’ progress and engagement, creating comprehensive 

learner profiles and thereby alleviating the burden on teachers to possess extensive knowledge 

and pedagogical expertise while monitoring student advancement. 

Sophisticated educational robots have also been implemented as robot tutors (Yun et al., 

2013) to substitute human teachers partially or temporarily in classroom settings. These robot 

teachers adopt roles as authoritative figures or explicit sources of knowledge through 

storytelling, conversation-based interactions, and human-like behaviors (Buttussi & Chittaro, 

2020; Fridin 2014; Hashimoto et al., 2011). For instance, Saya, a humanoid robot with a female 

appearance, has been deployed as a teacher in classrooms (Hashimoto et al., 2011). In Saya’s 

“lecture mode,” she provides explanations about class content, while in the "interactive mode," 

she engages in interactive behaviors such as paying attention to students, looking around the 

classroom, and conversing with students using head and eye movements. Furthermore, Saya can 

express human-like facial expressions, including surprise, fear, anger, and happiness, to interact 

with humans. Social robots functioning as tutors or mentors can adapt their actions based on 

students’ learning styles, personalities, and emotional states, thereby offering personalized 

assistance in student learning (Westlund et al., 2016).  

Teaching assistant. The findings from the reviewed studies indicate that AI can serve as 

a teaching assistant, providing support and aiding teachers in various instructional activities, 

including timely identification of students’ needs, answering questions, and reminding students 
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of deadlines (Gerard et al., 2019; Goel et al., 2018; Morita et al., 2018). Two types of AI 

teaching assistants were identified: virtual teaching assistants (VTA) such as chatbots (Goel et 

al., 2018), and physically embodied teaching assistants like humanoid social robots (Chang, et 

al., 2010). A notable example of a VTA is Jill Watson (Goel et al., 2018), a conversational 

chatbot designed to assist teachers in an online course by responding to student queries, grading 

assignments, and providing feedback through text or dialogue-based communication.  

Teaching aids. Through our review, we have identified AI technologies that can serve as 

a valuable teaching aid, acting as platforms or tools to enhance teachers’ instructional activities. 

Firstly, AI can function as a teaching platform by providing teachers with materials and 

resources to facilitate dynamic instructional activities. For instance, Yu (2017) developed a 

feedback system that enables teachers to collect student responses and engage in communication 

with them through a dual-channel mechanism. Secondly, AI can serve as an intelligent tool to 

support teachers in various pedagogical activities (Van Leeuwen et al., 2014; Smith et al., 2019). 

These tools offer specific functionalities that assist teachers in their instructional tasks. For 

instance, Smith et al. (2019) developed a multimodal computational model capable of 

automatically analyzing student writing and drawings in elementary science learning, providing 

valuable insights to teachers. Another example is the teacher-responding tool (Bywater et al., 

2019), which utilizes natural language processing techniques to offer feedback recommendations 

to teachers. 

AI supports teachers in monitoring student progress 

Many studies have highlighted the growing role of AI in supporting teachers to track student 

performance and provide timely and valuable reports. To explore how AI fulfills this role, we 



      

 

30 

 

conducted an analysis of eligible studies, focusing on the domains of student performance that 

were tracked (28 studies) (e.g., cognitive, engagement, and emotional) the performance states 

that were monitored (19 studies) (e.g., progression, difficulties and at-risk).  

Performance domains. The reviewed studies revealed that AI has the potential to assist 

teachers in monitoring and predicting students’ cognitive and metacognitive performance, 

analyzing their learning engagement, and detecting their emotional states (Hung et al., 2017; 

Hussain et al., 2018; Käser et al., 2017; Moreno-Marcos et al., 2020; Yağci & Çevik, 2019). 

Various intelligent tutoring systems continuously monitor and analyze students’ behaviors and 

cognition to evaluate their mastery of concepts, skills, and activities within the content domain 

(e.g., Arroyo et al., 2014; Dickler 2019; Gerard & Lin, 2016; Gobert et al., 2014). For instance, 

Käser et al. (2017) employed dynamic Bayesian networks for student modeling performance, 

enabling instructors to adapt their instructional strategies to meet individual student needs. 

Hussain et al. (2018) developed an automated disengagement tracking tool that forecasts 

students’ engagement in an online course, assisting instructors in modifying their instruction to 

enhance student engagement. Moreover, affect-sensitive ITS can identify and responsively 

address learners’ affective states, including confusion, frustration, boredom, and engagement, 

enabling teachers to become aware of students’ emotional states and adjust their instruction 

accordingly (e.g., Arroyo et al., 2014; Liaw et al., 2020). By providing real-time insights into 

students’ behavior interactions, cognitive performance, and emotional states, AI empowers 

teachers to accurately track student performance and make informed instructional adjustments. 

Performance states. AI can monitor student performance by identifying their progress 

and difficulties, and generating actionable reports to support teachers’ decision-making and 
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actions. Shin, Chen, Lu, and Bulut (2022) conducted a study on an AI-enabled prediction system 

for formative assessment practices in elementary school math classrooms. This system 

automatically monitors and detects students’ progress in various learning states by analyzing 

their performance scores, providing valuable information for teachers to make informed 

decisions about future assessments and providing appropriate scaffolding for specific students. 

AI systems also can detect when a student is struggling or deviating from the expected 

trajectory (Gobert et al., 2015). This ability provides teachers with predictive analytics on student 

difficulties and early warnings to identify at-risk students (Arnold & Pistilli, 2012; Jayaprakash 

et al., 2014). Teacher alerts (Dickler, 2019; Gobert et al., 2014) and time-series clustering 

approaches (Hung et al., 2017) have been utilized to notify teachers when students face 

challenges or to detect at-risk students in learning, enabling early intervention to support student 

success. Additionally, Course Signals is an example of a system that predicts student success in 

real-time, determines the reasons behind students being at risk, and provides this information to 

instructors (Arnold & Pistilli, 2012). Armed with valuable information from AI, teachers can 

approach students to gain a deeper understanding of their off-track performance and provide the 

necessary assistance.  

AI innovates teachers’ classroom assessment practice 

Our analysis revealed that the utilization of ML-based automatic scoring systems and tools has 

the potential to bring innovation and transformation to teachers’ conventional classroom 

assessment practices in terms of assessment constructs and score availability.  

Assessment construct. The assessment of student performance holds significant 

importance in many intelligent tutoring systems as they employ students’ behavioral activities 
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and written artifacts to evaluate their performance. These systems collect data on students’ 

behavior and their interactions with the system, enabling teachers to track their progress 

throughout the learning process. An example of such a system is the inquiry ITS, which employs 

educational machine algorithms to assess students’ cognitive performance and their practice at 

each stage of scientific investigations (Adair et al., 2020; Dickler, 2019; Gobert et al., 2018). 

Many studies have investigated various assessment constructs used in teachers’ 

classroom assessments, such as written explanation and argumentation (e.g., Adair et al., 2020; 

Huang et al., 2011; Smith et al., 2019), essays (e.g., Gerard & Lin, 2016; Gerard et al., 2019), 

simulations (e.g., Käser et al., 2017), and games (e.g., Karen et al., 2021). The adoption of 

performance-based assessments and constructed responses is particularly transformative for 

teachers’ traditional assessment practices, which often rely on multiple-choice items. These 

assessments aid teachers in eliciting students’ higher order thinking and evaluating their ability 

to apply knowledge in problem-solving (Zhai et al., 2020a).  

Score availability. The use of performance-based assessments and constructed responses 

by teachers is often hindered by the difficulties associated with timely and effective scoring and 

feedback. However, ML-based assessments can overcome these challenges by automatically 

scoring students’ constructed responses using advanced ML algorithms trained on human-labeled 

response results. Studies investigating various assessment constructs have reported the utilization 

of ML algorithms and their scoring accuracy (e.g., Gerard & Lin, 2016; Gerard et al., 2019; 

Huang et al., 2011; Käser et al., 2017; Smith et al., 2019). ML automatic scoring can 

significantly reduce teachers’ workload in terms of scoring time and cost, enabling them to 

employ more performance-based assessments that utilize constructed responses.  
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Furthermore, the provision of timely feedback on constructed response assessments is 

crucial for students and teachers to make appropriate decisions. Our review revealed that the ML 

automatic scoring enables the machine not only to provide scores but also to offer personalized 

feedback for students to promptly revise their responses (e.g., Gerard et al., 2019; Huang et al., 

2011; Smith et al., 2019). Additionally, many ML-based assessments provide teachers with 

feedback and reports on students’ performance, (Adair et al., 2020; Dickler et al., 2021; Shin et 

al., 2022) as well as immediate guidance on incorporating machine feedback into their pedagogy 

to deliver personalized feedback to students (Bywater et al., 2019; Gerard & Lin, 2016; Gerard et 

al., 2019; Gobert et al., 2018).  

AI provides teachers pedagogical recommendations 

The literature analysis revealed that certain AI systems can provide pedagogical guidance and 

recommendations to support teachers in making informed decisions and taking appropriate 

actions. While most AI systems primarily provide reports on student performance and 

difficulties, leaving teachers to determine how to support their students, this can pose a 

challenge, especially for novice teachers. A subset of AI systems can offer pedagogical 

recommendations and suggestions to guide teachers’ practices (6 studies), which was categorized 

into prescriptive and descriptive recommendations.  

One example of prescriptive AI recommendations is the Course Signals system 

introduced by Arnold and Pistilli (2012), which provides instructors with specific actions to take 

based on AI’s analysis of student behavior, such as sending an email to a student to discuss their 

course activities when they are inactive or falling behind peers. Also, the system offers suggested 

text for the email to help instructors talk with the student.  
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Several studies have reported the use of descriptive and dynamic AI recommendations for 

pedagogical strategies that teachers can choose from and integrate into their teaching practices. 

An example is the Teacher Inquiry Practice Support (TIPS) (Adair, Dickler, & Gobert, 2020), 

which offers teachers four categories of support: orienting, conceptual, procedural, and 

instrumental. By incorporating one or more AI recommendations with their own pedagogical 

knowledge and strategies, teachers can provide personalized and timely scaffolding to students. 

 AI drives teachers’ effective pedagogical decision-making and action-taking  

Based on the reviewed studies, AI is increasingly playing a role in the decision-making process 

within the classroom by providing data-driven insights to guide teachers in making effective 

pedagogical decisions and taking appropriate action.  

AI’s ability to process vast amounts of complex data and information quickly (Kent, 

2022) offers valuable insights into students’ learning processes, allowing teachers to make data-

driven instructional adjustments based on ongoing learning dynamics. For instance, through the 

analysis of multimodal data from students’ interactions with intelligent tutoring systems (Dickler 

et al., 2021; Fridin, 2014; Van Leeuwen et al., 2014), AI can generate personalized learning 

profiles that capture student behaviors and cognitive performance. These profiles enable teachers 

to provide appropriate support and facilitation at both the individual and group levels (Gobert et 

al., 2018).  

AI can support teachers’ decision-making across various student activities. For example, 

the Teacher’s Partner, an AI-powered tool designed to collaborate with human intelligence 

(Paiva & Bittencourt, 2020), automatically retrieves and processes students’ online learning data 

to generate visualizations of their learning patterns and trends. This information informs 
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instructors about pedagogical situations and issues occurring during the online learning process, 

empowering them to make pedagogical decisions and offer personalized assistance. In the case 

of Reasoning Mind, teachers use real-time AI-provided reports to identify students struggling 

with specific concepts and engage in proactive remediation (Miller et al., 2015). Additionally, 

AI-enabled learning analytics supports teachers in facilitating student collaboration. The Virtual 

Collaborative Research Institute system provides real-time information on student participation 

in collaborative chat, allowing teachers to take immediate action to improve the quality of 

collaborative discussions, particularly targeting individuals or groups facing difficulties (Van 

Leeuwen et al., 2014, 2015).  

The combination of machine intelligence and human intelligence can enhance teachers’ 

support for learning. Gerard and Linn (2016) found that the combination of automated guidance 

and teacher guidance was more effective for learning topics such as Photosynthesis and Cells 

compared to individual automated guidance alone. Gerard et al. (2019) further explored how 

teachers customized automated guidance in their classrooms in a timely manner. Similarly, the 

teacher alert system (Adair et al., 2020; Gobert et al., 2018) provides teachers with information 

about students’ difficulties and pedagogical support, enabling teachers to provide targeted 

scaffolding when needed. The findings indicate that AI can support responsive teaching by 

actively participating in the classroom’s decision-making process.  

 

Table 2.3. The pedagogical roles of AI and reference examples  

Pedagogical roles Attributes Sub-categories Reference examples 

AI participates in 

instructional 

activities 

AI facilitates and 

substitutes teachers 

Independent 

tutor/instructor 

Arroyo et al. (2014); 

Buttussi & Chittaro, (2020); 

Pai et al. (2021) 
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to instruct student 

learning activities 

Teaching 

assistant 

Chang, et al. (2010); Dicker 

(2019, 2021); Goel and 

Polepeddi (2018); 

Hashimoto et al. (2011) 

Teaching aid Bywater, et al. (2019); Hung 

et al. (2017); Leeuwen et al. 

(2015) 

AI supports 

teachers in 

monitoring student 

progress 

 

 

AI automatically 

tracks students’ 

performance at 

various domains and 

gives teachers timely 

reports and 

feedback.  

Performance 

domains 

Leeuwen et al. (2015); 

Hussain et al. (2018); Liaw 

et al. (2020); Yu (2017) 

Performance 

status 

Adair et al. (2020); Dickler 

(2019); Dickler et al. (2021); 

Karen et al. (2021); Hung et 

al. (2017) 

AI innovates 

teachers’ 

classroom 

assessment 

practice 

 

 

 AI helps teachers to 

conduct 

performance-based 

assessment by 

employing complex 

constructs, automatic 

scoring, and timely 

feedback.  

Assessment 

construct 

Adair et al. (2020); Huang et 

al. (2011); Käser et al. 

(2017); Karen et al. (2021); 

Smith et al. (2019) 

Score availability  Bywater et al. (2019); 

Gerard and Lin (2016); 

Gerard et al. (2019); Huang 

et al. (2011)  

AI provides 

teachers 

pedagogical 

recommendations  

AI can recommend 

teachers the 

appropriate content, 

pedagogy, and 

technical strategies 

for teachers’ 

pedagogical 

practices.  

prescriptive 

recommendation

s  

 

Arnold and Pistilli (2012) 

descriptive 

recommendation

s  

 

Adair et al. (2020); Hussain 

et al. (2018) 

AI drives teachers’ 

effective 

pedagogical 

decision-making 

and action-taking  

 AI insights can 

support teachers to 

make timely 

instructional 

adjustments and 

provide personalized 

learning experiences.  

- Gerard and Lin (2016); 

Gobert et al. (2018); Miller 

et al. (2015); Van Leeuwen 

et al. (2014) 
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The profile of AI uniqueness 

To answer the  RQ4, we identified three distinct characteristics of AI in the reviewed studies: AI-

teacher interactivity, automaticity, and autonomous which collectively contribute to the profile 

of AI uniqueness in teaching.  

AI-teacher interactivity. Following the social behavior norms to interact with human 

teachers, a wide range of AI systems and applications in the eligible studies displayed the 

uniqueness of AI-teacher interactivity. AI and teachers interact and communicate in a natural and 

interpersonal manner (Chen et al., 2020b) using various approaches, including written messages, 

dialogue, and actions and behaviors in the cognition, social, and emotional domains (Buttussi & 

Chittaro, 2020; Chen et al., 2020b; Fridin, 2014). Natural language processing (NLP) models and 

systems were utilized to process and comprehend complex human written and spoken languages, 

enabling information exchange between teachers and AI. For example, teacher reports (Adair et 

al., 2020; Dickler, 2019) present human-actionable text and graphs on student performance to 

facilitate interaction with teachers. Social robots like KindSAR (Fridin, 2014) engage in textual 

and verbal communication with teachers during their assistance in instructional activities. 

Intelligent tutoring systems, such as AutoTutor, employ conversational interaction through 

simulated human tutorial dialogue designs (Graesser et al., 2014).  

Furthermore, our analysis revealed that certain AI systems can detect and interpret human 

body movements and behavior, including eye movements, hand gestures, and facial expressions, 

to communicate with and respond to users, including teachers. Humanoid robots like Nao (Ros et 

al., 2016), Saya (Hashimoto et al., 2011), and Pepper (Morita et al., 2018) utilize various body 
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cues, such as head movements, blinking eyes, and spatial orientation, to engage in 

communication and interaction with teachers and their students.  

It is important to note that while significant research has focused on investigating how AI 

can detect and monitor users’ emotional states, such as students in educational settings, from an 

emotional interaction perspective, no studies explored and discussed the emotional dimension of 

teacher and AI interaction. Nevertheless, some studies have examined the emotional impact of 

AI on teachers, including aspects like trust and perceived AI competence (Indira, Hermanto, & 

Pramono, 2020; Serholt et al., 2017; Sharkey, 2016). Additionally, the current AI-teacher 

interactivity primarily entails one-way interaction, with AI suggesting information, strategies, 

and guidance to teachers for enhanced pedagogy (e.g., Chen et al., 2020a; Ros et al., 2016; 

Buttussi & Chittaro, 2020). 

AI automaticity. AI automaticity is defined by its functionalities in tracking students’ 

performance and challenges, analyzing their behavioral, cognitive, and emotional states, and 

providing teachers with timely feedback and guidance. This characteristic aligns with the 

concept of assessment automaticity in ML-based science assessment, as concluded by Zhai et al. 

(2020a). It is important to note that in this study, the definition of AI automaticity encompasses 

various AI applications performing automaticity across a wide range of teaching activities, rather 

than being limited to ML-based science assessment alone.  

AI automaticity reflects the capability of AI to automatically process substantial amounts 

of data and information to detect and understand the occurrences within teaching and learning 

environments. This feature enables AI to generate automatic messages to teachers, such as 

machine feedback, teacher reports, and teacher recommendations. The automatic processing of 
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AI benefits teachers by providing them with more valuable and timely information while 

minimizing the need for human intervention and reducing their workload. AI automaticity can be 

observed in various pedagogical tasks, including lesson preparation, student performance 

assessment, and instructional adjustments. 

AI automaticity facilitates the recommendation of teaching materials and resources 

(Adair et al., 2020; Gobert et al., 2023a, b), the identification of student performance and 

problems (Dickler, 2019; Jayaprakash et al., 2014), and the provision of AI-based suggestions 

(Arnold & Pistilli, 2012) to support teachers in their lesson preparation. For instance, AI systems, 

such as intelligent tutoring systems, can automatically score students’ interactions with the 

system and their progress to generate student performance reports (e.g., Arroyo et al., 2014; 

Dickler, 2019; Gerard & Linn, 2016; Gobert et al., 2014), enabling teachers to gain insights into 

student performance states. Based on these automatic resources, teachers can better prepare their 

lessons and implement interventions and scaffolding strategies more effectively.  

In ML-enabled assessments, AI can automatically score students’ constructed responses, 

such as written essays, drawings, and simulations, to provide teachers with automated scores and 

feedback (Gerard et al., 2016, 2019; Käser et al., 2017; Zhai et al., 2020a, b). AI also offers 

teachers feedback and guidance (Mehmood et al., 2017; Moharreri et al., 2014; Nehm, Ha, & 

Mayfield., 2012), alerts (Adair et al., 2020; Dickler, 2019), and recommendations (Heylen et al., 

2004; Matthews et al., 2012) to promote instructional decision-making and action-taking.  

AI autonomy. Various AI systems distinguish themselves from traditional educational 

technologies by demonstrating the ability to autonomously perform creative and complex tasks 

with minimal or no human intervention (Kara & Sevim 2013; Lundie, 2016), highlighting the 
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uniqueness of AI autonomy. AI autonomy refers to the level of agency that an AI system 

possesses in selecting from different options and implementing its selections independently 

(Gunderson & Gunderson, 2004). This autonomous agency implies that machine intelligence can 

“learn” from data and its environment to make decisions and take actions like how humans learn 

from their experiences (Zhai et al., 2020a). 

According to the literature, AI autonomy manifests in various forms when AI fulfills the 

various pedagogical roles identified. Most intelligent tutoring systems that independently adapt 

to individual student’s learning needs and pace can provide teachers with performance reports, 

feedback, and recommendations. When AI takes on the role of a teaching assistant or 

pedagogical agent, such as Jill Watson (Goel et al., 2018), it can autonomously make decisions 

regarding answering student questions, grading assignments, providing feedback, and interacting 

with students. During this process, AI has the agency to determine when and how to support 

students and teachers without consulting teachers. Some AI-enabled assessment systems and 

tools can grade student work and provide actionable feedback and recommendations based on 

independent machine judgment, without the need for teacher consultation.  

It is important to highlight that, in the reviewed studies, AI autonomy in teaching is still 

limited, as many classroom activities require significant oversight and input from teachers. 

Nonetheless, AI autonomy enables AI to enhance teaching by performing independent work in 

grading, analysis, and decision-making, thus reducing the workload for teachers in certain 

aspects of their pedagogical responsibilities.  
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 Discussion 

Over the past decade, there has been a growing interest in exploring the potential impact of AI 

technology on teaching and learning in various educational contexts. Many researchers have 

focused on questions related to the role of teachers and factors that drive changes in their roles, 

such as teacher-AI complementarity and cooperation in classroom orchestration (Holstein et al., 

2019; Kang et al., 2023) and the possibility of AI replacing teachers (Edwards & Cheok, 2018). 

However, we argue that it is crucial to first understand what AI is capable of and how it can 

contribute to teachers’ pedagogical practices from a pedagogical perspective. Therefore, in this 

study, we systematically reviewed 44 relevant studies based on the proposed framework to shed 

light on the current state of AI integration in teaching, the pedagogical roles of AI, and its 

distinctive characteristics in supporting and impacting various pedagogical activities of teachers.  

Our findings reveal that advanced AI technology has significantly transformed and 

shifted many of the traditional behaviors and activities of teachers. For example, AI can track 

students’ progress, score constructed responses, and provide personalized scaffolding and 

feedback. Understanding the capabilities of AI in the context of teaching provides a 

complementary perspective for researchers, practitioners, and other stakeholders to further 

explore and discuss the evolving roles of teachers in the era of AI. In this section, we discussed 

the major findings and contributions of our study to the existing literature, highlighting the 

knowledge gained from understanding the pedagogical contributions of AI.  

AI promotes teachers’ personalized instruction and scaffolding to students  

The intricacies associated with students’ cognitive, metacognitive, and emotional states present a 

significant challenge for teachers in delivering personalized instruction and facilitating timely 
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learning experiences (Gobert et al., 2018). Meeting the individualized needs of each student in an 

equal and inclusive manner can be exceptionally demanding for teachers. 

Our study has revealed that AI technology can effectively assist teachers in addressing 

these challenges through various means. When AI is employed as a tutor or teaching assistant, it 

can substitute teachers and provide students with adaptive and personalized learning resources, 

materials, and feedback, as demonstrated by numerous intelligent tutoring systems (e.g., Gobert 

et al., 2013; Graesser, Li, & Forsyth, 2014). Furthermore, to deliver personalized instruction and 

scaffolding, teachers require real-time information on each student’s progress and challenges. 

While conventional technologies, such as video or audio recordings, can capture students’ 

learning behavior and activities during the learning process, analyzing this data to gain insights 

into students’ progress and adjusting instruction accordingly can be time-consuming and 

complex for teachers. However, our findings indicate that AI can support teachers in tracking 

student performance. Many intelligent tutoring systems can automatically track and diagnose 

students’ progress and difficulties, manage their behavior, and predict their performance (Arroyo 

et al., 2014; Howard et al., 2016). These systems can also provide teachers with real-time reports 

on individual students’ progress (e.g., Gobert et al., 2013; Grivokostopoulou et al., 2017) and 

offer teacher support (e.g., Adair et al., 2020). The data-driven insights provided by AI can 

facilitate teachers in delivering personalized instruction and scaffolding to students timely 

(Dickler, 2021). 

Furthermore, teachers encounter challenges in identifying and appropriately responding 

to students’ emotional states, in addition to their cognitive and metacognitive performance. 

Traditional classroom settings often make it difficult for teachers to have a comprehensive 
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understanding of each student’s emotional state, which is crucial for effective communication 

and interaction. Our review findings indicate that affective AI systems, leveraging facial and 

speech recognition technologies, can detect students’ emotional states (Heylen et al., 2004). This 

technology provides teachers with automatic information on students’ emotional states, enabling 

them to make informed decisions and adjust their instruction accordingly. Consequently, the 

utilization of affective AI systems can enhance teachers’ ability to support their students’ 

emotional needs more effectively and efficiently. 

Teachers can assess student performance innovatively and timely 

Conventional technologies have had a significant impact on classroom assessment by enabling 

computer-based assessment items and digital representation. However, most traditional 

computer-based assessments primarily rely on multiple-choice items, which may not fully 

capture students’ complex cognitive abilities and higher-order thinking. Performance-based 

assessments and constructed responses have been considered as advantageous alternatives to 

address these assessment limitations. However, teachers often face challenges in implementing 

these methods, particularly due to the time-consuming nature of scoring and the lack of timely 

feedback. Our review highlights the potential of AI to revolutionize teachers’ classroom 

assessment practices, particularly in terms of assessment construct and score availability. 

Through our review, we have identified a range of intelligent tutoring systems that can 

function as assessment tools to evaluate students’ progress and their interactions with the 

systems (Adair et al., 2020; Dickler, 2019; Gobert et al., 2018; Gobert et al., 2023a, b). These 

intelligent tutoring systems are designed to provide in-process assessments, offering teachers 

detailed reports on students’ progress at various stages of the learning process. Moreover, these 
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assessment results can be presented in multiple modalities, providing teachers with a deeper 

understanding of students’ performance, and informing instructional decision-making in the 

classroom. By integrating instruction and assessment, we propose that AI-enabled systems with 

assessment functions can offer teachers a more effective and comprehensive form of assessment 

(Siler & Vanlehn, 2003) 

Our analysis further suggests that AI-based assessment can transform traditional 

classroom assessment by facilitating the use of performance-based assessments and delivering 

timely and personalized feedback. Previous research has indicated that educators often hesitate to 

use authentic tasks, such as written arguments, simulations, and games, for performance-based 

assessments due to challenges and costs associated with scoring them in a timely manner (Zhai et 

al., 2020a, b). Additionally, providing timely and individualized feedback to students can be 

challenging, particularly in large-scale courses. However, the studies we reviewed highlight how 

AI can support innovative assessment practices (Zhai, 2021) by promoting the use of authentic 

assessment tasks and ensuring timely scoring and feedback availability. Various authentic 

assessment constructs, including written explanations and arguments (Adair et al., 2020; Huang 

et al., 2011), essays (Gerard & Lin, 2016; Gerard et al., 2019), simulations (Käser et al., 2017), 

and games (Karen et al., 2021), can be implemented, leveraging the potential of AI and ML. AI-

based assessment can accurately score constructed responses with a level of precision 

comparable to human scoring (Zhai, Shi, & Nehm, 2021), while also providing detailed and 

personalized feedback and reports on students’ performance. By providing teachers with 

comprehensive information about students’ performance, AI-based innovative assessment can 

assist them in making informed instructional decisions.  
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The functions and roles of AI in tracking students’ behavior and interactions with the 

system, as well as scoring their constructed responses, highlight the automaticity of AI, a 

prominent attribute that denotes its ability to efficiently process vast amounts of data and 

information. The reviewed studies in this regard indicate that AI automaticity can not only 

support teachers in assessing students’ progress but also facilitate their lesson planning and 

instructional adaptations. 

AI participates in classroom communication and interaction 

The achievement of instructional objectives has traditionally relied on effective communication 

and interaction between teachers, students, and the available teaching resources in learning 

environments. While conventional technologies have been used as tools or platforms to facilitate 

classroom communication, our study suggests that AI is progressively emerging as a 

communicative agent (Reeves, 2016) in classroom communication and interaction (Guzman & 

Lewis, 2020), as it assumes various roles that demonstrate its characteristic of AI-human 

interactivity. In terms of the communication mode between teachers and AI, Edwards and 

Edwards (2017) argue that “the machine is increasingly being designed to teach and learn 

through interaction and to be responsive to natural teaching and learning methods employed by 

their human partners” (p. 487). As a result, several contemporary communication variables, such 

as immediacy, interaction, and social and emotional attraction (Edwards & Cheok, 2018), have 

garnered significant attention in research on human-intelligent machine communication.  

Our current investigation reveals that various AI technologies (e.g., virtual teaching 

agents, ITS, and social robots) can engage in automatic communication and interaction with 

teachers through oral or written discourse (Reeves, 2016) in the domains of behavior, cognition, 
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and social-emotional aspects (Buttussi & Chittaro, 2020; Chen et al., 2020a; Fridin, 2014). We 

define this interaction as the characteristic of AI-teacher interactivity, which is evident in several 

identified AI pedagogical roles. For instance, when AI functions as a teaching assistant to 

support instructional activities, it requires frequent communication with teachers to update its 

performance in tasks such as grading assignments and responding to questions (Goel et al., 

2018). Similarly, when AI assists teachers in monitoring student progress, it must interact with 

them to convey information about students’ advancements and challenges through various 

natural means, such as text and dialogue (Gobert et al., 2018; Gerard & Linn, 2016). Our review 

indicates that AI is being developed to engage in message exchange with teachers in classroom 

communication, marking a departure from traditional technology primarily used for 

communication between teachers and students (Guzman & Lewis, 2020).  

AI becomes a significant player in classrooms  

Numerous researchers have raised the argument that the advancement of AI technology holds the 

potential for assuming significant social roles within educational contexts, including the 

possibility of replacing teachers (e.g., Edwards & Cheok, 2018; Morita et al., 2018; Mubin et al., 

2013; Serholt et al., 2017; Sharkey, 2016). However, these arguments have given rise to critical 

ethical concerns, such as AI trust and teacher apprehension (Lindner & Romeike, 2019; Serholt 

et al., 2017; Sharkey, 2016; van Ewijk et al., 2020). To ensure successful integration of AI in 

teaching, Mubin et al. (2013) proposed that the roles of teachers and AI should be clearly 

defined. In this regard, our review contributes to the literature by elucidating the potential 

pedagogical benefits of AI in teaching and how it can support, rather than replace, teachers.  
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Within this study, we have identified five distinct pedagogical roles of AI that can be 

leveraged to support teachers across various stages of the teaching process, including lesson 

planning and instruction, classroom management, performance assessment, student support, and 

instructional adjustment. Our findings suggest that AI can enable teachers to accomplish 

previously unattainable tasks. Through continuous monitoring of students’ progress and 

provision of real-time reports and alerts regarding their academic and emotional well-being, AI 

can facilitate personalized and timely instructional support from teachers (Holstein et al., 2019; 

Qin et al., 2020). Furthermore, AI-based assessment tools and their automaticity can empower 

teachers to employ authentic assessment tasks and deliver prompt scoring and personalized 

feedback, thereby revolutionizing traditional classroom assessment practices. Our study 

underscores the emerging significance of AI in the classroom, where it serves as a platform or 

collaborator for teachers, rather than a replacement.  

Nevertheless, our review has revealed that studies describing fully autonomous AI 

instructors evoke apprehension. Instead, several studies have advocated for a hybrid approach 

that combines teachers’ expertise and human qualities with the capabilities of AI to enhance 

student support (Kent, 2022; Manyika et al., 2017). By augmenting teacher intelligence with 

machine intelligence, teachers can provide personalized guidance, support, and pedagogy that 

adapt to the ever-changing dynamics of educational environments.  

While our review has shed light on the potential of AI in supporting teachers in 

education, significant gaps remain in the current literature. Although several studies have 

explored the potential of AI in formal settings and subjects such as science, language arts, and 

computer science, further research is warranted to investigate the use of AI in informal settings, 
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including remote teaching and field trips, as well as in other subject domains, such as social 

studies. While numerous studies have focused on the interactions between learners and AI, only 

a small percentage has examined how AI can support teachers. Moreover, to foster effective 

collaboration between teachers and AI, it is imperative to involve teachers in the design process 

and provide them with interfaces that enable seamless interaction with AI. However, the existing 

literature on these matters is limited, necessitating further research in these areas. 

Conclusion and Limitation  

Utilizing the proposed analytical framework encompassing functionality, pedagogy, and 

uniqueness, our study aims to investigate the application of AI in enhancing teachers’ 

pedagogical practices. By building upon the technological foundations of AI, we have identified 

five distinct pedagogical roles of AI and three unique features. Our study findings highlight that 

by comprehending and harnessing the various roles and features of specific AI systems or tools, 

teachers can effectively collaborate with AI to augment student learning. Through our systematic 

review, we present comprehensive evidence from the literature to initiate ongoing discussions 

and explorations concerning the benefits and transformations brought about by AI in the context 

of teaching.  

Notwithstanding the identification of pedagogical roles and characteristics of AI in 

teaching, our study is subject to certain limitations. Firstly, although we conducted a 

comprehensive search of studies across educational levels and subject domains to obtain a broad 

understanding of the topic, it is important to recognize that AI applications and systems may vary 

in their implementation across different subject domains, potentially presenting distinct roles in 

supporting teachers. Further research is needed to explore the specific roles of AI within subject 
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domains by integrating the features of AI with the features of the domain. Secondly, for the 

purpose of this study, we excluded research that solely focused on how students utilize AI 

without considering the activities of teachers in AI-integrated educational environments. While 

such studies may provide relevant insights or evidence for classifying AI’s pedagogical roles in 

teaching, they were not included in this study to ensure the quality of the synthesis.  
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Abstract 

Integrating advanced artificial intelligence (AI) technology into instructional practices has the 

potential to revolutionize teachers’ pedagogy. However, this integration also brings about 

changes and raises concerns regarding the teacher and AI relationships due to AI’s human-like 

cognitive capabilities. Drawing upon theories of actor-network theory, social presence, and 

distributed cognition, we present an integrated conceptual framework consisting of (a) a three-

dimensional Teacher-AI Pedagogical Partnership (TAIPP) model and (b) the corresponding 

impacts of the Partnership on teachers. The three dimensions of the TAIPP model are (1) two 

social agents (i.e., teacher, artificial social agent), (2) independence and interdependence, and (3) 

partnering agency. We proposed four aspects to understand the impacts of the TAIPP on 

teachers, including (1) changes in teachers’ pedagogical approaches, (2) teachers’ cognitive 

affordances, (3) teacher emotion toward AI integration, and (4) emerged changes in classroom 

interactions. By addressing the social and cognitive aspects of AI and its evolving relationship 

with teachers, this framework contributes to the ongoing discourse on the role of AI in education. 

This paper concludes by suggesting potential implications for teachers’ mindset shifts, effective 

design of AI-integrated collaborative instruction, and the future research focus correspondingly.  

Keywords: Artificial intelligence, Actor-network theory, social presence, distributed 

cognition, teacher-AI relationship 

  



      

 

66 

 

Introduction 

Over the past decade, one of the most profound areas of educational technology progress has 

been the development of artificial intelligence (AI) and its increased integration and momentum 

in teachers’ instructional practices. AI is used to label computer programs or systems that 

perform various tasks, such as learning, thinking, problem-solving, and managing complexity 

(Russell, 2010; Spector & Ma, 2019), usually demanding human cognition or huge computation. 

When incorporated into instructional practices, AI has demonstrated the significant potential to 

participate in pedagogical decision-making processes and influence teachers’ behaviors and 

practices. Numerous studies have reported on the allocation of instructional tasks to advanced AI 

systems, such as intelligent tutoring systems, educational social robots, and virtual pedagogical 

agents (e.g., Fang et al., 2020; Geol et al., 2018; Gobert et al., 2015; Gobert et al., 2023) in 

facilitating student learning, where AI systems act as tutors or teaching assistants, supporting 

teachers in their instructional endeavors. Moreover, AI has the capacity to monitor student 

progress in real-time, providing personalized learning experiences that are otherwise challenging 

to achieve in traditional classroom settings. By analyzing students’ behavioral, cognitive, and 

emotional information (du Boulay, 2019; Kara & Sevim, 2013; Koedinger et al., 2006; 

Walkington, 2013), AI offers teachers actionable insights into students’ learning progress, 

enabling personalized and targeted scaffolding (Adair et al., 2020; Gobert et al., 2016, 2018, 

2023). Additionally, AI-enabled automatic assessment systems can automatically score students’ 

constructed responses and provide personalized feedback (Buttussi & Chittaro, 2020; Fridin, 

2014; Gerard et al., 2019; Gobert et al., 2013, 2015; Zhai et al., 2020a), allowing teachers to 

engage in innovative assessment practices (Zhai, 2021) that incorporate performance-based 
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assessment and authentic tasks. This immediate feedback enables teachers to intervene promptly 

and tailor their instructional approaches (Ghali, Ouellet, & Zollman, 2016; Haudek et al., 2012; 

Zhai et al., 2020a). Furthermore, many AI systems provide real-time alerts on students’ 

challenges and engagement, assisting teachers in keeping students on track (Arnold & Pistilli, 

2012; Gobert et al., 2015) and recommending effective strategies to scaffold students learning 

(Adair, Dickler, & Gobert, 2020; Arnold et al., 2012; Gobert et al., 2023). 

These diverse pedagogical potentials of AI in supporting and facilitating teachers’ 

instructional activities represent a departure from traditional technologies. Given its ability to 

assume responsibilities similar to those of teachers in the classroom, AI is referred to as a radical 

and disruptive innovation (Bughin et al., 2018). This contrasts with the earlier conceptualization 

of technologies as tools or mediators (Jonassen, 1994; Jonassen et al., 1999; Taylor, 1980), 

lacking autonomy, decision-making capabilities, and personalization. The implementation of AI 

in pedagogy challenges this conceptualization as intelligent machines step into formerly human 

roles. Consequently, the rapid evolution of AI technology results in teachers’ fear regarding the 

blurring of boundaries between their roles and those of AI (Serholt et al., 2017) and even leads to 

criticism of AI for disrupting their expertise-based roles (Zhai et al., 2021). Consequently, 

research on human-machine communication has shifted to designate AI as a communicator role 

rather than a communication channel (Guzman & Lewis, 2020), allowing AI to interact and 

communicate with teachers in a human-like manner (Nourbakhsh, 2013) through language (i.e., 

speech, written text), behaviors (e.g., facial expression, head and body movement), and other 

non-verbal cues (Breazeal, Dautenhahn, & Kanda, 2016; Epley et al., 2007; Van Pinxteren et al., 
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2019). Our discussion indicates that AI increasingly assumes agency and plays critical roles in 

impacting teachers’ pedagogical practices.  

An essential element of social interaction and communication among individuals is 

relationship building, whereby specific behaviors and social cues are employed to develop 

collegial relationships that facilitate the achievement of desired objectives for establishing 

collaboration and interdependence (Argyle, 1990). In the past, research on human-computer 

interaction focused on the mediator role of technology in fostering human-human relationship 

building. However, recent advancement in AI technology has spurred scholars to explore the 

interaction and relationship between human and AI beyond the traditional human-computer 

interaction paradigm. Consequently, various labels, such as teaming (e.g., Brandt et al., 2018; 

Brill et al., 2018; Cummings & Clare, 2015; O’Neill et al., 2020), symbiosis (e.g., Jarrahi, 2018; 

Nagao, 2019), and collaboration (e.g., Ciechanowski et al., 2019; Seo et al., 2018) have been 

employed to define the relationship between humans and AI technology in various work settings. 

In line with the emerging research interest and focus on the human-AI relationship in the 

literature, we are particularly concerned with the teacher-AI relationship, which may share 

similarities with and exhibit unique characteristics compared to the human-AI relationship in 

other organizational contexts due to the distinct nature of education. Moreover, understanding 

the teacher-AI relationship extends beyond semantic considerations (Lewis, Guzman, & 

Schmidt, 2019) and necessitates theoretical construction and investigation. 

 Prior research has made meaningful efforts to explore the potential ways in which 

teachers can collaborate with AI to comprehend their relationship (Popenici & Kerr, 2017; Roll 

& Wylie, 2016; Zawacki-Richter et al., 2019). However, few studies have developed an 
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integrated and comprehensive framework to conceptualize and outline their potential 

relationship. Addressing this research gap, we argue that a theoretically based conceptual 

framework for the teacher-AI relationship can transform the conceptualization and practice of 

teacher pedagogy in AI classrooms, teacher education, and teacher professional development. 

This paper is structured as follows. In Section 2, we provide an overview of the key features of 

integrating AI into teachers’ pedagogical practices and discuss the emerging issues associated 

with this integration. In Section 3, we examine the emerging forms of human-machine 

relationships in various work settings, including educational contexts, with a theoretical 

background presented in Section 4, where we argue for AI as an emerging artificial social agent. 

Section 5 outlines an integrated framework comprising two related components: a three-

dimensional teacher-AI pedagogical partnership model and the impact of this relationship on 

teachers. We conclude by discussing the implications of the proposed conceptual framework and 

its limitations. In this paper, we address the following research questions: (a) What are the 

characteristics that describe the teacher-AI relationship in classrooms? (b) How has the emerging 

teacher-AI relationship impacted teachers?  

Artificial Intelligence in Teaching 

Integrating artificial intelligence into teachers’ pedagogical practice  

Advancements in AI technology have promoted the growing prevalent of AI integration across 

diverse grade bands and subject domains within the realm of education, aiming to transform and 

innovate teaching practices. This paper investigates the distinctive characteristics of AI and 

assesses its potential role and impact in the development of teacher-AI relationships. To achieve 

this objective, we conduct an analysis of the most extensively studied AI technologies in 
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education, aiming to comprehend the potential of AI in facilitating various pedagogical practices 

for teachers. 

Intelligent tutoring and adaptive learning systems act as teaching assistants or virtual 

tutors, providing personalized learning resources and experiences by adapting to individual needs 

(Jamsandekar et al., 2020; Lu et al., 2021; Bagheri, 2015; Wang et al., 2020a). These systems 

assist teachers by delivering personalized instruction and feedback to specific students, reducing 

teachers’ workloads and cognitive demands while enhancing teaching efficiency (Dickler, 2019; 

Dickler, Gobert, & Sao Pedro, 2021; Gobert et al., 2013, 2023; Moussavi et al., 2016). 

Moreover, these systems enable teachers to monitor students’ cognitive performance (Gobert et 

al., 2014) and emotional states (Buttussi & Chittaro, 2020; Zeng et al., 2018) in real-time, 

facilitating instructional adjustments. 

Automated assessment systems employ advanced machine learning (ML) approaches, 

such as natural language processing, automated speech and facial recognition, and computer 

vision, to recognize and automatically score students’ constructed responses (Ahn & Lee, 2016). 

This encourages teachers to use authentic and performance-based assessments (Spikol et al., 

2018) to assess students’ performances and competencies across various activities, such as 

scientific inquiry (Beggrow et al., 2014; Zhai et al., 2020a), reading level and language 

proficiency (Petersen & Ostendorf, 2009; Settles et al., 2020), and classroom engagement 

(Goldberg et al., 2021). To perform authentic and performance-based assessments, teachers can 

encourage students to present their thinking and reasoning utilizing various representations, such 

as essays (Mehmood et al., 2017), constructed responses (Nehm et al., 2012), drawings 

(Matayoshi & Cosyn, 2018; Zhai et al., 2020a), simulations (Käser et al., 2017), and games 
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(Karen et al., 2021). Automated assessment systems offer teachers prompt scoring results and 

personalized feedback (Jamsandekar et al., 2020; Kara & Sevim, 2013), enabling teachers to 

make data-informed instructional decisions and take appropriate actions. Thus, these systems are 

ambitiously positioned in teachers’ assessment practices to not only substitute teachers in scoring 

but also promise teachers innovative assessment practices through performance-based tasks and 

multimodal representations (Zhai, 2021).  

AI-enabled dashboards allow teachers to track student learning progress, identify 

challenges (e.g., Gobert et al., 2014), and monitor cognitive and emotional engagements (e.g., 

Zeng et al., 2018). These dashboards present dynamic visualizations, such as text and graphs, 

enabling teachers to elicit AI insights promptly. One example of a teacher dashboard is Inq-

Blotter, embedded in the inquiry intelligent tutoring system (Inq-ITS, Dickler, 2019; Gobert et 

al., 2013, 2023; Moussavi et al., 2016), which features teacher reports, real-time teacher alerts, 

and teacher inquiry practice supports (TIPS). The teacher report summary provides classroom-

wide and individual performance information on students’ competencies at scientific inquiry 

practices, while real-time teacher alerts identify how students are struggling at distinct stages of 

scientific inquiry practices, allowing teachers to provide targeted scaffolding, the TIPS provides 

teachers specific types of pedagogical support for them to incorporate in scaffolding students.  

Sophisticated educational social robots have been developed as physical teaching 

assistants or tutors to enhance and supplement teachers’ pedagogical practices (Pai et al., 2021; 

Yun et al., 2013). These robots engage in conversation-based interactions and exhibit human-like 

behaviors (Fridin, 2014; Pai et al., 2021) to interact with students and teachers across various 

domains, such as language (Fridin, 2014), science (Hashimoto et al., 2011), mathematics (Pai et 
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al., 2021), and social studies (Buttussi & Chittaro, 2020; Yun et al., 2013). In addition, 

educational social robots can tailor their actions to match student’s learning styles, personalities, 

and emotional states, thus facilitating personalized instruction and augmenting teachers’ 

pedagogical practices (Westlund et al., 2016). Educational social robots have been proposed as a 

solution to teacher shortages due to their pedagogical functionalities and social behaviors 

(Edwards & Cheok, 2018; Morita et al., 2018; Mubin et al., 2013; Serholt et al., 2017).  

Educational chatbots, as virtual or conversational agents, support and substitute 

interaction and communication between teachers and students in dynamic educational contexts. 

Chatbots engage in dialogue through text or speech (Luo et al., 2019), answering students’ 

questions, grading assignments, and engaging in personal communications (Gerard et al., 2019; 

Goel et al., 2018). They can also provide teachers with notifications about students’ learning 

progress (Chocarro et al., 2021). By employing chatbots, teachers can promote student 

engagement, performance, and motivation (Huang et al., 2022). Jill Watson (Goel et al., 2018), a 

highly developed virtual AI chatbot for online courses, assists teachers in communicating with 

students, responding to inquiries, grading assignments, and providing prompt feedback. This 

allows teachers to allocate more attention and effort to other critical instructional activities. 

The exploration of AI technology in teaching highlights its potential to revolutionize 

traditional educational practices. AI-powered tools and platforms can support teachers in 

designing personalized instruction, monitoring student progress, promoting engagement and 

motivation, and providing timely feedback. AI also facilitates effective communication with 

students based on their cognitive and emotional needs. Furthermore, AI can analyze substantial 

amounts of data generated by student activities and behavior, offering valuable insights into their 
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learning preferences, strengths, and weaknesses. Given the various potential applications of AI in 

teaching, teachers are encouraged to incorporate different AI systems into their pedagogy and 

appropriately allocate their responsibilities. 

The emerging issues of AI integration in teachers’ pedagogical practices  

Intelligent machines, owing to their proficiency in performing diverse cognitive tasks akin to 

human capabilities and their immense computational capacity (Russell, 2010), possess the 

potential to supplant numerous routine and pivotal cognitive tasks traditionally undertaken by 

teachers during instructional activities and decision-making processes. As a result, a notable 

concern has arisen regarding the potential for AI to replace teachers, thereby raising 

apprehensions among educators and other stakeholders regarding the potential loss of their 

competencies, opportunities, and responsibilities (Serholt et al., 2014) linked to the facilitation of 

personalized learning experiences for their students.  

Several studies have explored the concept and feasibility of utilizing robot teachers as a 

substitute for human teachers, particularly considering the current teacher shortage (e.g., 

Edwards & Cheok, 2018; Sharkey, 2016). Sharkey (2016) advocated for the use of social robot 

teachers, as they can provide a unique educational experience that might not otherwise be 

available. Similarly, Ahmad et al. (2016) reported that most participating teachers perceived 

educational social robots as having significant potential in engaging students cognitively, 

emotionally, and socially, surpassing human teachers. Edwards & Cheok (2018) proposed a 

project to develop an independent robot teacher, contending that fully functional robot teachers 

will play a crucial role in future classrooms, surpassing human teachers in terms of domain 

knowledge and cost-effectiveness.  
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Many researchers have found that students expressed a preference for AI teachers over 

human teachers due to the personalized and effective learning resources and experiences 

provided by AI. Moreover, AI presents the potential to promote students’ long-term engagement, 

facilitate constructive learning, and improve communication. For instance, Ahmad et al. (2016) 

and Hung et al. (2017) found that students appreciated AI’s individualized adaptation, while 

Ceha et al. (2021) emphasized the ability of AI to manage desired communication among 

different parties. Kim et al. (2020) reported that students perceived the AI teaching assistant as 

useful and easy to communicate with, which predicted their favorable attitudes toward learning 

with the AI teaching assistant over human teachers. Furthermore, in a subsequent study, Kim et 

al. (2021) found that students demonstrated a preference for AI-based education, expressing 

satisfaction with their relational machine teacher. The findings in these studies intensified the 

concerns about the potential of AI replacement over human teachers in the future.  

The Classroom Relationships between Teachers and Intelligent Machines 

To better address the issue of AI replacement in teaching raised and discussed by researchers, it 

is critical for us to understand how teachers interact and build relationships with AI in their 

pedagogical activities. We ask (1) to what extent the interaction between teachers and AI differs 

from their interaction with traditional technologies. And (2) is there a new form of relationship 

between teachers and AI and what are its features, if so?  

 An emerging form of human-machine relationship in the era of AI 

Traditionally, technologies have been utilized to address specific problems, achieve predefined 

goals, or serve human-defined purposes to facilitate human-human interactions (Lee et al., 2015). 

Nonetheless, Schuetz and Venkatesh (2020) posited that the innovation in AI systems has given 
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rise to a new form of human-system-environment interaction, challenging conventional 

assumptions regarding human-system interactions. 

In the field of traditional human-machine interaction (HMI) research, computers have 

often been treated as a social actor, resulting in the application of social norms and expectations 

guiding human-human interaction to HMI (Nass et al., 1994; Nass & Moon, 2000). Computers 

can exhibit certain behaviors that align with users’ social expectations, thereby appearing 

socially adoptive (Schmandt, 1990). However, traditional HMI research has primarily focused on 

computers serving as assistive tools or active mediators that facilitate human-human 

communication and relationship development (Ågerfalk, 2020; Fussel et al., 2000; Reeves & 

Nass, 1996), rather than being independent agents capable of forming relationships with humans.  

The evolution of intelligent machines has transformed the attribute of technology from a 

functional tool or mediator to an active social actor, possessing capabilities such as human-

machine dialogue, action, and emotional interaction (Guan et al., 2021). The emergence of 

intelligent machines as social actors has brought about significant ontological and pragmatic 

shifts in human-machine interactions (Bian et al., 2020; Wang & Cheng, 2019). Humans seek to 

establish relationships with intelligent machines, viewing them as relational agents -- the 

computational artifacts capable of engaging in social-emotional relationships with humans 

(Bickmore & Picard, 2005). 

To explore and conceptualize the emerging form of human-machine relationship 

involving AI technology, various research agendas have been proposed and conducted across 

various fields in recent years. Appendix A provides a summary of primary empirical studies 

investigating the relationship between humans and different AI systems, organized 
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chronologically. It is worth noting that researchers have employed diverse labels to describe their 

work, such as human-AI teaming (e.g., Brill et al., 2018), human-autonomy teaming (e.g., Brandt 

et al., 2018; Cummings & Clare, 2015; O’Neill et al., 2020), human-AI symbiosis (e.g., Jarrahi, 

2018; Nagao, 2019), and human-robot collaboration (e.g., Ciechanowski et al., 2019; Seo et al., 

2018), among others. Within these proposed relationships, AI assumes a dual role of “an 

assistive tool plus a collaborative teammate” (Xu et al., 2023, p. 496), transitioning from a tool 

primarily supporting human actions and operations to a potential collaborator and team member 

(Brill et al., 2018; O’Neill et al., 2020). These diverse labels investigate the interaction between 

humans and machine agents (e.g., autonomous systems, AI agents, intelligent agents, and social 

robots) within AI systems (Xu et al., 2023). O’Neill et al. (2020) characterized the emerging 

human-machine relationship as marked by a high degree of agency and interdependence, 

encompassing three key aspects: (1) involvement of at least one human and one AI agent, (2) 

interdependent work from each agent toward a shared goal, and (3) a certain degree of agency 

exhibited by the agent.  

The human-AI relationship is a multi-faceted research area. The empirical findings 

presented in the Appendix A indicated that this emerging research focus is primarily situated in 

organizational context, workforce area, and individual’s daily life. Several distinct research areas 

emerged. For some, this involves the intelligent machine’s ability to engage with humans using 

human-like means of representation, such as facial expression, voice, and affect, in order to 

accompany, encourage, and plan alongside human collaborator and partner (Bickmore & Picard, 

2005; Salem et al., 2011). Other studies examined the process and stages of human-AI 

relationship development (Seo et al., 2018; Skjuve et al., 2021), exploring factors that contribute 
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to relationship development, such as human personality (e.g., user perception and acceptance of 

AI collaborator) and machine characteristics (Ciechanowski et al., 2019; Van Pinxteren et al., 

2019). For others, the impact of the human-AI relationship was researched, such as ethical issue 

and trust (Ciechanowski et al., 2019; Van Pinxteren et al., 2019), AI system design outcomes 

(Fang et al., 2020), and human identity reconstruction (Strich et al., 2021). Notably, the review 

of emerging research on the human-AI relationship highlights a scarcity of studies in educational 

contexts, especially the relationship between teachers and AI.    

The exploration of the relationship between teachers and AI  

The integration of AI into educational contexts has given rise to new dynamics in classroom 

interactions, including the relationships between teachers and students, as well as teachers and 

technology (Guilherme, 2019). Suchman and Suchman (2007) argued that the insertion of 

intelligent machines into what was once a teacher-student relationship environment raised 

queries about so-called “human-machine configurations.” Drawing on Guilherme’s (2019) 

assertions concerning the relationship between teachers and students in AI-integrated 

classrooms, we depicted two distinct relationships, as illustrated in Figure 3.1. In addition to the 

conventional human-human relationship between teachers and students, a new relationship has 

emerged: the human-AI relationship, encompassing the teacher-AI relationship, student-AI 

relationship, and the triadic interplays among teachers, students, and AI. The classroom 

relationship has become complex and dynamic with the inclusion and interaction of AI as a new 

actor.  

This paper specifically investigates the teacher-AI relationship in AI-integrated 

educational contexts. Given the significant pedagogical roles played by AI, teachers’ 
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responsibilities and roles undergo significant changes, as discussed in Section 2. For instance, 

Fang et al. (2020) argued that the integration of AI robot assistants in classrooms has created a 

new teaching mode characterized by a collaborative relationship between humans and robots, 

wherein both the AI robot assistant and teachers jointly undertook classroom responsibilities. 

However, an emerging question is correspondingly raised regarding the distribution of labor 

between the two entities and the elements that should shape their relationship. Liu et al. (2018) 

suggest that the introduction of intelligent machines in teaching interactions leads to distinct 

learning experiences for students, characterized by multidimensional human-machine interaction 

and cooperative work. Furthermore, the potential of AI poses challenges and threats to teachers, 

leading to growing concerns about the possibility of AI replacing teachers. Therefore, 

investigating the teacher-AI relationship has emerged as a crucial research question and area, as 

it will determine the successful development and transformation of the teacher-AI relationship to 

promote a new educational landscape. Already more than a decade ago, Zhao (2006) called for 

researchers to pay greater attention to the social implications of human-like technologies, such as 

AI. However, the literature lacks a theoretical understanding of the teacher-AI relationship with a 

well-constructed conceptual framework.  

 



      

 

79 

 

 

Figure 3.1. The types of relationship between teacher, student, and AI in AI-integrated 

classrooms, according to Guilherme (2019). 

 

Theoretical Underpinnings 

Working within the critical posthumanism inquiry (Hassan, 1977), which challenges the notion 

of human dominance over the socio-technical system, this paper adopts a perspective that 

acknowledges the agency of human subjects as products of discursive entanglements with non-

human entities (Callon, 1984; Latour, 1987). This perspective aims to explore alternative ways to 

appraise the social presence of the AI agent and its agency in constituting a novel relationship 

with teachers in educational settings. Rather than perceiving AI development as a mere solution 

to address deficiencies or enhance productivity in teaching, this paper discusses how intelligent 

machines and human educators collaboratively operate within a teaching “assemblage” (Latour, 

1987) that rejects hierarchical ontologies governing human-machine relationships.  

An emerging artificial social agent and its agency  

In the realm of social theory, agency has traditionally connoted a distinctive ability and attribute 

exclusively possessed by humans (Abdelnour, Hasselbladh, & Kallinikos, 2017; Neff & Nagy, 

2018). Campbell (2005) stated human agency refers to “inventions, strategies, authorship, 
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institutional power, identity, subjectivity, practices, and subject positions, and among others” (p. 

1). The exclusive human agency in social theory has led to an anthropological, human-centered 

inquiry approach when investigating phenomena in social-technical systems (Dafoe, 2015), 

albeit sometimes mediated by and inscribed in physical objects (Latour, 1991). This human-

centered approach in HMI research has the potential for bias as it tends to overemphasize 

humans’ control over technologies.   

From a posthumanism inquiry perspective, actor-network theory (ANT) (Callon, 1984; 

Latour, 1987) advocates for the equivalent treatment of humans and non-human objects when 

assessing the value of technological artifacts and their interactions with humans, challenging 

presumptions of human agency in science and technology research (Fenwick & Edwards, 2010). 

According to ANT, both humans and non-human objects are considered actors with equal 

agency, actively shaping, and transforming their entangled and symbiotic relationships (Faraj et 

al., 2018; Mclean & Hassard, 2004). In their interactions, humans “have delegated not only 

physical force but also values, duties, and ethics to non-human actors” (Latour, 1992, p. 232). 

Conversely, non-human actors “actively intervene to push actions in unexpected directions” 

(Callon & Law, 1997, p. 178). ANT offers a novel perspective for understanding the roles of 

heterogeneous actors, such as people, computers, software, and textual message, within complex 

and dynamic network relationships (Fenwick & Edwards, 2010; Seuwou et al., 2016).  

Drawing on ANT, traditional HMI research has acknowledged technology as a non-

human actor possessing a certain degree of agency. Empirical studies (Bickmore & Picard, 2005; 

Kim & Sundar, 2012; Reeves & Nass, 1996) have shown that humans perceive different digital 

technologies (e.g., social media, wearable devices, smartphones, humanoid robots) as exhibiting 
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distinct social behaviors and agency when interacting with them. The computers are social actors 

model (Reeves & Nass, 1996) hypothesized that people tend to apply social scripts and rules that 

govern human-human interaction to human-computer interactions due to the social behaviors and 

agency exhibited by digital technologies. Accordingly, Ågerfalk (2020) introduced the concept 

of the digital agency to specifically describe machines’ capability to exert agency in their 

interactions with humans. The notion of digital agency critically emphasizes the social action of 

machines by staying away from the traditional sense of agency with presupposed consciousness.  

ANT and the notion of social action in a digital agency provides the theoretical 

foundations for us to delve into the discussion of the AI agent and its potential agency and social 

behavior in forming human-AI relationships. AI simulates, extends, and expands human 

intelligence through various abilities and behaviors, such as perception ability (e.g., visual 

perception, auditory perception, and tactile perception) and intelligent behaviors (e.g., learning, 

thinking, reasoning, and decision-making) (Guan et al., 2021) so it can think and act like people 

at some degree. For example, AI-enabled social robots and chatbots engage in interactions with 

humans using verbal, non-verbal, and affective means (Breazeal et al., 2016). Given the 

advancements in AI perception and cognition, AI systems are capable of interacting and 

communicating with humans in a manner that resembles human-human interaction (Nourbakhsh, 

2013). As a result, AI has emerged as a new type of social agent, with which individuals can 

engage and interact socially and emotionally. We refer to this entity as an artificial social agent 

to articulate its distinctive agency and social behaviors that shape the HMI paradigm. In what 

follows, we elucidate the distinctive characteristics of the proposed artificial social agent. 
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 AI autonomy  

The agency and social behavior of the artificial social agent can be observed from a critical 

feature of AI: AI autonomy. AI autonomy specifically refers to the ability of an AI system to 

perform specific tasks independently (Xu et al., 2023). Autonomous AI systems possess certain 

levels of human-like cognitive and intelligent capabilities, including self-adaptation and self-

execution. Moreover, they can effectively operate in situations requiring human-like sensing and 

cognitive abilities, yielding outcomes that are unpredictable and indeterminate (den Broek et al., 

2017; Kaber, 2018). In order to develop a more comprehensive understanding of AI autonomy, 

Xu et al. (2023) have identified multiple dimensions of AI-based autonomous systems in the 

context of human-machine interaction, encompassing (1) human-like self-adaptive ability to 

unpredictable environments; (2) human-like self-executing ability; (3) human-like sensing 

ability; and (4) human-like cognitive ability (e.g., pattern recognition, learning, reasoning). 

Those characteristics of AI autonomy have been applied to various educational AI systems with 

the goal of self-adapting to students’ learning progress, style, and personality by recognizing 

unpredictable learner behaviors and cognition, and independently making decisions. The non-

deterministic and unexpected nature of the operation outcomes of AI autonomy arises from the 

diverse independent capabilities of AI systems.  

 AI automaticity  

As an artificial social agent, AI presents its agency of automaticity to represent another type of 

social behavior in human-machine interaction: AI automaticity. AI automaticity can be defined 

as “the automatic execution of a function by a machine” (Parasuraman & Riley, 1997, p. 231) 

involving “actively selecting data, transforming information, controlling processes, and making 



      

 

83 

 

decisions” (Lee & See, 2004, p. 50) that are previously performed by humans. Parasuraman et al. 

(2000) identified four areas where AI automaticity can manifest: information acquisition, 

information analysis, decision selection, and action implementation.  

Applying Parasuraman et al.’s (2000) categories to AI-supported instructional activities, 

we can observe diverse types of AI automaticity that fulfill specific roles in teachers’ 

pedagogical practices. For instance, in terms of automatic information acquisition, intelligent 

tutoring systems and adaptive learning systems can automatically gather multimodal data on 

students’ cognitive, behavioral, and emotional states. Following, those AI systems automatically 

analyze the dynamic information using fine-tuned machine learning algorithmic models. Another 

example of automatic information analysis is that AI-enabled automated assessment systems can 

automatically grade diverse types of student responses in performance-based assessments, such 

as essays, constructed responses, simulations, and games (e.g., Käser et al., 2017; Mehmood et 

al., 2017; Nehm et al., 2012; Zhai et al., 2020a). Regarding automatic decision selection, 

advanced AI systems can automatically determine which information should be provided to 

teachers, such as personalized progress profiles for individual students and timely feedback. 

Lastly, AI can automatically implement its actions, such as generating reports on students’ 

progress and challenges for teachers (Gobert et al., 2013, 2018), and recommending the most 

effective pedagogical strategies (Adair, Dickler, & Gobert, 2020; Arnold & Pistilli, 2012).  

Anthropomorphic social behaviors 

Humans have a tendency to “assign human-like characteristics, such as motivations, intentions, 

or emotions to non-human agents” -- a phenomenon known as anthropomorphism (Epley, 

Waytz, & Cacioppo, 2007, p. 864). When referring to AI technology, two contrasting 
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perspectives have emerged. The first perspective emphasizes the possessing of human-like 

physical features by AI systems, such as facial expression, voice, and head and body movement 

(Epley et al., 2007; Van Pinxteren et al., 2019). Resembling human social functioning, such as 

mental states (e.g., thinking, reasoning, perceiving), non-verbal communication cues, and 

emotional responses (Ashrafian, 2015; Ceha et al., 2021; Rai et al., 2019) is another perspective. 

Both perspectives have contributed to an increased tendency to anthropomorphize advanced AI 

systems, as they promote the perception that AI exhibits social behaviors during interactions with 

humans. One specific area where this anthropomorphism view has influenced research is in the 

field of human-machine communication. It has evolved to conceptualize AI as a machine 

communicator that engages in communication with people through human-like physical and 

cognitive means (Guzman & Lewis, 2020; Lewis et al., 2019). This marks a departure from the 

traditional lens of technology as a mere communication channel between human 

communications.    

The copresence of teachers and intelligent machines  

Social presence theory (SPT) emerged as a framework to examine the influence of 

telecommunication media on human interaction (Short et al., 1976), specifically focusing on the 

extent to which a communicator is perceived as a ‘real person’ in technology-mediated 

communication contexts (Gunawardena, 1995). Social presence is defined as “the degree of 

salience of the other person or entity in the interaction and the consequent salience of the 

interactive relationships” (Short et al., 1976, p. 65). Since its inception, various 

conceptualizations of social presence have been proposed in the realm of interpersonal 

communication. For instance, social presence is conceptualized as psychological involvement, 
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representing a deeply immersive connection with others (Biocca et al., 2003; Kelly & 

Westerman, 2016). While Kim et al. (2021) suggested understanding social presence as 

copresence, which relates primarily to the feeling of being physically present with another entity 

in the same location, despite actual physical separation. Grounding on the prior research, social 

presence encompasses a perception of coexistence with others, psychological or physical, and 

involves two critical principles: inter-party and interpersonal exchanges (Biocca & Harms, 2002; 

Biocca, Harms, & Burgoon, 2003; Van Doorn et al., 2017).  

In the field of HMI research, researchers have frequently applied SPT and its two critical 

principles to various technologies, such as online games (Li et al., 2015), virtual learning systems 

(Hayashi et al., 2004), social media (Cheung et al., 2011; Xu et al., 2012), virtual reality 

(Schwarz et al., 2012), and chatbots (Ebadi & Amini, 2022), in order to investigate the impact of 

their social presence on interactions with humans. The literature suggests that individuals’ 

evaluation and response to technology agents are influenced and predicted by their perceived 

social presence of the technology (Cheung et al., 2011; Pitardi & Marriott, 2021). For example, 

Pitardi and Marriott (2021) demonstrated that a voice assistant conveying a higher level of social 

presence could enhance users’ trust and positive attitudes, thereby fostering stable and long-term 

relationships. Similarly, Ebadi and Amini (2022) found that the human likeness of chatbots and 

their high social presence positively impacted learners’ motivation and attitudes. The social 

presence of various technologies offers a mediation channel for individuals to communicate and 

interact with others.   

With the evolution of intelligent machines and their social presence in human-machine 

communication and interaction, researchers have posited that humans increasingly engage in 
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“social or quasi-social relationships with the new form of artificially intelligent beings” (Biocca 

& Harms, 2002, p. 10) by applying the principles of social presence from human-human 

communication to human-AI communication. Consequently, extant research has strived to 

examine the presence of social presence by intelligent machines by “establishing and 

participating competently in dynamic behavioral and affective exchange with humans (Damiano 

et al., 2015, p. 1). Lee (2004) conceptualized the social presence of intelligent machines as “a 

psychological state in which machine social actors are experienced as actual human social actors 

in either physical or virtual ways” (p. 37).  

SPT informed us that the physical and psychological copresence of the teacher and 

intelligent machines in classrooms can lead to a novel teacher-AI relationship, facilitated by AI 

systems’ capability to elicit, to varying degrees, various social responses, such as verbal, 

gestural, and visual, to engage in inter-party and interpersonal exchanges with teachers.  

The distributed intelligence between AI and humans 

Distributed cognition (DCog) is a theoretical framework that originated from the work of Edwin 

Hutchins and colleagues (Hollan, Hutchins, & Kirsh, 2000; Hutchins, 1995). DCog encompasses 

a broader concept, examining the distribution of cognitive processes across individuals within a 

social group, as well as the interactions between individuals and the structures within a problem-

solving system (Hollan et al., 2000). Hutchins (1995) argued that cognition and problem-solving 

should be viewed as a collaborative activity involving multiple agents, including both humans 

and technological entities. Consequently, DCog emphasizes collaborative teamwork, focusing on 

coordination and interdependency among individuals who employ artifacts collectively.   
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In the context of DCog, one can expect to find individuals or artifacts that can 

dynamically configure themselves to support their own activities or collaborative actions (Hollan 

et al., 2000; Perry, 2003). Problem-solving, in this perspective, is distributed across a network of 

individuals working together to reach a collective solution (Perry, 2003). Rogers (2006) 

explained that the DCog approach aims to elucidate the intricate interdependencies between 

group members and artifacts in their collaborative work activities, particularly the distributed 

problem-solving processes within the network. Thus, humans engage with and utilize 

environmental resources and tools, such as computer systems, both as individuals and in support 

of group behavior. As a result, DCog enables individuals to distribute their cognitive load across 

a group of people and artifacts, describing the dispersed nature of problem-solving within social 

space (Perry, 2003). Through the lens of DCog, researchers can articulate how group problem-

solving, mediated by artifacts in the environment, can be understood within the cognitive 

paradigm (Perry, 2003). However, in DCog, technologies are employed to amplify cognition by 

providing a means to accomplish cognitive tasks that would be challenging or less effective 

without these tools. Hence, technological artifacts are considered scaffolds or cognitive aids.   

We contend that DCog offers a theoretical perspective to comprehend how individuals 

allocate their cognitive load to both other individuals and artifacts in problem-solving. Therefore, 

it is valuable for understanding collaborative problem-solving in diverse contexts. However, the 

advancement of intelligent machines and their cognitive abilities has shifted the focus of HMI 

research from human interdependence and social organization to collaboration between humans 

and AI. AI systems exhibit “purposeful and intelligent behaviors to achieve their goals, and their 

knowledge and actions are learned through experience” (Russell, 2010,  p. 2). The AI agents are 
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purposeful and intelligent entities, designed differently from technologies that serve as mediators 

for group work among users. Thus, HMI research is urged to consider the cognitive properties of 

individuals and systems when incorporating AI into the problem-solving process. This 

necessitates the analysis of strategies and mechanisms to support interactions and the distribution 

of cognition between humans and AI. The DCog approach offers insights into examining the 

nature of human-AI communication and coordination in distributed cognitive problem-solving. 

An Integrated Framework for Outlining the Teacher-AI Relationship  

Drawing upon the theoretical underpinnings surrounding AI as an artificial social agent, 

encompassing agency and social behavior, social presence in human-AI interactions, and 

distributed cognition in collaborative problem-solving, we proposed an integrated framework to 

conceptualize the relationship between teachers and AI and its subsequent impacts on teachers. 

The teacher-AI pedagogical partnership model  

In order to explicate the nature of the teacher-AI relationship within AI-integrated educational 

settings, we proposed a three-dimensional model—the Teacher-AI Pedagogical Partnership 

(TAIPP) model (see Figure 3.2), which, ultimately, as will be described in the following 

sections, is focused on how the two social agents (i.e., teacher, AI) collaborate to achieve the 

common pedagogical goal in AI-integrated classrooms.   
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Figure 3.2. The proposed three-dimensional teacher-AI pedagogical partnership model. 

 

Dimension one: two social agents in the teacher-AI relationship 

Informed by actor-network theory (ANT) and social presence theory (SPT), we posited the equal 

treatment of the two crucial social agents, the teacher and AI, in the process of shaping and 

changing the entangled and dynamic teacher-AI relationship. This perspective acknowledges the 

reciprocal nature of interactions between the teacher and AI, which adhere to established social 

norms and rules observed in human-human interactions. Additionally, these interactions are 

sensitive to the physical, virtual, or psychological manifestations of social presence exhibited by 

both the teacher and AI.  

In AI-integrated classrooms, effective teachers are expected to demonstrate agency 

(Priestley, 2015; Straub, 2016) by incorporating the social presence of AI into their pedagogical 

activities personally. They leverage the intelligence and cognitive support provided by AI to 

inform their decision-making and actions. Rather than perceiving AI as a mere tool or resource, 

teachers engage with AI as an intelligent social agent, with whom they interact, collaborate, and 
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share responsibilities. As AI takes on certain roles and responsibilities traditionally held by 

teachers, teachers are no longer the sole authority, classroom manager, decision-maker, and 

facilitator of student learning.  

AI has evolved to possess the ability to “learn” from its environments, reason and 

conceptualize, and engage in cognitive and emotional conversations with humans (Floridi & 

Sanders, 2004). In educational settings, AI is increasingly employed as an autonomous decision-

maker or facilitator in teachers’ decision-making processes. To distinguish AI from conventional 

technologies and provide a comprehensive characterization from the ANT perspective, we 

defined AI as an artificial social agent. This designation is based on three distinctive 

characteristics of AI: autonomous, automaticity, and anthropomorphic social behaviors. As an 

artificial social agent, AI can exhibit human-like cognitive, emotional, and social behaviors and 

actions to interact with teachers in pursuit of pedagogical goals. This intelligent agent can 

facilitate and assume some of the pedagogical activities traditionally performed by teachers, such 

as instructional preparation, facilitating student learning and skill acquisition, monitoring and 

assessing student progress, and providing personalized feedback and support.  

With the increasing social presence of AI as an artificial social agent in various 

pedagogical activities, it emerges as a new participant that expands the dynamics of classroom 

interaction. Whether physically or virtually present, the artificial social agent shares pedagogical 

responsibilities with the teacher, working towards common pedagogical goals and assuming the 

roles of a machine teacher or a teacher assistant to facilitate student learning. The shared 

responsibility and social presence of both the teacher and AI are fundamental features of the two 

social agents in the proposed TAIPP model.   
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Dimension two: the independence and interdependence between social agents 

To comprehend distribution of pedagogical responsibilities between teachers and AI, we have 

developed a continuum that illustrates the division of labor (see Figure 3.3). This continuum 

portrays the extent of interaction between teachers and AI, positioning them horizontally. The 

left side of the continuum represents complete independence in terms of pedagogical 

responsibilities between teachers and AI. Leveraging advanced machine learning mechanisms, 

AI is capable of autonomously executing various pedagogical activities and making decisions. 

For instance, intelligent tutoring systems and virtual chatbots, powered by advanced AI, can 

independently track student progress, and engage in personalized communication to enhance the 

learning experience (Guilherme, 2019; Pelletier et al., 2021). AI-based automated assessment 

systems can autonomously provide personalized feedback utilizing automatic scoring (Zhai et 

al., 2020a, b). As AI assumes numerous core tasks traditionally performed by teachers, teachers 

can focus their attention on other essential aspects of teaching that require human intelligence 

and care (Holstein et al., 2019; Qin et al., 2020).     

On the extreme right end of the continuum, we articulate a fully interdependent 

relationship between teachers and AI, where both entities rely on each other to achieve 

pedagogical goals. This level of interdependence involves a two-way dependency, wherein 

teachers depend on the data and information provided by AI to make informed decisions, and AI 

relies on teacher input to adapt to the classroom environment. It is important to acknowledge that 

achieving such a high degree of interdependence in real-world classroom settings is challenging 

due to factors such as teacher acceptance and trust in AI, as well as technological limitations. 
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Nonetheless, this scenario presents a possible and highly collaborative relationship between the 

two entities. 

Between the two extremes of the continuum, teacher and AI negotiate the degree of 

independence and interdependence to accomplish pedagogical goals. While advanced 

educational AI technologies possess decision-making and action-taking capabilities, they are not 

fully autonomous and require teacher initiation, intervention, and supervision (Beer, Fisk, & 

Rogers, 2014; Bigman, Waytz, Alterovitz, & Gray, 2019). Machine-generated insights inform 

and support teachers in capturing classroom progress and challenges, enabling them to make 

data-driven instructional adjustments and provide timely personalized assistance. For example, 

teachers can use real-time alerts from AI systems to provide targeted scaffolding to students, 

promoting higher-level thinking (Gobert et al., 2013, 2018). The interdependent relationship 

between the teacher and AI can also be characterized as AI compensating for teachers’ 

weaknesses while teachers address the limitations of AI in pedagogical activities. Teachers may 

depend on AI for analyzing large volumes of data and receiving real-time insights to inform their 

pedagogical practices. Conversely, AI may rely on teachers to foster students’ social skills, 

creativity, empathy, and ethical awareness (Vega-Mendoza et al., 2021; Yoon, 2019). Hence, 

teachers and AI negotiate their pedagogical responsibilities by intertwining various levels of 

independence and interdependence.  
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Figure 3.3. The independence and interdependence continuum in the teacher-AI relationship.  

 

Dimension three: partnering agency between social agents 

The third dimension of the TAIPP model highlights the collaborative nature of the teacher and 

AI social agents, who exercise varied forms and levels of agency to promote pedagogical 

effectiveness. We introduce the concept of ‘partnering agency’ to capture the cooperative and 

collaborative efforts of these social agents towards a shared pedagogical goal, with the teacher as 

the ultimate decision maker (Xu et al., 2023). Partnering agency encompasses the distribution of 

cognitive tasks between the teacher and AI, enabling collaborative problem-solving. Within this 

paradigm, the teacher and AI engage in three key aspects of partnering agency: (1) work 

allocation, (2) diversified partnering, and (3) the shared pedagogical goal. 

Work allocation involves the appropriate distribution of cognitive tasks between the 

teacher and AI to accomplish instructional objectives collaboratively. Unlike in other fields 

where AI-enabled automated systems may completely replace human roles and decision-making 

(Lewis et al., 2019; Strich et al., 2021), education necessitates a more nuanced approach. In this 

context, the teacher and AI are expected to allocate their respective cognitive abilities to activate 

intelligence in pedagogical activities. For example, Bayne (2015) developed a virtual “teacher 
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bot” that combined automated teacher presence and human teacher input to provide co-teaching 

within a MOOC environment.  

The partnering modes between the teacher and AI can be classified into three types 

described in the literature. The first mode entails independent roles and responsibilities, where 

AI guides student learning and offers support independently, such as in the integration of 

intelligent tutoring systems in classrooms (D’Mello & Graesser, 2012; Lee & Choi, 2018). 

Meanwhile, the teacher delegates these responsibilities to AI and focuses on other tasks, such as 

adjusted scaffolding and classroom management. In the second mode, the teacher relies on AI to 

make instructional decisions. For instance, teachers utilize real-time information provided by AI-

enabled teacher dashboards to identify student problems and provide immediate personalized 

assistance (Gobert et al., 2013, 2014; Yoo & Kim, 2014). Without insights from AI, teachers 

would be unable to deliver timely and personalized instruction themselves. The third mode 

involves collaborative problem-solving, where the teacher and AI assume distinct roles at 

different stages of the pedagogical process. For instance, the automated assessment system 

provides personalized feedback to students for revising their responses. However, low-

performing students may require additional guidance and feedback from teachers to modify their 

original answers (Gerard et al., 2019; Lee et al., 2019). Moreover, when students struggle to 

follow machine tips and clues during scientific investigations, the teacher intervenes to provide 

guidance and keep them engaged (Gobert et al., 2015).  

The ultimate objective of a partnering agency is to promote effective pedagogy, desired 

learning experiences, and achievement through collaborative efforts between humans and 

intelligent machines. The teacher collaborates with AI instead of merely using it as an additional 
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tool, while AI collaborates with teachers rather than replacing them in facilitating learning and 

teaching. Regardless of the educational context and the type of AI technology employed, the goal 

of pedagogical partnering is to distribute cognition between the teacher and AI for problem-

solving and desired pedagogical goals. 

Based on the concept of partnering agency for their collaborative problem-solving in 

pedagogy, we defined the relationship between teacher and AI as a Teacher-AI Pedagogical 

Partnership (TAIPP), which presents the view of AI as a collaborative partner that work 

alongside the teacher to achieve shared pedagogical goals.  

The impact of the teacher-AI pedagogical partnership on teachers  

Given the distinctive attributes of AI and its growing roles in collaborative pedagogical activities 

with teachers, it is evident that AI is emerging as a significant partner in teachers’ instructional 

practices, forming a teacher-AI pedagogical partnership. Consequently, it becomes imperative to 

examine the potential impact of this innovative relationship on teachers. We present four 

perspectives, namely pedagogy, cognition, emotion, and classroom interactions, to 

comprehensively investigate the prospective impact of TAIPP on teachers (see Figure 3.4).  

The potential change in teachers’ pedagogical practice 

By incorporating the intelligent machine agent into teachers’ processes of making instructional 

decision and taking action, the teacher-AI pedagogical partnership holds the promise of 

influencing teachers’ conventional pedagogical approaches and practices across various 

dimensions. Drawing upon an extensive examination of the existing literature on AI in 

education, we put forth four potential transformations in pedagogy: (1) personalized pedagogy, 

(2) targeted pedagogy, (3) immediate pedagogy, and (4) data-driven pedagogy. 
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In AI-integrated classrooms, the provision of personalized instruction and scaffolding 

assumes crucial significance. The diverse learning styles, abilities, and paces of individual 

students pose a considerable challenge in delivering tailored support within traditional classroom 

settings. Nonetheless, the introduction of an AI partner offers teachers the opportunity to access 

comprehensive performance data pertaining to each student, encompassing measures of progress, 

engagement, and motivation (Ebadi & Amini, 2022; Huang et al., 2022). This wealth of 

information empowers teachers to offer personalized scaffolding and targeted interventions. 

Additionally, teachers can leverage the insights provided by affective AI systems regarding 

students’ emotional states to implement personalized pedagogical strategies in the emotional 

domain (Buttussi & Chittaro, 2020; Naji Meidani & Khajavy, 2015). 

The integration of AI enables teachers to employ targeted pedagogy to cater to the 

individual needs of students. For example, when implementing intelligent tutoring systems and 

virtual pedagogical agents to facilitate students’ independent learning, teachers can allocate 

scaffolding and support specifically to those students who require additional assistance, rather 

than providing it uniformly to all students (Dicker, 2021; Gobert et al., 2014). Moreover, 

targeted pedagogy also encompasses the ability of teachers to concentrate their instruction in 

specific domains while collaborating with AI. For instance, in collaborative teaching scenarios 

involving teachers and AI social robots, Fang et al. (2020) discovered that teachers can transmit 

requests to the AI social robot, such as obtaining real-time updates on students’ learning progress 

and emotional states, to which the robot promptly responds with relevant information. By 

delegating certain teaching tasks to AI, teachers can redirect their focus towards guiding and 

nurturing students’ higher-order thinking skills and real-world problem-solving abilities.  
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The AI partner’s exceptional capacity for rapid information processing and prompt 

generation of results plays a crucial role in facilitating immediate pedagogy within educational 

settings. In contrast to traditional pedagogical approaches characterized by delayed feedback and 

actions, teachers now have the ability to dynamically adapt their instructional strategies in real-

time based on immediate information on student progress provided by AI. An illustrative 

example involves the utilization of AI-enabled automatic assessment systems to score and 

generate timely feedback for performance-based assessments, a particularly valuable tool for 

large-scale evaluations. This empowers teachers to furnish students with immediate feedback, a 

task that would be challenging to accomplish without the assistance of an AI social agent. 

In AI-integrated classrooms, teachers are increasingly motivated to leverage the data and 

information furnished by AI pertaining to students’ progress and challenges to make informed 

instructional adjustments and pedagogical decisions. In conventional classroom settings, teachers 

typically rely on diverse sources such as personal observations, prior experiences, and student 

behaviors to inform their decision-making process, often lacking precise and comprehensive data 

to substantiate their choices. However, with the aid of AI as a collaborative partner, teachers gain 

access to data analytics capabilities that enable the analysis of intricate learning environments, 

thereby generating actionable insights. These insights, including automatic scores and feedback, 

facilitate the adoption of an innovative data-driven pedagogy by teachers.  

Teacher cognitive affordances 

AI technology advances bring teachers to partner with intelligent machines to harness human 

cognitive power and creativity in pedagogy (Nahavandi, 2019). By incorporating AI into their 
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cognitive decision-making processes, teachers can experience the cognitive affordances of AI, 

including the reduction of cognitive workload and the enhancement of cognitive focus.  

Cognitive workload refers to the amount of effort and cognitive resources that teachers 

invest in processing pedagogical activities. To examine the impact of partnering with AI on 

teachers’ cognitive workload, two opposing concerns should be considered in future research. On 

the one hand, AI systems can automatically monitor students’ performance and behaviors, assess 

their progress, and provide personalized feedback (Dickler, 2019; Gobert et al., 2016, 2018; 

Moussavi et al., 2016), thereby reducing the burden and workload of guiding personalized 

learning for teachers. On the other hand, some studies have highlighted that teachers may 

criticize the additional cognitive and administrative work associated with directing the flow of 

curricula and activities in AI-integrated learning environments (Ahmad et al., 2016; Serholt et 

al., 2014). Additionally, teachers may experience increased cognitive stress and burden when 

they fear the potential loss of their competencies and opportunities or when they face challenges 

in effectively utilizing advanced AI systems (Serholt et al., 2014).  

By delegating various pedagogical activities to AI, such as student progress monitoring, 

question answering, assignment scoring, and providing immediate feedback (Goel & Polepeddi, 

2018; Gerard et al., 2019; Gobert et al., 2015 ), teachers can enhance their cognitive focus on 

areas that require human qualities, moral care, and ethical considerations (Guilherme, 2019; 

Holstein et al., 2019; Qin et al., 2020). This allows teachers to better attend to the emotional and 

social needs of their students, engage in more effective communication and collaboration, and 

foster critical thinking and creativity. Furthermore, teachers can concentrate on cultivating 

students’ metacognitive and higher-order thinking skills, which are essential for their success in 
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the 21st-century workforce. Therefore, AI integration in classrooms has the potential to liberate 

teachers’ cognitive resources, enabling them to focus on aspects of teaching that demand 

uniquely human skills and expertise.  

Teacher emotion toward AI integration 

The emotional process serves a social function as it allows people to form and maintain various 

social relationships with technologies (Keltner & Kring, 1998) and may affect the emotional tone 

of human-computer interactions (Wykowska et al., 2012). When AI is perceived as an artificial 

social agent partnering with teachers, it can evoke strong emotional reactions in them. Studies 

have documented that positive and negative emotional attitudes can differently modulate 

teachers’ performance when working with AI in classrooms (Gray, 2001; Storbeck & Maswood, 

2016). Teachers’ emotional reaction to AI is a critical consequence that needs to be discussed. 

Further research is necessary to explore the affective aspects of teacher-AI interactions and 

implications for teaching and learning (Mishra et al., 2020; Sabourin & Lester, 2014). 

This paper contends that it is crucial to examine teachers’ emotional responses to their 

partnership with AI from both a positive and negative perspective. Positive emotions 

experienced by teachers can be assessed across various dimensions, such as appreciation, 

acceptance, and respect. For instance, Fridin and Belokopytov (2014) observed that teachers 

consistently exhibited positive sentiments when utilizing a human-like robot as an interactive 

partner in the teaching process, feeling helpful, pleasant, and friendly. However, negative 

emotions may also emerge as teachers engage with AI, including feelings of fear, perceived 

threats, and issues related to trust. Trust is particularly significant to examine when exploring 

teachers’ emotions in their relationship with AI, defined as the extent to which a person feels 
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secure and psychologically comfortable about depending on and building relationships with 

technologies (Komiak & Benbasat, 2006). A lack of trust in AI can give rise to negative 

emotions and resistance towards its integration in classrooms. Additionally, there may be 

apprehension regarding the perceived threat posed by AI, especially when machines consistently 

outperform humans (Dietvorst et al., 2016) and potentially assume many core roles traditionally 

held by teachers, leading to concerns about job insecurity.  

Teachers’ classroom interactions with students  

The incorporation of autonomous, communicative, and interactive AI technologies into teachers’ 

pedagogical practices has expanded the social dynamics and relationships within classrooms, 

extending beyond human interactions (e.g., teacher and student, student with peers) to 

encompass relationships between humans and intelligent machines.  

The integration of AI technologies into the pedagogical practices yields transformative 

effects on teacher-student interactions and relationships within classrooms, distinct from those 

observed in traditional technology-integrated classrooms. Firstly, teacher-student interactions 

may shift towards being more teacher-initiated rather than student-initiated, as AI systems can 

identify struggling students and provide real-time information to the teacher. This enables 

teachers to proactively approach students and offer personalized assistance, even without the 

student explicitly seeking help. Secondly, the quality of interactions can be enhanced as AI 

systems can diagnose problems and provide real-time recommendations, allowing teachers to 

focus on higher-level thinking and facilitating high-quality interactions. Thirdly, interactions can 

become more targeted and personalized, as AI-guided learning empowers teachers to concentrate 

on specific students and provide personalized support in cognitive and emotional domains (Baker 
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& Inventado, 2014; Du et al., 2018). Furthermore, the emergence of triadic interactions involving 

teachers, students, and AI represents a novel form of interaction that is reshaping the pedagogical 

landscape. 

By leveraging the potential of AI technologies, teachers can provide more personalized 

and targeted support to students. They can also dedicate their focus to higher-level thinking and 

engage in high-quality interactions with their students. However, it is crucial to recognize that 

these transformations also bring forth new challenges and ethical considerations that necessitate 

careful examination. Thus, it is imperative for researchers and educators to continue exploring 

the ramifications of AI integration into pedagogical practices and develop best practices for its 

effective and ethical implementation in education.  

 

 

Figure 3.4. The impacts of teacher-AI pedagogical partnership on teachers.  

 

The primary objective of this paper is to construct an integrated conceptual framework 

that explores the emerging relationship between teachers and AI, along with its consequential 

effects on teachers (see Figure 3.5). It is essential to highlight that the integrated conceptual 
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framework is designed to be generic, devoid of specific AI systems or applications. It can be 

utilized to examine the teacher-AI relationship within the context of a particular AI system or to 

explore the broader human-AI relationship in various other contexts. 

 

 

Figure 3.5. An integrated conceptual framework for outlining the teacher-AI relationship. 

 

Implications 

Grounding on the theoretical foundations of actor-network theory, social presence, and 

distributed cognition in the field of HMI research, we proposed an integrated conceptual 

framework aimed at comprehending the intricate relationship between teachers and AI. The 

proposed framework comprises two interconnected components: (1) the three-dimensional model 

of the Teacher-AI Pedagogical Partnership (TAIPP), and (2) the possible impacts of TAIPP on 

teachers. In this section, we elucidate the implications of our integrated framework in terms of 

systematic pedagogical design and propose directions for future research endeavors.  
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Teachers’ mindset shifts toward engaging in partnership with AI   

 In the proposed TAIPP model, AI is conceptualized as an artificial social agent that collaborates 

with teachers in the realm of pedagogy, possessing human-like cognitive abilities and rational 

action (Russell, 2010). This perspective acknowledges AI as a significant stakeholder and a 

novel participant in classroom dynamics, which is defined as a “first-class subject” by Wang et 

al. (2019). The emerging role of AI and its pedagogical partnership with teachers leads to a shift 

in teachers’ mindsets concerning pedagogy.  

Within the teacher-AI pedagogical partnership, AI assumes the role of a new player with 

social agency, capable of assuming many core responsibilities of teachers and engaging in social 

interactions with students within the classroom. AI’s ability to automate numerous repetitive, 

routine, and administrative tasks allows teachers to allocate their time and efforts to more 

impactful work. For instance, AI can simulate one-on-one tutoring to tailor instruction to 

individual students’ needs (Ghali et al., 2016; Bagheri, 2015). AI virtual assistants can also assist 

teachers by answering student queries, facilitating classroom discussions, grading assignments, 

and delivering timely feedback (Goel et al., 2018). Moreover, AI excels at tasks requiring 

extensive computation and rapid data processing, surpassing the capacities of human teachers. 

As an illustration, AI can assume some assessment responsibilities by automatically grading 

complex responses like essays, constructed responses, and simulations while providing 

personalized feedback (Zhai et al., 2020a).  

The AI player holds the potential to empower teachers in multiple aspects, allowing them 

to fulfill their roles with enhanced quality, efficiency, and even undertake tasks that were 

previously unattainable. Leveraging technologies such as learning analytics, machine learning, 
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and affective computing, AI captures and analyzes students’ multimodal process data, offering 

real-time insights into their progress, behavior, engagement, and affective states. By creating 

individualized digital profiles for each student, teachers gain the ability to provide personalized 

and targeted scaffolding while making pedagogical adjustments based on student needs (Holstein 

et al., 2019; Qin et al., 2020). Furthermore, AI enables teachers to embrace innovative 

assessment practices reliant on automated scoring and data-driven decision-making (Zhai et al., 

2021). Through automated scoring of constructed responses and the provision of immediate 

feedback, AI empowers teachers to evaluate student learning more accurately and efficiently.  

Engaging in the pedagogical partnership with AI necessitates a shift in teachers’ 

mindsets, moving beyond mere utilization of technology to active collaboration with AI as a 

social agent. This partnership can enhance the quality of pedagogical practices, requiring 

teachers to reframe their roles in this new educational landscape. Teachers must explore how 

they can effectively collaborate with AI to achieve optimal outcomes for their students. As 

emphasized by Zhang et al. (2021), teachers should approach AI as a complementary partner 

rather than a replacement for human teachers, demanding intentional integration of AI in their 

practices. This entails the development of new skills and adaptations in pedagogical approaches 

to effectively leverage AI in the classroom. Moreover, as highlighted by Wang et al. (2021), 

teachers must consider the ethical and societal implications of partnering with AI in education. 

They should ensure that AI is implemented in a manner that aligns with their educational values, 

transcending a mere technological solution to existing problems. Consequently, teachers need to 

approach AI as a social agent through a critical and reflective lens, ensuring its responsible and 
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ethical incorporation. In AI-integrated classrooms, it is essential for teachers to contemplate the 

potential collaboration with this emerging new player within their pedagogical practices.   

The systematic instructional design of the teacher and AI collaborative teaching 

In the context of this paper, the teacher-AI pedagogical partnership refers to the collaborative 

and cooperative relationship between teachers and AI in pursuit of shared pedagogical goals. The 

integrated conceptual framework presented has significant implications for the systematic design 

of collaborative teaching between teachers and AI. To enhance the effectiveness and systematic 

implementation of such pedagogical mode, we offer design guidance and focus by comparing 

traditional teaching design with AI-integrated collaborative teaching design across eight teaching 

areas, as shown in Table 3.1.  

In designing teacher-AI collaborative teaching, teachers need to differentiate the tasks 

performed by human teachers from those that can be substituted or enhanced by AI. Traditional 

teaching design has traditionally focused on a "two players" teaching model, namely the teacher 

and the student, and how teachers can design activities to support and assess independent and 

collaborative student learning. However, in teacher-AI collaborative teaching design, AI assumes 

the role of an emerging new player, partnering with teachers across multiple areas. Therefore, it 

is crucial for teachers to carefully design learning and teaching activities with a comprehensive 

understanding of the three dimensions proposed in our TAIPP model. Based on the detailed 

guidance provided in Table 3, we summarize and argue that the partnership and collaboration 

between teachers and AI can be reflected in three specific areas. 

1. Teaching and learning analysis: Teaching and learning analytics serve as the 

foundation for effective pedagogy and entails distinct responsibilities for AI and teachers. AI can 
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provide widely used analyses of teaching materials based on dynamic classroom environment 

data collected by the system. For example, AI can generate individual and classroom-wide 

learning reports for teachers based on different knowledge points and students’ progress (Gobert 

et al., 2015). Thus, teachers gain qualitative and quantitative insights into learners’ profiles and 

classroom situations through AI-generated reports. By integrating AI insights with their own 

knowledge and judgment, teachers can comprehend the hierarchical classroom dynamics and 

individual students’ level of mastery. In AI-integrated classrooms, student progress data is 

procedural, necessitating teachers’ continuous big data awareness and strong information literacy 

(Liu & Zhang, 2018). The partnership between teachers and AI in teaching and learning analysis 

highlights the importance for teachers to have timely access to procedural information through 

AI technology, enabling them to better prepare and implement subsequent classroom activities.  

2. Classroom activities. Classroom activities are multifaceted and correspond to teacher 

activities, student activities, and student support as indicated in Table 3. At the level of teacher 

activities, it is crucial for teachers to allocate tasks based on independent and interdependent 

pedagogy. When selecting and incorporating AI technology, teachers need to be cognizant of the 

functions and pedagogical potential of specific AI technologies. Collaborative teaching is 

reflected in the division of labor between teachers and AI. Regarding student activities, teachers 

must clarify the extent to which AI participates in learning activities and whether students 

engage in autonomous or cooperative learning. AI can provide personalized learning tasks, 

resources, and feedback to students, resulting in varied learning outcomes and paces. AI can 

even track and analyze data generated during students’ learning activities and provide feedback 

to teachers. In designing these learning activities, teachers need to determine the level of AI and 
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teacher involvement, the points of collaboration between them, and the resultant consequences. 

Making informed decisions about leveraging AI’s information and expertise in supporting 

students is critical in designing AI-integrated lessons. Holstein et al. (2019) reported enhanced 

student learning outcomes when human teachers effectively and appropriately collaborated with 

machine intelligence. 

3. Collaborative performance evaluation. The multimodal learning data generated 

throughout the learning process offers opportunities for collaborative performance evaluation 

between teachers and AI. Conducting performance-based assessments requires strong 

collaboration between teachers and AI. For instance, AI can monitor students’ progress, 

challenges, and emotional states to generate learner profiles and reports for teachers (Wang & 

Vásquez, 2020). Teachers gain insights into students’ progress and challenges, allowing them to 

provide personalized guidance and support. Therefore, in design practice, it is crucial for 

teachers to clearly define the purpose and goals of performance evaluation and subsequently 

identify corresponding performance-based assessment strategies. Additionally, when 

incorporating AI-enabled automatic systems into their designs, teachers should determine which 

tasks can be automatically scored. Moreover, they must consider whether the system can provide 

personalized feedback and how teachers can effectively utilize it.  

The implication for future research foci 

This paper represents one of the pioneering works in the educational context that aims to 

conceptualize the relationships between teachers and AI, which is an emerging area of focus in 

recent human-machine interaction research. The integrated conceptual framework proposed in 

this study holds considerable implications for future research endeavors in two key areas. First, it 
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calls for investigations into how teachers engage and interact with AI systems to establish their 

relationships. Secondly, it emphasizes the need to explore the consequential impacts of these 

teacher-AI relationships on various aspects of educational practice.  

In terms of future research on teacher-AI interaction and their relationship formation, one 

promising avenue is the implementation of a longitudinal, phenomenological study (Farr & 

Nizza, 2019) in which teachers integrate different AI systems into their instructional practices to 

pursue their pedagogical goals. Researchers can employ the experience sampling method 

(Csikszentmihalyi, Csikszentmihalyi, & Larson, 2014) by asking teachers to record their 

observations and perceptions of AI usage in various lessons, followed by subsequent 

expositional interviews with investigators. Building and maintaining relationships require time, 

and a longitudinal approach allows teachers to engage with and reflect upon their experiences 

with AI in an integrated environment, offering rich insights compared to their prior use of 

conventional technologies. Moreover, the longitudinal design enables researchers to depict the 

teacher-AI relationship on a continuum, capturing variations at different time points.  

Another viable method to investigate teachers’ interaction with AI and relationship 

formation is through exploratory case studies (Edwards, 1998; Waters, 2007), centering on 

descriptive analyses of emerging themes in teachers’ pedagogical practices involving AI. Given 

that teachers’ interaction with AI and relationship development is a relatively novel and under-

researched phenomenon, detailed observations and the identification of fundamental concepts 

and distinctions are necessary to accurately describe the observed phenomena (Edwards, 1998). 

The aim of exploratory case studies is to examine teachers’ natural experiences in AI-integrated 
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environments, allowing for cross-case analysis to reveal coherent and consistent narratives that 

highlight emerging themes.  

Furthermore, future research can delve into the factors influencing teachers’ interactions 

and relationships with AI, such as their pedagogical beliefs regarding technology integration, 

pedagogical approaches to AI integration, and their AI competence. Large-scale surveys and 

structural equation modeling can be employed for data collection and analysis. By exploring the 

impact of these factors on teachers’ interactions and relationships with AI, future research can 

contribute to our understanding of the diverse behaviors and perceptions of teachers in the 

context of human-AI interaction and relationships.  

 Examining the potential impacts of the teacher-AI pedagogical partnership (TAIPP) 

represents a promising avenue for future research in this domain. Within the proposed integrated 

conceptual framework, we have identified four key areas that warrant investigation, namely 

teachers’ pedagogical change, cognitive affordability, affective responses toward AI integration, 

and classroom interactions. It is noteworthy that the existing literature in this field primarily 

focuses on assessing the efficacy and effectiveness of AI in relation to student learning 

outcomes, with relatively limited attention given to the impact on teachers resulting from the 

emergence of AI and its novel relationship with them. By exploring the influence of teacher-AI 

pedagogical partnerships in each of these areas, the field can gain an understanding of the 

advantages and disadvantages associated with the integration of AI in teaching. Such knowledge 

can subsequently inform the development of more effective teacher professional development 

programs aimed at facilitating their successful integration of AI into instructional practices.  
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Table 3.1. The comparison of traditional teaching design and teacher-AI collaborative teaching 

design  

Design 

focuses 

Traditional teaching design 

activities  

Teacher-AI collaborative teaching design  

Teaching 

and learning 

objectives 

identification 

Starting from knowledge and 

skills, method, and process. 

Considering the independent learning ability, 

information process ability, high-level 

thinking ability, and cooperation and 

communication skills, the required 

knowledge and skills, methods, and 

processes.  

 

Learner 

analysis  

Teachers analyze students’ 

learning situations based on 

assessing, self-feeling, and 

observation of students.  

The classroom and individual evaluation 

reports provided by AI systems provide 

information on students’ situations, which can 

be used by teachers to conduct learner 

analysis before and during classes.  

 

Teaching 

material and 

media 

selection 

Teachers operate and select 

teaching materials and media. 

When teachers decide on teaching materials, 

they need to consider which resources can be 

provided by AI, and which should be 

supported by teachers. Teachers also need to 

understand who needs to be responsible for 

selecting and manipulating the material and 

media.  

 

Teacher 

activities 

Teachers are responsible for 

all teaching activities using 

language scripts and teaching 

behaviors for facilitation, 

guidance, encouragement, etc. 

Teaching activities should be divided 

between teachers and AI. Many AI systems 

can be subdivided into the presentation of 

video, audio, reference documents, tests, 

discussions, assignments, etc. It can answer 

questions, communicate with students, and 

provide feedback. Teachers’ activities are 

more about questioning, communication, 

emotional support, and personalized 

scaffolding.  

 

Student 

activities 

 Students conduct various 

activities independently and 

collaboratively, such as doing 

exercises, answering 

questions, and group 

cooperation. 

 

Students can refine the activities between 

students and AI, and between students and 

teachers. Additionally, they can seek support 

and feedback from AI and teachers.  
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Student 

support 

Teachers scaffold students 

based on students’ requests 

and teachers’ observations. 

Teachers need to decide when and how to 

support students by leveraging the 

information and expertise of AI and self.  

 

Classroom 

progress and 

difficulty  

Most of the classroom 

progress and difficulty are 

fixed, teachers process the 

teaching based on pre-

designed lesson plans. 

AI monitors students’ progress and detects 

their cognitive difficulties and emotional 

states to generate learners’ profiles and 

teacher reports. Teachers gain insights into 

students’ progress and challenges and provide 

personalized guidance and support.  

 

Classroom 

assessment 

practice 

Teachers use traditional 

assessment formats, such as 

multiple choice and short 

answer questions. Teachers 

provide delayed feedback 

when using writing in 

assessment.  

Teachers conduct performance-based 

assessment using various constructed 

response tasks and provide timely and 

personalized feedback.  

  

Conclusion and Limitations 

AI technology has emerged as a collaborative tool that people can rely on to accomplish tasks 

requiring human cognition, representing a significant departure from traditional technologies 

used as means to achieve goals. This shift in technology’s role from a tool people work through 

or by to a collaborator people work with presents both theoretical challenges and opportunities 

for scholars studying human-machine interaction (Rogers & Paay, 2014). The key challenge lies 

in the fact that AI disrupts the prevailing roles of technology in human-machine interaction, 

leading to a transformation of the human-machine relationship. As a result, research on human-

machine relationships has shifted its focus to explore the emerging relationships between humans 

and intelligent machines. In the educational context, we are particularly interested in 

investigating how teachers can integrate AI into their pedagogical practices and develop 

relationships with this technology. Our work has culminated in the development of an integrated 
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conceptual framework known as the TAIPP model, which sheds light on the teacher and AI 

relationship in AI-integrated educational environments. This conceptualization of the teacher-AI 

relationship is essential as it promotes the appropriate use of AI by teachers, addresses the 

imbalance between teachers and machines, and contributes to the theoretical understanding of 

human-technology relationships in the AI era. 

The proposed TAIPP model consists of three dimensions, involving two social agents 

(i.e., the first dimension) and their relationships in two dimensions (i.e., independent, and 

interdependent partnering agency). With the increasing implementation of AI in classrooms, 

there is a need for a new form of teacher-machine symbiosis, resulting in a shift in the division of 

labor between teachers and AI. Considering the significant pedagogical affordances and social 

presence of AI technology in teachers’ pedagogical practices, this paper transcends the 

traditional notion of teacher-technology interaction and advances the concept of a TAIPP by 

emphasizing the agency and distributed cognition of AI in AI-integrated classroom dynamics. 

The partnership signifies the independent and interdependent relationships between teachers and 

AI, with the aim of enhancing human intelligence through machine intelligence. 

Aligned with the vision of the TAIPP, it is more meaningful to view AI as a new player 

that augments and complements teachers’ capabilities rather than as a means of automation 

intended to replace them. This perspective provides a more effective guide for integrating AI into 

classrooms, rather than fixating on the notion of intelligent machines that replicate teachers’ 

intelligence and eventually replace them. To achieve successful TAIPP partnerships, it is crucial 

to understand how this partnership might impact teachers. Accordingly, we have suggested four 
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areas and lenses for researching the resulting impacts of TAIPP on teachers, including pedagogy, 

cognition, affection, and the teacher-student relationship.   

This paper has several known limitations. Firstly, the proposed framework does not 

account for contextual factors that influence the interaction and relationship between teachers 

and AI. Humans and AI must align their roles and interactions with contextual affordances. For 

instance, different AI systems may demand different pedagogical partnerships with teachers 

across various contextual settings. Further research is needed to comprehend the impact of 

context on teacher and AI relationships. Secondly, while the proposed framework is developed 

within the educational context, it may have relevance to other domains. Exploring human-AI 

relationships in other fields, such as healthcare, organizations, and business, require careful 

attention to the types of AI technology and organizational factors that may explain human-AI 

relationships. Thirdly, although we have outlined the potential impacts of TAIPP on teachers, 

these factors may influence the formation of teacher and AI relationships. Given the focus of this 

paper, we did not consider the factors that influence the development of teacher and AI 

relationships. Lastly, the current framework is proposed on a theoretical basis. Empirical studies 

will be necessary to validate and refine this framework. Future research could incorporate the 

role of context in teacher and AI relationships and expand the study of human-AI relationships to 

other professional domains, thereby elucidating various patterns of human-AI relationships 

across fields and contributing to the development of a comprehensive theory to explain this 

crucial phenomenon — the relationships between humans and machines in the AI era. 

  



      

 

114 

 

References 

Abdelnour, S., Hasselbladh, H., & Kallinikos, J. (2017). Agency and institutions in organization 

studies. Organization Studies, 38(12), 1775–1792.  

Adair, A., Dickler, R., & Gobert, J. (2020). Supporting teachers supporting students: evidence-

based TIPS in a dashboard to guide inquiry scaffolding. In, Proceedings of the 

International Conference of the Learning Sciences 2020 (pp. 1769-1770). ISLS.  
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Abstract 

This exploratory study investigated a group of six science teachers’ teaching practice and 

experience with an advanced artificial intelligence (AI)-supported science learning and 

assessment system. Through inductive thematic analysis, this study revealed that AI provides 

substantial support to teachers, while concurrently, teachers actively support the work of AI 

during their engagement with and utilization of AI. Moreover, within the dynamic levels of 

teachers’ engagement with AI, two distinct perceptions of the roles of AI emerged among 

teachers, including considering AI as a facilitating tool and recognizing it as an interactive 

collaborator. Furthermore, three notable changes in classroom interactions were identified, 

including the implementation of individualized and personalized instruction and scaffolding, the 

adoption of data-driven and targeted pedagogical approaches, and shifts in teachers’ roles. The 

findings of this study indicate that the integration of AI in teaching practices has the potential to 

transcend the conventional roles of educational technology as a mere supportive tool, evolving it 

into a collaborative partner that fosters a supportive and reciprocal relationship between teachers 

and AI systems. Furthermore, the study underscores the necessity for teachers to cultivate new 

mindsets and highlights the significance of professional learning opportunities focused on the 

effective integration of AI into teaching practices. Finally, we recommend that future research 

endeavors the interplay between teachers’ pedagogical practices and their perceptions of AI 

within AI-integrated classrooms, thereby advancing our understanding of this subject matter.  

Keywords: Artificial intelligence, Human-AI interaction, Teacher experience, Qualitative 

case study  
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Introduction 

The progressive advancement of artificial intelligence (AI) has enhanced intelligent machines 

with the capability for engaging in dialogue, exhibiting cognitive and emotional interactions with 

human users (Guan et al., 2021), and undertaking cognitive tasks traditionally associated with 

humans, such as learning, thinking, and decision-making (Russell, 2010; Spector & Ma, 2019). 

Recent studies in AI technology have attracted considerable attention from diverse sectors of 

society, including the field of education. A broad spectrum of AI systems and tools, such as 

intelligent tutoring systems, educational chatbots, and automated scoring systems, have been 

increasingly integrated to facilitate and innovate teachers’ instructional practices. For instance, 

AI-enabled automatic scoring systems enable teachers to assess students’ dynamic sensemaking 

processes by leveraging a variety of constructs, such as essays (Mehmood et al., 2017), 

constructed responses (Nehm et al., 2012), scientific models (Matayoshi & Cosyn, 2018; Zhai, 

He, & Krajcik, 2022), and simulations (Gobert et al., 2016, 2023; Käser et al., 2017) and provide 

teachers with automatic scores and timely feedback, allowing instructional adjustments in a 

timely fashion (Zhai et al., 2020). Moreover, artificial intelligence (AI) has the capability to 

undertake multiple responsibilities and fulfill various roles that have traditionally been 

performed by teachers during the instructional process, including but not limited to monitoring 

student progress, guiding student learning, delivering personalized feedback, and even engaging 

in cognitive and emotional communication with students. Consequently, the field of AI in 

education exhibits a strong enthusiasm for utilizing AI to revolutionize the pedagogical 

paradigm.  
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The emerging pedagogical potential of AI in teaching practices enables intelligent 

machines to step into many roles previously performed by teachers within the classroom setting. 

Zhao (2006) characterized AI as not only an innovative but also a disruptive technology, thereby 

challenging the conventional conceptualization of technologies as mere tools or mediators 

(Jonassen, 1994; Jonassen et al., 1999; Taylor, 1980) for facilitating teaching. The integration of 

the innovative and disruptive AI technology into teaching practices has the potential to disrupt 

and transform the dynamics of interaction between teachers and technology. Correspondingly, a 

body of research has highlighted teachers’ apprehension and concerns pertaining to AI, including 

issues related to trust and the potential displacement of their professional roles by AI (i.e., 

Ciechanowski et al., 2019; Choi, Jang, & Kim, 2023; Van Pinxteren et al., 2019). Teachers 

experience a sense of threat emanating from AI’s consistent outperformance across multiple 

domains (Dietvorst et al., 2016), which in turn jeopardizes their competencies and opportunities 

and blurs the boundaries between the roles of teachers and AI (Serholt et al., 2014). Given the 

emergent concerns expressed by teachers, it is paramount to investigate how teachers encompass 

various AI systems in teaching and their experiences pertaining to integrating this nascent 

technology into their pedagogical realm.  

Through a comprehensive literature analysis, some scholarly inquiries have been 

conducted to understand the potential of an emergent relationship between teachers and AI 

(Holmes et al., 2019; Seufert et al., 2020) and identified two major research focuses in this 

emerging research area. Firstly, many studies focused on the design and effectiveness evaluation 

of AI systems that potentially promote human-AI collaboration (Holstein & Aleven, 2022; 

Holstein, McLaren, & Aleven, 2018; Horvitz & Paek, 2007; Wilder, Horvitz, & Kamar, 2020). 
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For instance, Holstein et al. (2018, 2022) developed and tested the effectiveness of smart glasses 

regarding their functionalities in promoting teachers’ complementary with AI and the 

implications for improving the design. Some studies reported the technical features of designing 

educational robotics to promote a collaborative modality involving human-robot interaction (i.e., 

Brink & Wellman, 2020; Edward & Cheok, 2018; Fang et al., 2020; Sharkey, 2016). Even 

though those AI systems have the features to support the complementary between teachers and 

AI, a lack of knowledge is generated regarding teachers’ experiences and perceptions of AI 

technology in their teaching practices.  

Secondly, the literature suggested some conceptual and empirical efforts in investigating 

the impacts of AI integration on the emergent relationship between teachers and AI. For instance, 

Schofield, Eurich-Fulcer, and Britt (1994) conducted an empirical investigation to explore the 

impact of integrating an AI tutor on classroom social presence. Their study identified the distinct 

roles of AI and teachers perceived by students, as well as the interplay mechanism among 

teachers, AI and students. Some recent studies have examined teachers’ experience of AI 

integration in different contexts. For instance, studies have explored the phenomenon of co-

teaching between machine tutors and teachers, as observed in the works of Bayne (2015), 

Holstein et al. (2019), and Kim et al. (2022b). Furthermore, investigations (i.e., Edwards et al., 

2018; Guilherme, 2019) have explored the dynamics of teacher-AI communication and its 

consequent influence on classroom relationships. Some researchers have conceptualized a 

transition from human-human interaction to a prospective human-AI interaction within AI-

integrated educational settings (Guilherme, 2019; Sharkey, 2016). Despite these efforts in 

investigating the potential influence of AI on classroom dynamics, the current state of scholarly 
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understanding in this field remains limited. There is a dearth of knowledge concerning how the 

integration of AI technology into pedagogical practices shapes teachers’ experiences and 

perceptions regarding the emergent roles of AI, as well as its potential for fostering a novel 

teacher-AI relationship. More importantly, according to a recent review study by Prahani et al. 

(2022) on the research trends of AI in education, only one of the six identified research trends 

(i.e., teaching method) directly addressed AI implementation in teaching, but with a specific 

emphasis on how teachers approach instruction in AI-integrated environments.  

This study explores the experiential and perceptual aspects of teachers’ emergent 

relationships with advanced AI technology within the context of classroom teaching. To achieve 

this research objective, we observed teachers’ classroom practices incorporating AI and 

conducted interviews to gather insights into their experiences and perceptions regarding the roles 

of AI in teaching. Specifically, the study was conducted in middle school science classrooms 

where teachers incorporated the Inquiry Intelligent Tutoring System (Inq-ITS) as a means of 

facilitating their science instruction. Inq-ITS is an advanced AI-supported system designed to 

support middle and high school science inquiry instruction, assessment, and scaffolding (Gobert 

et al., 2013, 2014, 2023). Inq-ITS encompasses (a) a virtual assistant that provides timely and 

personalized suggestions and feedback to support students’ inquiry practices and (b) a teacher 

interface that aids and facilitates teachers’ immediate and appropriate instructional adjustments. 

By examining this unique case of AI integration, the study aims to explore teachers’ perceptions 

of the roles of AI and the changes in classroom interactions resulting from the integration of AI 

into teaching practices. Through an in-depth analysis of teachers’ interactions with various 

features of Inq-ITS during their teaching practices, the study illuminates the dynamic nature of 



      

 

141 

 

the relationship between teachers and AI and its impact on classroom interactions. Acquiring this 

knowledge is of utmost importance for researchers, educators, and stakeholders in effectively 

designing and promoting the integration of AI, thereby ensuring the implementation of 

innovative instructional practices. The following three research questions guide the study:  

(1) How do teachers utilize and interact with an AI-supported science inquiry, 

assessment, and scaffolding system within their teaching practices?  

(2) How do teachers perceive the evolving roles of AI in facilitating and supporting their 

teaching? 

(3) What changes in classroom interactions emerge from integrating the AI-supported 

science inquiry, assessment, and scaffolding system?  

Literature Review 

Incorporating artificial intelligence into teachers’ instructional practices  

Artificial intelligence (AI) distinguishes itself from conventional computer programs as it draws 

inspiration from human neural systems to comprehend, learn, reason, make decisions, and take 

appropriate actions (Kok et al., 2009; Russell, 2010). The foundation of AI lies in the assumption 

and belief that human intelligence can be accurately described to the extent that a machine can 

emulate it (AI Darayseh, 2023) to perform complex tasks across various domains and tasks, such 

as smart homes, personalized healthcare, security systems, and self-driving vehicles (Spector & 

Ma, 2019). As AI continues to advance, it has increasingly been recognized as a crucial pillar in 

education and holds the potential to support teachers’ instruction and bring about transformative 

changes in their pedagogical practices.   
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In conjunction with integrating AI into educational settings, extensive research has been 

conducted to explore how teachers might integrate and interact with various AI systems to assist 

their instructional practices. Virtual teaching assistants (VTAs) and humanoid social robots have 

been the focus of many studies, investigating their functionalities and capacities to assist teachers 

and transform their instructional approaches in different educational contexts (e.g., Arruda et al., 

2019; Goel & Polepeddi, 2018; Topal et al., 2021). Conversational chatbots like Jill Watson 

(Goel et al., 2018) have been developed to autonomously make decisions in responding to 

student queries, grading assignments, and providing feedback through text or dialogue-based 

communication and interactions. Similarly, humanoid social robots functioned to adapt actions to 

students’ learning styles, personalities, and emotional states, offering personalized assistance 

(Fridin, 2014; Morita et al., 2018; Westlund et al., 2016). The literature suggests that VTAs and 

social robots engage in conversation-based interactions and exhibit human-like behaviors 

(Fridin, 2014) to assume roles such as tutors and teaching assistants, thereby substituting certain 

responsibilities and roles traditionally held by teachers, necessitating adjustments in teachers’ 

pedagogical paradigm.  

The literature on AI in education indicates that educators have increasingly utilized 

intelligent tutoring and adaptive learning systems to facilitate personalized learning resources 

and experiences for students, track their progress, and offer immediate feedback (Jamsandekar et 

al., 2020; Bagheri, 2015; Wang et al., 2020). The integration of those systems into formal and 

informal teaching contexts has significantly reduced teachers’ workloads and cognitive demands 

associated with assessment, and providing personalized scaffolding and feedback (Dickler, 2019; 

Gobert et al., 2013; Moussavi et al., 2016). Moreover, they enable teachers to monitor students’ 
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cognitive performance (Gobert et al., 2014, 2023b) and emotional states (Buttussi & Chittaro, 

2020; Zeng et al., 2018) in real-time, performing tasks that were previously unattainable by 

teachers. 

Integrating automated assessment systems into the teaching and learning process has 

brought about significant innovation and transformation in teachers’ instructional practice, 

particularly in assessment activities. These systems have the capacity to recognize and 

automatically score students’ dynamic responses (Ahn & Lee, 2016, Gobert et al., 2023b), such 

as essays (Mehmood et al., 2017), constructed responses (Li et al., 2019 a, b, c; Nehm et al., 

2012), drawings (Matayoshi & Cosyn, 2018; Zhai et al., 2020), simulations (Gobert et al., 2023b, 

Käser et al., 2017), and games (Karen et al., 2021). This encourages teachers to employ authentic 

and performance-based assessments (Spikol et al., 2018) instead of relying primarily on 

traditional multiple-choice items to assess students’ complex cognitive skills and higher-order 

thinking. Automated assessment systems offer teachers prompt scoring and personalized 

feedback (Jamsandekar et al., 2020; Kara & Sevim, 2013), enabling them to make data-informed 

pedagogical adjustments. Thus, these systems ambitiously position themselves within teachers’ 

classroom assessment practices, not only as substitutes for teachers in scoring but also as 

promoters of AI-based innovative assessment practices, and in turn, instructional practices (Zhai, 

2021).   

The integration of various AI systems into teachers’ instructional practices aims to pursue 

desired and transformative pedagogy. Unlike conventional technologies, AI is manifested to 

participate in classroom decision-making processes, either by autonomously making decisions 

through interaction with the environment or by supporting teachers’ data-driven decision-
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making. Educational AI systems strive to generate optimal decision algorithms (Peng & Zhu, 

2019) and employ intensive learning techniques to facilitate effective human-computer 

collaboration (Fang et al., 2020). By engaging in decision-making processes, both teachers and 

AI systems leverage their respective strengths and synergistically contribute to personalized 

education. 

Teachers’ perceptions of the roles of artificial intelligence  

The pedagogical potentials of artificial intelligence (AI) in transforming and supporting teachers' 

instructional activities represent a notable departure from the functionalities typically associated 

with traditional technologies. Unlike traditional technologies, which have traditionally been 

employed as tools or mediators to address specific problems or achieve predefined goals in 

facilitating human-human interactions (Jonassen, 1994; Jonassen et al., 1999; Taylor, 1980), AI 

possesses the capacity to undertake human cognitive tasks and assume responsibilities akin to 

those of teachers in classroom settings (Bughin et al., 2018; Lee et al., 2015). Consequently, the 

advancement of AI systems has given rise to a new form of human-system interaction, 

prompting the need to investigate how teachers perceive the emergence of AI in their 

pedagogical practices (Schuetz & Venkatesh, 2020). 

Teachers’ perception plays a crucial role in understanding their technology 

implementation and practices (Ghavifekr et al., 2016; Ibili et al., 2019). In the context of AI 

integration in education, several studies have investigated teachers’ perceptions of AI using the 

technology acceptance model (TCM). For example, Chocarro et al. (2023) identified that 

teachers’ perceived ease of use and usefulness of chatbots lead to higher engagement with 

chatbots. Similarly, Choi et al. (2023) proposed a revised TCM by incorporating teachers’ 
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perceived trust and found that the perceived usefulness, perceived ease of use, and perceived 

trust of educational AI tools are determinants in understanding teachers’ acceptance and use of 

AI. AI Darayseh (2023) and Wang (2021) used TCM to explain how teachers’ perceived ease of 

use and expected benefits positively correlated with their behavioral intentions with AI in 

science classrooms.  

While the TCM model can explain the correlation between components of teachers’ 

perception of AI and their adoption and behavioral intentions towards AI, previous investigations 

have primarily focused on teachers’ attitudes towards AI accessibility, without providing 

information on how teachers experience and perceive the unique nature of advanced AI 

technology. To address this gap, Serholt et al. (2014) conducted a teacher interview and 

concluded that teachers viewed robot tutors as tools to engage students in group learning and 

gather information on students’ learning progress. Similarly, through a large-scale survey, 

Chounta et al. (2022) reported that the majority of participating teachers perceived AI as a 

teacher-facing tool to support them in accessing, adapting, and using multimodal content. The 

limited research on teachers’ perceptions of the roles of AI mainly supports the claim that 

teachers view AI as a helpful tool in supporting their instructional practices. Therefore, further 

exploration is crucial to understanding how teachers perceive the roles of AI through their 

interactions with AI technology, thereby advancing our comprehension of the emergent teacher-

AI relationship.  

The teacher and AI relationship for dynamic classroom interactions  

In traditional educational settings, a teacher-guided approach is typically employed, wherein 

educators address the entire class as a collective entity, utilizing conventional technologies as 
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tools or mediators. However, the integration of AI in education has demonstrated its potential to 

surpass other instructional methods in enhancing students’ learning outcomes, primarily 

attributable to its personalized nature (du Boulay, 2016). As a result, students have exhibited a 

preference for AI assistance over teacher guidance across a range of tasks (Goel & Polepeddi, 

2018; Schofield et al., 1994). The “guide-feedback” interaction between teachers and students is 

altered due to the participation of AI in classroom relationship dynamics and teachers’ 

collaborative teaching with AI (Fang et al., 2020). 

Empirical research has begun to delve into the mechanisms through which teachers and 

AI form a collaborative teaching mode. For example, Divekar (2020) investigated learners 

engaging in conversation with an AI-supported chatbot while teachers supported the learning 

process by providing feedback and managing group dynamics. Hsu et al. (2021) discovered that 

the chatbot played the role of a conversational partner, while teachers assumed the roles of needs 

analysts and group process managers. Holstein et al. (2019) developed an AI-based classroom 

orchestration tool to assist teachers in classroom management and decision-making processes. In 

AI-enhanced learning communities, some researchers have posited that classroom orchestration 

fosters collaboration between teachers and intelligent machines, with teachers occupying a 

central role in driving learning activities (Ji et al., 2023; Roschelle et al., 2013). Humble and 

Mozelius (2019) exemplified systems of AI-supported teaching and teacher-supported AI. 

However, Ji et al. (2023) and Roschelle et al. (2020) have argued that the existing literature lacks 

robust evidence to substantiate the mechanism of human-AI collaboration in classrooms, 

particularly from the perspective of teachers’ perceptions and experiences.  
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The integration of AI is anticipated to bring about transformative changes in teachers’ 

many roles in classrooms (Baker, 2016; Holstein et al., 2020; Kim et al., 2022a). AI systems can 

effectively address repetitive and time-consuming tasks (Bryant et al., 2020), thereby enabling 

teachers to allocate their effort to provide personalized scaffolding and make instructional 

adjustments utilizing AI insights (Wang, 2021). Prior field studies have found that as student 

work with AI systems, teachers are liberated to provide one-on-one guidance to students who 

require additional assistance as they circulate through the classrooms (Holstein, McLaren & 

Aleven, 2017; Kessler, Boston, & Stein, 2019; Miller et al., 2015; Schofield et al., 1994). 

However, Ji et al. (2023), in their systematic review, found a lack of comprehensive discussion 

and definition regarding teachers’ roles in AI-integrated contexts, highlighting the need for 

further exploration of this construct to understand the potential shifts in teachers’ roles.  

To depict the teacher and AI relationship and the corresponding changes in classroom 

dynamics, we proposed a teacher-AI pedagogical partnership (TAIPP) conceptual framework in 

Chapter 3 (see Figure 4.1). In the proposed conceptual framework, we outlined the TAIPP in 

three dimensions: (1) two social agents (i.e., teacher, AI); (2) the interdependent and independent 

relationship, and (3) the partnering agency between teachers and AI for desired pedagogical 

goals. We further conceptualized the impacts of TAIPP on teachers in four areas, including 

pedagogy, cognition, emotion, and classroom interaction. The proposed conceptual framework is 

comprehensive, demanding a series of studies to investigate the emergent teacher-AI relationship 

when integrating various AI systems into teaching practices and unpack the consequences in 

each area. In the current study, we focused on Inq-ITS, a particular AI system that supports 

teachers in scientific inquiry instruction, assessing students’ performance in practice, and 
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providing individualized and timely scaffolding to understand teachers’ perceptions of their 

relationship with AI. In addition, we explored the impact of the teacher-AI relationship in two 

areas—pedagogy and classroom interaction. 

 

 

Figure 4.1. The proposed teacher-AI pedagogical partnership framework, see Chapter 3.  

 

Method 

The understanding of teachers’ teaching practices and experiences concerning technology 

integration is widely regarded as a subjective, dynamic, and social process, rather than an 

objective reality that can be examined experimentally (Guetterman & Fetters, 2018). Therefore, a 

qualitative research methodology was deemed suitable for this study (Baxter & Jack, 2018; 

Creswell & Creswell, 2017). Specifically, a qualitative exploratory case study approach (Yin, 

2014) was employed with the aim to “search for the discovery of meaning and essence in 

significant human experience with technology” (Douglass & Moustakas, 1985, p. 40). The focus 

of this investigation was on an in-depth exploration of teachers’ engagement with an advanced 
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AI system and their corresponding perceptions and experiences, an understudied area with 

limited theoretical understanding and empirical knowledge. Hence, an exploratory case study 

design was proposed to shed light on this topic. In this study, a case referred to an individual 

participating teacher, with an emphasis on the significance and dynamic nature of their practices 

and experiences related to AI integration rather than the frequency of such occurrences (Van 

Maanen, 1979).  

The inquiry intelligent tutoring system 

In this study, the Inquiry Intelligent Tutoring System (Inq-ITS, https://www.Inq-ITS.com) served 

as the designated AI system for examining teachers’ practices in integrating AI and exploring 

their corresponding relationship with AI. Inq-ITS represents an AI-supported virtual 

environment designed to facilitate science learning, assessment, and scaffolding environment 

(Gobert et al., 2013; 2014). It incorporates advanced AI technologies, including machine 

learning, natural language processing, and knowledge engineering. Notably, Inq-ITS offers 

support to students in engaging in authentic scientific inquiries through the use of virtual labs 

that can track their progress and provide timely and individualized guidance and feedback 

(Gobert et al., 2013, 2023b). In addition to its focus on student users, Inq-ITS distinguishes itself 

by providing teacher support, enabling effective monitoring of student progress and identifying 

their challenges to provide personalized scaffolding. Figure 4.2 displays the workflow of the Inq-

ITS system. The effectiveness of the system has been extensively evaluated through various field 

testing involving approximately 17,000 teachers and their students, with a primary focus on 

assessing its impact on science learning outcomes and assessment practices. Given the increasing 

popularity of this advanced AI system among teachers, this study aims to specifically explore 

https://www.inqits.com/
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teachers’ experiences with Inq-ITS, particularly on their interactions with AI and the emergent 

teacher-AI relationship. In what follows, we introduce the key features of Inq-ITS.  

 

 

Figure 4.2. The workflow of the Inquiry Intelligent Tutoring System.  

Note: Students conduct scientific inquiry in the virtual learning environment. AI algorithms 

automatically assess their inquiry activities. The virtual tutor supports students’ learning in 

real-time. The AI-generated teacher reports and alerts in the teacher dashboard support 

teachers’ instruction, scaffolding, and assessment practices. Adopted from Gobert et al. 

(2023b). 

 

The Virtual Learning Environment within Inq-ITS offers an extensive range of 

simulation labs, covering earth science, life science, and physical science for middle and high 

school levels. Each lab includes several activities, providing students with opportunities to 

engage in diverse virtual scientific inquiry investigations. These simulations adhere to a 

structured framework that encompasses various stages, including hypothesis formulation, data 

collection through multiple trials, evidence analysis, and report communication following the 

claim-evidence-reasoning format (Dickler, 2019; Gobert et al., 2013; Paquette et al., 2014). 
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Notably, Inq-ITS leverages advanced AI capabilities to automatically analyze and score students’ 

performance at each stage of the virtual lab, facilitating timely and personalized feedback 

(Gobert et al., 2013; Moussavi et al., 2016).  

The Virtual Tutor, as an integral part of Inq-ITS, leverages insights from student 

interactions with the virtual learning environment to effectively guide students in their scientific 

investigations (Dickler, 2019). It identifies individual students’ challenges encountered at various 

stages of the inquiry process, offering tailored hints and feedback. These prompts designed and 

incorporated in the virtual tutor aim to direct and hone students’ skill acquisition of specific sub-

components of inquiry practices to progress further. By analyzing students’ interactions with the 

system, the Virtual Tutor customizes hints according to each student’s unique inquiry path. 

Students who are progressing well with inquiry proceed with the provided hints and tips as 

needed. 

Inq-ITS integrates the Teacher Dashboard as a means of facilitating the communication 

between teachers and the system, as well as providing teachers with AI-driven insights and 

support (Dickler, 2019; Gobert et al., 2016; Gobert et al., 2018). The feature equips teachers with 

three distinct types of actionable data (i.e., teacher reports, real-time teacher alerts, and teacher 

inquiry practice support), enabling them to enhance their pedagogical approaches and deliver 

personalized instruction and scaffolding. The teacher reports, using color coding to display 

students’ different levels of proficiency in scientific inquiries, allows teachers to easily visualize 

students’ progress and identify their weaknesses (see Figure 4.3), such as those who were 

struggling or not performing as expected. The generated teacher reports in Inq-ITS offer valuable 
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insights into the progress of individual students as well as the overall classroom, enabling 

informed decision-making. 

 

 

 

Figure 4.3. The screen captures of classroom-wide (upper) and individual-level (bottom) 

teacher reports from participating teachers’ teacher interface in Inq-ITS, copyright permission 

was granted.   

 

The second feature of the teacher dashboard is the real-time teacher alerts, which provide 

timely alerts regarding students who require assistance and identify specific areas in which they 

are facing challenges, empowering teachers to address student needs promptly (Dickler, 2019). 

(see Figure 4.4). The third feature is the Teacher Inquiry Practice Support (TIPS, Adair et al., 

2020), which encompasses four types of pedagogical strategies and suggestions to guide teachers 
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in effectively instructing inquiry practices, particularly when teachers are confronted with 

challenges in scaffolding students (Adair et al., 2020; Gobert, 2019) (see Figure 4.5).  

 

 

Figure 4.4. The screen captures of real-time teacher alerts from participating teachers’ teacher 

interface in Inq-ITS, copyright permission was granted.   

 

 

Figure 4.5. The screen captures of TIPS from participating teachers’ teacher interface in Inq-

ITS, copyright permission was granted.   
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Research site  

This study was conducted in a medium-sized public middle school located in the southeast 

region of the United States. The school, referred to as Whittemore Middle School to ensure 

anonymity and confidentiality, serves approximately 650 students in grades six, seven, and eight 

from diverse racial and socioeconomic backgrounds, including 59% white students, 20% 

Hispanic students, 14% African American students, and 7% from other backgrounds, primarily 

Asian. Moreover, approximately 57% of the students are classified as economically 

disadvantaged, and 6% are identified as English language learners. Whittemore is acknowledged 

as a well-functioning educational institution for integrating advanced educational technologies. 

Each classroom is equipped with interactive whiteboards, providing interactive and engaging 

learning experiences for students. Additionally, both students and teachers have access to 

Chromebooks and the Internet, which enables them to utilize various technology programs and 

resources to enhance the teaching and learning process. The school has nine science teachers. As 

part of its commitment to enhancing science teaching and learning, Whittemore introduced Inq-

ITS into science classrooms during the current academic year. 

Participants 

Participant recruitment 

Utilizing a convenience sampling approach (Etikan, Musa, & Alkassim, 2016) to target a 

particular group of interest (Pedhazur & Schmlkin, 1991), six science teachers from Whittemore 

were recruited as participants in this study. All nine science teachers expressed their enthusiasm 

for incorporating AI into their science classrooms and voluntarily provided their consent to 

participate in this study at the very beginning of the academic year. However, due to 
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considerations of the alignment of Inq-ITS lab topics with their ongoing science classrooms, only 

six teachers actively incorporated Inq-ITS into their science lessons, thus being eligible to be the 

participants of this study. This selection ensured that the study captured a representative sample 

of teachers who had hands-on experience with Inq-ITS and could provide valuable insights based 

on their practical engagement with the AI-supported learning environment.  

The professional background of participants 

Participating teachers completed a survey to provide their demographic and professional 

information at the very beginning of the study. Table 4.1 provides an overview of the collected 

data, with pseudonyms used to maintain participant confidentiality. The surveyed teachers 

exhibit a range of experience levels in science teaching, with two teachers categorized as novices 

(with less than five years of teaching experience) and four teachers classified as seasoned (with 

more than six years of teaching experience). The survey particularly asked teachers to identify 

the technology tools they typically utilized to support their teaching practice. The reported 

technologies included Chromebooks, Google Classroom tools, and various popular programs 

such as Quizizz and simulations. These tools were commonly employed to prepare and deliver 

science lessons, as well as to engage students in interactive science activities. Additionally, the 

teachers were surveyed regarding their prior knowledge of AI. Interestingly, only one teacher, 

Chelton, indicated having a basic understanding of AI and some previous experience with its 

application. Specifically, Chelton mentioned utilizing an AI-supported lesson plan automatic 

generator called Curipod during lesson planning.   
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Table 4.1. The demographic and professional backgrounds of the participants 

Name Gender Grade Science 

teaching  

Traditional technologies used in 

teaching  

Prior AI 

knowledge 

Anna Woman Six More than 

15 years 

Microsoft tools, Google tools, 

Generation Genius, Infinite 

Campus 

No 

JaFull Woman Six 6-10 years google classroom, progress 

learning 

No 

Sarer Woman Six 3-5 years interactive tv, Chromebooks, 

google slides, EdPuzzle 

No 

Tidams Man Eight 10-15 years Chromebook, quizizz No 

Chelton Woman Eight 6-10 years online quiz, game, Nearpod Some 

knowledge 

Rapless Woman Eight 1-2 years PhET Simulation quizizz, quizlet, 

Canvas 

No 

 

The teaching practice features of participants before implementing Inq-ITS  

Given the study’s focus on exploring teachers’ innovative practices with Inq-ITS and the 

evolving classroom interactions, it is imperative to comprehend the teaching practices within 

regular classrooms. Thus, we observed teachers’ traditional classroom practices and conducted 

pre-interviews before their implementation of Inq-ITS. Following the inductive coding approach, 

four features of participating teachers’ teaching practices in regular classrooms were identified 

from the two datasets, even though some variation among teachers. 

First, science teaching primarily took place in group-based settings, using a lecture-

oriented approach, where all students worked on the same materials regardless of their 

performance level. Teachers had control over the content and learning activities, functioning as 

the “strategic pivotal figure in the group” (Goodlad, 1984). The classroom routine typically 

involved reviewing previous content through activities like online review games. Teachers then 

continued with lecture-style of teacher-guided group work, using slides. Following this, students 
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were given individual activities or problems related to the lesson, while the teacher managed the 

classroom order, inspected students’ work, and provided explanations when needed.  

 Second, classroom norms emphasized teacher control, with teachers managing student 

behavior and enforcing rules. Task-oriented discussions among students were not encouraged, 

although it was tolerated when students worked on their individual work. Third, it was observed 

that the teacher-student interaction predominantly manifested as unidimensional, characterized 

by teachers assuming the role of facilitators through the use of questioning techniques, while 

students primarily engaged in interaction when seeking assistance or guidance. Teachers rarely 

actively approached students to provide targeted assistance. More importantly, most questions 

students asked were simple, such as task clarification and  procedures. Fourth, the emotional tone 

in the classrooms was generally flat, with one teacher, Chelton, bringing a level of enthusiasm to 

her class by using hands-on activities and various technology tools to engage students. No 

teacher significantly differed in pedagogical practices or technology use from their peers. 

Data collection 

To answer the research questions, we collected two sources of data, including Inq-ITS-integrated 

classroom observations and semi-structured teachers interviews after Inq-ITS implementation. 

Those methods were chosen to accommodate the limited understanding of teachers’ natural 

experiences with advanced AI systems, necessitating a flexible and exploratory approach.  

Classroom observations 

Participant classroom observations served the purpose of providing first-hand knowledge and 

verifying and complementing data obtained from individual teacher interviews. A team of three 

observers utilized the AI Classroom Observation Sheet (AI-COS) (see Appendix B) to observe 
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each Inq-ITS-integrated classroom. The AI-COS was developed iteratively following a 10-

minute interval observation approach (Parker et al., 2019). Observations were conducted using 

the full field note method of data collection (Olson, 1976), which involved taking field notes as 

factual and correctly descriptive as possible to avoid unwarranted inferences. The observation 

focused on the classroom context, teachers’ and students’ actions and interactions, and the 

utilization of various features of Inq-ITS by teachers and their reactions.  

Each teacher taught multiple levels of classes, such as Advanced and Regular classes, 

throughout the day. The observed classrooms were not purposefully selected based on students’ 

performance levels but on logistical considerations. Teachers were given the flexibility to 

integrate Inq-ITS into their classrooms at a time they deemed convenient based on their 

curriculum and timetables. Their choices regarding student groups, learning environments, 

lesson topics, teaching materials, and methods provided insights into how they utilized Inq-ITS 

to promote scientific inquiry activities in their specific contexts. Before the observations, four 

teachers had baseline practices with Inq-ITS. We observed that teachers in the same grade 

implemented the same lab topic and assigned different numbers of lab activities to their students. 

In total, we observed 15 classes on two different lab topics (see Table 2). Immediately after each 

classroom observation, the reflection notes were written to reflect the fresh memory of the 

observed events.  

It is essential to acknowledge the “two-realities problem” (Smith & Geoffrey, 1968), 

which refers to the possibility that the recorded notes may not capture everything that occurred in 

the classrooms. Hence, a source of potential bias is the possibility of selectively recording certain 

types of events, which is impossible to avoid completely in qualitative observations. To 
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minimize potential bias, two observers were assigned to observe the same lab activities 

happening in some teachers’ different classrooms. Comparisons and discussions between 

observers helped identify individual biases and preconceptions.  

 

Table 4.2. The Inq-ITS-integrated classroom observation information 

Teacher Lab topic # of lab activities 

observed * 

# of classes 

observed 

Baseline 

Practice  

Anna Flower 2 2 Yes 

JaFull Flower  1 2 No 

Sarer Flower  2 2 Yes 

Tidams Electricity & 

Magnetism  

2 2 No 

Chelton Electricity & 

Magnetism 

3 4 Yes 

Rapless Electricity & 

Magnetism 

2 3 Yes 

Note: *Each Inq-ITS lab topic has three to four lab activities for achieving different goals.  

 

Interviews 

All six teachers participated in the pre-and post-interviews. Given the scarcity of literature on 

interviewing teachers about their AI integration practices, we iteratively developed and revised 

the interview protocols based on the purpose of the study. The pre-interview invited teachers to 

reflect on their regular science teaching practice and technology use and lasted on average 16 

minutes (see Appendix C).  

The post-interview, took on average 40 minutes, aimed to explore how teachers used and 

interacted with different features of Inq-ITS, as well as their perceptions and experiences 

regarding the emerging roles of AI and the subsequent changes in classroom interactions (see 

Appendix D). To gather detailed information, we formulated questions that encouraged teachers 
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to provide descriptions and examples. For example, we asked questions such as, “How does Inq-

ITS impact your support and interaction with students?” and followed up with a request for 

specific examples to illustrate their viewpoints. All interviews were conducted face-to-face at the 

teachers’ convenience within the school premises, and audio recordings were made with the 

teachers’ consent.  

Data analysis 

The research questions guided the analysis of interview and classroom observations by coding 

the data based on teachers’ engagement with Inq-ITS, as well as their experiences and 

perceptions. For RQ1, which examined teachers’ use and engagement with Inq-ITS features, the 

post-interview and classroom observations data were analyzed to extract different engagements. 

For RQ2, which aimed to classify the perceived roles of AI by teachers, the post-interview data 

were analyzed. Finally, as RQ3 identified emergent changes in classroom interactions that were 

promoted by teachers’ Inq-ITS implementation, classroom observation and post-interview data 

were used.  

Before coding, audiotaped interviews were transcribed. Classroom observation sheets and 

observer reflection notes for each teacher were organized and indexed. We then read all data for 

each case several times before actual coding for data familiarization. Given the exploratory 

research design of this study, we adopted an inductive coding thematic analysis approach (Braun 

& Clarke, 2006), following the framework and procedures proposed by Miles and Huberman 

(1984) with two major cycles: initial coding and pattern coding.  

Initial coding phase. The first coder independently conducted line-by-line coding using 

the post-interview and Inq-ITS-integrated classroom observation data from the first case, 
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generating initial descriptive codes. The second coder verified these initial codes, and any 

discrepancies were discussed until a consensus was reached. Subsequently, the first coder codes 

the remaining cases, applying initial codes or generating new ones. To ensure the rigor and 

trustworthiness of the initial coding, the first-cycle coding results were debriefed with a third 

coder. In total, we generated 125 codes.  

Pattern coding phase. After completing the initial coding process, we proceeded to 

search for themes by conducting code grouping and categorization. For example, within our 

dataset, we observed clusters of some codes around the interactions between teachers and Inq-

ITS. Upon closer examination, we determined that these codes either focused on AI providing 

support to teachers, or on teachers’ responses to additional support for AI, which resulted in two 

themes for answering the research question one. After iterative classifications and recognition of 

codes and removing some codes unrelated to our exploration, Eventually, we generated nine 

distinctive themes, two around teachers’ engagement with AI, two around teachers’ perception of 

AI roles, and three around the emerging changes in classroom interactions. These themes 

provided a mapping of the interview and observation data in relation to our research questions. 

Upon the completion of this phase, we proceeded to engage in member checking with a cohort of 

four participating teachers via Zoom and phone. This process involved sharing the themes we 

had identified and engaging in discussions to address any disparities or inconsistencies pertaining 

to the utilization of their respective quotes as evidentiary support for each theme. Appendix E 

presents the data analysis process with examples of initial codes and overarching themes. The 

frequency of codes and excerpts among the themes and categories is depicted in Appendix F. 
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Trustworthiness. To respond to the uncertainty of data quality and lack of reliability of 

case studies (Yin, 2014), we employed specific criteria and rules to establish the trustworthiness 

of our findings, namely credibility, transferability, dependability, and conformability (Lincoln & 

Guba, 1985). To ensure credibility, we employed data triangulation (Denzin, 2017), comparing 

and contrasting the findings from individual teacher interviews and classroom observations to 

ensure consistency. This approach entailed minimizing potential issues with each data source and 

allowed us to analyze and interpret the data while being mindful of any biases that could arise. 

Additionally, extensive peer debriefing (Lincoln & Guba, 1985) sessions were conducted among 

three coders to discuss and reach a high level of agreement on data coding, analysis, and 

interpretation. We further employed the method of member checking (Lincoln & Guba, 1985), 

seeking clarifications and interpretations from the participants throughout the process of 

meaning-making, thereby ensuring a comprehensive and collaborative exploration of the data. 

For transferability and dependability, we sought to provide a thick description of the context of 

the investigation (Geertz, 1973), allowing readers to assess the degree of similarity between the 

study’s sites and the receiving ones. This comprehensive description enables readers to 

determine the applicability of our findings to different contexts. Conformability was achieved 

through peer debriefing, which involved seeking input and feedback from peers using various 

formats. This iterative process ensured that different perspectives were considered and that the 

findings accurately represented the data collected. 

Findings 

To answer the research questions on participants’ engagement with Inq-ITS, their perceptions of 

the evolving roles of AI within teaching practices, and the emergent changes on classroom 
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interactions as a result of AI integration, we reported the emerging themes and corresponding 

sub-themes from our inductive thematic analysis in this findings section, supported by interview 

excerpts and classroom observation notes.  

Regarding the various features of Inq-ITS, all six teachers included the virtual tutor when 

assigning the lab activities to their classes. They all utilized real-time teacher alerts in classes to 

seek AI insights on student challenges. Four teachers (Anna, Sarer, Chelton, Rapless) extensively 

utilized the teacher report both within the class setting and after class, Sarer and Chelton actively 

elicited pedagogical support from TIPS.  

A mutual and supportive engagement between teachers and Inq-ITS  

To answer RQ1 regarding teachers’ meaningful utilization and interaction with the advanced AI 

system within their teaching practices, we identified two primary themes across all participants, 

through a comprehensive analysis of teacher post-interview and Inq-ITS-integrated classroom 

observation data, including (1) AI offers teachers substantial supports and (2) teachers actively 

support the work of AI. Within each theme, we identified three sub-themes to describe the 

interaction between teachers and AI. 

AI offers teachers substantial supports 

The theme was identified through our analysis of teachers’ engagement with each individual 

feature (i.e., real-time teacher alerts, teacher reports, and TIPS) within the Teacher Dashboard.  

The teacher alerts support teachers in identifying student challenges in real-time. All six 

teachers actively employed and engaged with the real-time teacher alerting feature of Inq-ITS to 

provide scaffolding support to students during their scientific inquiry processes, as exemplified 

in Figure 4.6. They acknowledged that real-time teacher alerts support their prompt identification 
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of students encountering substantial difficulties or hesitating to seek assistance. Sarer stated that, 

“I like that even when kids are doing stuff, it helps me figure out who actually needs help… I did 

have alerts that were popping up constantly of this kid needing help with this. So that helps 

especially when some students are too afraid to ask.” Consequently, teachers proactively 

approached particular students and offered specific assistance before students sought their help.  

Our analysis further revealed the variations among teachers on their engagement with 

real-time teacher alerts. Three teachers, namely JaFull, Anna, and Tidams, were observed to have 

a relatively low level of incorporation of the data from real-time teacher alerts into their 

instructional and assessment practices in classrooms. They either scaffolded a smaller number of 

students in one class or checked the real-time teacher alerts less frequently compared to other 

teachers. This can be attributed, to some extent, to their absence of personal laptops or iPads 

within classrooms, impeding their ability to access AI data while mobile. Additionally, Tidams 

expressed physical and cognitive challenges in constantly remaining on the screen due to his low 

preference in integrating technology into teaching.  

The other teachers (Chelton, Sarer, Rapless) were observed to demonstrate a high level of 

involvement of real-time data and AI insights from teacher alerts into their individualized 

scaffolding and instruction. They carried personal laptops while mobile and constantly monitored 

and checked the latest alerts throughout the entire class session. These teachers took a proactive 

and responsive approach to address individual students’ needs based on the information offered 

by the real-time teacher alerts. During the interview, Chelton emphasized how she used the real-

time teacher alerts to identify students’ specific needs even before they sought assistance, stating, 

“it would tell me, which kid needed what and when, .... It helps me know which kids need my 
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help faster than they know that they even need help.” Likewise, Rapless reported that this 

function constantly informed her about a student who repeatedly modified the incorrect variable, 

enabling her to provide direct assistance.  

 

  

Figure 4.6. Real-time teacher alerts provide teacher support in classrooms. 

 

The teacher reports provide teachers information on student progress. Our data analysis 

indicated that four out of six teachers (i.e., Anna, Serar, Chelton, Rapless) proactively sought 

insights on student progress from teacher reports, primarily prior to or after conducting one lab 

inquiry. 

Anna primarily reviewed students’ written responses and the AI-generated feedback 

available in teacher reports to provide students with corresponding feedback, typically delivered 

on the following day of the class. 

The other three teachers demonstrated a high level of engagement with the teacher 

reports feature, utilizing its data with various purposes. Firstly, by leveraging the information 

extracted from teacher reports regarding the observed common challenges among students, these 
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teachers were able to deliver specific and targeted guidance and instruction to the entire class. 

Sarer, for instance, after noticing their persistent struggles in forming hypotheses and collecting 

data across multiple labs, “has been doing warmups in the regular classrooms for the past two 

weeks on identifying independent and dependent variables and formulating hypotheses based on 

a goal.” Similarly, Repless explained that “I think the after reports help drive the instruction of 

where I should go afterward. Do they get it? Do I feel like they understood the topic? Or do I 

need to readdress something, or can I extend the topic in some way?” Those post-lab instructions 

demonstrated how teachers actively used the teacher report feature to acquire valuable 

information to prepare for future lessons. 

Secondly, teacher reports support teachers in understanding students’ progress curves and 

providing particular support to individual students or specific classes in preparation for future 

lessons. Chelton noted that,  

From the beginning months to the ones we did, and being able to see, I get it like, now 

my kids are dark blue instead of orange with like hypothesis, data collection. Some kids 

are still struggling, as a whole, they are getting the growth in understanding the scientific 

process, and they can prove it with the data. (Note: dark blue color indicates a higher 

score, orange color indicates a lower score). 

Teacher reports, for instance, informed Rapless that a high-performing student obtained 

zero scores in every step of an inquiry activity, enabling her to promptly engage in 

communication with the student to identify and address the underlying problems immediately in 

class.  
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Teacher inquiry practice support provides teachers with expert advice. The data revealed 

that Sarer and Chelton actively utilized and engaged with TIPS during their classroom 

instruction and scaffolding activities. They primarily implemented one or more types of 

pedagogical suggestions from TIPS to support their scaffolding efforts. Sarer specifically 

expressed her appreciation for the expert advice provided by TIPS, which she could incorporate 

directly into her scaffolding of students. She mentioned that this distinct feature sets Inq-ITS 

apart from traditional technologies that often fall short in offering solutions to teachers, stating,  

It helped me know as a first-year science teacher what I need to be telling them to fix it. 

Instead of me trying to figure out what they're supposed to know. It tells me what they’re 

supposed to know.” Whereas “other technology programs just assume that teachers know 

how to help students without offering solutions. – Sarer (post-interview) 

Chelton expressed that she directly utilized sentences from TIPS to initiate conversations 

with individual students and deliver instructions to the entire class when faced with challenges in 

scaffolding students, drawing upon her professional expertise in addressing specific difficulties. 

Figure 4.7 is an example, capturing teachers’ utilization of TIPS within the classroom setting 

while providing scaffolding support to a particular student. 

Additionally, our findings revealed challenges that teachers encountered in integrating 

TIPS into their instructional practices. Some teachers expressed concerns regarding the reliance 

on predetermined instructions provided by TIPS for each step, posing a challenge to the 

integration of their knowledge and experience into the instructional process. Moreover, certain 

teachers reported frequent overlooking of TIPS due to the small size and light color of the TIPS 

button, as well as its placement within the constantly changing teacher dashboard interface.  
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Figure 4.7. Classroom photo of teachers scaffolding students using TIPS.  

 

Teachers actively support the work of AI 

Three sub-themes emerged from the data, highlighting the active support provided by teachers in 

facilitating the work of AI.  

Teachers preparing students with sufficient prior knowledge prior to using Inq-ITS. The 

classroom observation revealed that teachers prepared students with important prior knowledge 

(e.g., key inquiry terminology) and appropriate procedure to conduct scientific inquiries prior to 

lab activities in Inq-ITS. Five teachers, except for Tidams, imparted the necessary prior 

knowledge to students by utilizing varied experimental scenarios and guiding questions at the 

very beginning of the class (see Figure 4.8). For example, teachers instructed students to 

understand critical terminologies in Inq-ITS, such as understanding what the hypothesis is, how 

to test the hypothesis, and the proper way to conduct scientific experiments by changing one 

variable each time.  
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Figure 4.8. Teachers prepare students for Inq-ITS by providing some key inquiry terminology. 

 

Teachers facilitate Inq-ITS during its guidance of students’ independent learning. The data 

analysis indicated that teachers provided continuous support for Inq-ITS by frequently reminding 

students of the appropriate steps in working on Inq-ITS. In particular, teachers provided 

guidance to students on essential procedures and demonstrated proper scientific inquiry practices 

as needed. When students were off track, teachers advised them to “collect data to match what 

you are looking for” (Chelton classroom observation) and “try to obtain as much data as possible 

to support your hypothesis” (Rapless classroom observation). Furthermore, teachers modeled 

proper scientific inquiry techniques for the entire class by guiding them to reiterate the lab goal, 

structure their hypotheses, and modify one variable each time to collect data. 

Additionally, all teachers constantly directed students to follow the feedback and tips 

provided by the virtual assistant, Rex. Rapless advised students, “There is a dinosaur called Rex, 

you should listen to him.” Chelton encouraged and suggested students to trust Rex and read the 

feedback from it carefully. She commented that Rex will guide students to the appropriate 

direction of the inquiry practices. Sarer advised students to “read carefully about the tips from 
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Rex, click what should you do next instead of clicking ok.” Likewise, JaFull referred to Rex as a 

“virtual tutor” who would provide assistance if students failed to make scientific sense.  

Teachers step in to help when Inq-ITS is insufficient in guiding students’ learning. The data 

indicated the low accessibility of Inq-ITS for certain groups of students, such as English 

language learners (ELLs) and those with low reading abilities, who struggled to understand and 

apply the tips provided by the virtual assistant, Rex. Some students even perceived Rex as 

disruptive and annoying when they encountered difficulties to solve their problems following the 

feedback from Rex. Some students even experienced nervousness and discomfort when receiving 

many comments from Rex.  

In those cases, students preferred seeking help from teachers instead of relying on AI-

based instruction and perceived teacher assistance as more specific and useful. Teachers 

intervened proactively and provided individualized assistance to support the work of AI.  

Teachers indicated that they possess a personal understanding of their students, allowing 

them to accommodate their professional knowledge and experiences with the feedback from Inq-

ITS, as well as students’ unique personalities, to provide tailored and personalized help. Teachers 

mentioned that they usually support AI’s work by assisting a few students during each lab 

activity, as the majority were able to work effectively with the AI system. Chelton stated,  

First, the students can work with the AI system, and other than that, teachers can jump in 

to help… When it was not working for that kid, I stepped in, which, again, were only 

three or four kids consistently, the majority of students were enough to read and go. – 

Chelton (post-interview) 
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Two distinct perceptions of the roles of AI among teachers 

Regarding RQ2 of teachers’ perceptions of the evolving roles of AI in facilitating and supporting 

their teaching, the data analysis revealed a continuum, ranging from considering AI as a 

facilitating tool to recognizing it as an interactive collaborator.  

Inq-ITS is considered a facilitating tool  

Inq-ITS was considered as an additional facilitating tool by three teachers, namely Anna, JaFull, 

and Tidams, in enhancing their teaching methodologies. 

While acknowledging the distinct purpose of Inq-ITS, as articulated by Anna, “Inq-ITS 

just has its own purpose as a strategy, a tool,”  these teachers placed emphasis on the functional 

similarities between Inq-ITS and conventional technologies. This viewpoint is reflected in the 

following excerpts: 

I think of it more as a useful tool. We have so many things, lots of platforms that I see as 

being apart. To me, Inq-ITS is just one part of science. I am still doing similar things… 

But I still want to have my teacher role in the classroom, … I get to be a real teacher to 

students. It is a good tool to help me do things better than I was doing them before.— 

JaFull (post-interview)  

It Is definitely a good, really good supportive tool to help me do those things better than I 

was doing them before. But I am going to keep doing things I would be doing anyway. –

Tidams (post-interview) 

These teachers underscored that Inq-ITS integration would not significantly alter their 

existing teaching strategies and routines. This was particularly evident in the case of Tidams, 
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who acknowledged a lack of technical proficiency and demonstrated less motivation to 

incorporate new technologies that might disrupt his established teaching routine.  

Inq-ITS is recognized as an interactive collaborator  

The data revealed that other teachers (Chelton, Rapless, and Sarer recognized Inq-ITS as an 

emerging interactive collaborator, encompassing two categories: (1) a collaborative partner and 

(2) a consultant. 

Collaborative partner. Inq-ITS was perceived as a collaborative partner, actively 

involved in guiding students’ independent inquiry, monitoring their progress, and assisting them 

with personalized feedback. In this regard, Rapless expressed excitement, stating, “He is 

definitely like a teacher’s assistant. He is able to watch every student at the same time. Like 

another teacher to assist the classroom.” The collaborative role enabled teachers to redirect their 

attention to other important tasks, such as providing targeted support to low-performing students 

and those in need of additional guidance. Chelton acknowledged that she could dedicate her 

focus to struggling students while other students followed Inq-ITS’s guidance and feedback. 

Sarer mentioned that she no longer had to spend excessive time providing individual assistance 

to students, allowing her to engage in other meaningful activities such as reviewing lab reports 

and offering valuable feedback.  

Furthermore, Inq-ITS was perceived as a collaborative partner due to its capability to 

undertake tasks that were previously deemed impossible for teachers to accomplish 

independently, including the provision of certain lab materials and content, facilitation of 

individual-based scientific inquiry, and the delivery of immediate and personalized feedback, 

suggested by teachers. For instance, Chelton stated, 
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We could not put the TV up and expect kids to do what they need to do. But I think this is 

definitely true. It takes over a lot of the work and during the lab, it does the majority of 

the work for you. … It is more than what we would do normally. Because there is no way 

that I can meet with all of my children, specifically about whatever they are struggling 

with, that is impossible. But this makes it to where it can – Chelton (post-interview) 

Consultant. Inq-ITS was also perceived as a consultant, an intelligent expert that 

teachers could rely on and consult for valuable support. Teachers regarded Inq-ITS as a reliable 

entity that keeps them informed with valuable insights on each student’s progress. Rapless 

expressed, “It is nice to kind of feel like I have a second person to like, they are not doing that 

right, you might want to go check on them.” Moreover, teachers valued Inq-ITS as a pedagogical 

expert capable of offering guidance on appropriate pedagogical strategies to scaffold student 

challenges. Sarer enthusiastically remarked, “That is what really makes it feel like there is 

another person. Like I have someone to consult. He is telling me they have a problem. He is 

going to help me fix it.”  

Three emergent changes in classroom interactions 

Three overarching themes pertaining to shifts in classroom interactions emerged across six 

participants: (1) individualized and immediate instruction and scaffolding, (2) data-driven and 

targeted pedagogical approach, and (3) shift in teachers’ roles.  

The implementation of individualized and personalized instruction and scaffolding  

Regarding their traditional classroom paradigm, most teachers shared that they typically 

followed a teacher-directed or group-based activities format, where individual assessment and 

feedback were challenged due to “time constraints and the collaborative nature of group work” 
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(Chelton). Another challenge was to accurately assess each student’s degree of contribution 

within the group, particularly when “there was a clear leader in the group who represented the 

work of their group”, as noted by Rapless.   

In Inq-ITS-integrated classrooms, a shift towards individualized and personalized 

instruction and scaffolding emerged through a collaborative interaction among the teacher, 

student, and AI, transforming the traditional group-based instruction.  

Firstly, the virtual tutor, Rex, popped up constantly when students encountered problems 

at various stages of their inquiry, delivering personalized hints, tips, and feedback to each 

student. Most teachers stated that the majority of students were able to effectively engage with 

Inq-ITS for independent scientific inquiry, progressing at their own pace. In our classroom 

observations, we witnessed students actively utilizing the immediate and personalized feedback 

provided by the virtual assistant, Rex, at an individual level to facilitate their ongoing learning. 

Rapless articulated the individualized feedback from AI, stating, “As if I were able to watch 

students type every word and give feedback every time like, I think his feedback is great. And it 

is what I would want to give each student at the individual level.” 

Secondly, the analysis of classroom observations provided compelling evidence of 

teachers’ adoption of individualized pedagogy when integrating AI into their teaching practices. 

All teachers reported being able to acquire individual student progress immediately, given the 

automatic assessment of student performance by Inq-ITS. Notably, no one student could 

represent the other students anymore, as highlighted by Sarer, which demands the address of 

students’ needs at individual levels. By leveraging individual student progress, teachers were 

excited that they could address students’ problems and provide teacher-adjusted feedback at the 
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individual level. Chelton noted that there were more mini sessions, such as 30 seconds, and 45 

seconds, for her to interact with more individual students within the same amount of time.  

The adoption of data-driven and targeted pedagogical approaches 

Another notable change in classroom interactions was the shift toward teachers’ adoption of 

data-driven and targeted pedagogical approaches.  

Firstly, The data revealed a significant utilization of AI-generated insights by teachers to 

identify learners who were encountering difficulties and necessitated additional instructional 

support, thereby exemplifying a shift away from traditional reliance on subjective observations 

and student self-reporting. The majority of teachers reported swift identification and consistent 

focus on a select group of students who exhibited the greatest struggles within each class. These 

students typically included ELLs, low-performing students, and those who displayed off-task 

behaviors. As elucidated by Chelton, the utilization of Inq-ITS enabled her to “interact with the 

students who needed me most rather than usually I am addressing every student and I am not 

sure whom to target necessarily.” Likewise, Rapless expressed that “I also enjoy how it told me 

that this student has a more serious alert, which helps me kind of narrow down whom to focus 

on. It did, it definitely helped me, like I said, with the more serious alert helping me pick the kind 

of critical kids who really needed my focus, who and whom Rex wasn’t helping enough, and 

who needed that teacher intervention.” 

Secondly, upon the utilization of real-time data from Inq-ITS, we found that teachers can 

accurately identify specific challenges faced by individual students to deliver precise and tailored 

assistance. Four teachers (Tidams, Chelton, Rapless, Sarer) particularly highlighted their ability 

to offer targeted scaffolding as they possess the knowledge of students’ struggles according to 
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the data and insights provided by Inq-ITS. Chelton mentioned, “Most of the time, I am just 

reviewing what the kids are struggling with while they are doing it…I am just kind of looking 

through the data to see where the kids are at.”  Consequently, teachers are able to gain a 

comprehensive understanding of students’ difficulties as they approach them, reducing the time 

spent on problem identification and allowing more focus on problem-solving, promoting higher-

order thinking skills. Serer’s statement further supports this notion, “I am spending less time with 

each kid. And I already know what they need help with, so I can provide better help for solving 

their problems.” Particularly, Tidams emphasized that,  

Because of the way the system guides you through. It helps you answer the questions that 

they have. ... Because in your mind, you are thinking that it is very simplistic, but in their 

mind, it’s not. …the system directs you on where you need to go and tells you this is 

what they actually need.  

Moreover, in classrooms where Inq-ITS was integrated, teachers also engaged in targeted 

interactions with the entire class when multiple alerts were received regarding a majority of 

students’ struggles with a particular concept or task. Consequently, teachers proactively address 

the issue by making announcements to the whole class, maintaining a focused pedagogy. Rapless 

expressed this by stating, “I would notice if I had five alerts all for students struggling with the 

hypothesis, I can make an announcement to the whole class.” 

Shifts in teachers’ roles 

By analyzing the classroom interactions in Inq-ITS-integrated classrooms, a notable shift in 

teachers’ roles emerged, including three aspects, (1) focusing more on actual teaching, (2) 

becoming students’ final source of assistance, and (3) conducting more data analytics work.  
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Teachers focused more on actual teaching and less on classroom management. In 

regular classroom settings, many teachers perceived one of their primary roles as that of “a 

classroom manager and a guide” (Rapless) to manage the classroom order and keep students on 

track. This sentiment is echoed by Sarer, who expressed the feeling that, “A lot of times teaching 

can feel a lot, like you’re just maintaining, maintaining order and making sure like keeping 

students on task. And I don’t always feel like I’m actually getting to teach them like impart 

knowledge on”. 

However, when integrating Inq-ITS to help them keep students on tasks, teachers 

emphasized their roles and responsibilities have been shifted to “help students be deeper 

thinkers” (Rapless), to “assist higher-order thinking” (Chelton), and to “be the teacher to help 

students with their specific needs” (Sarer), to “be involved with particular students” (Tidams). 

Thus, teachers can be less on the procedure of what they should do, but more on the content of 

what they are actually doing and how well, as stated by JaFull.  

Teachers become students’ final source of assistance. Upon integrating Inq-ITS into 

classrooms, a notable observation was the active engagement of students with the virtual 

assistant, Rex, seeking feedback and assistance throughout various stages of their independent 

inquiry practice. It became evident that teachers became the ultimate source of support for 

students. Students typically seek help from teachers when they are unable to solve their problems 

under the guidance of the virtual tutor, Rex. This shift in student reliance showcased a departure 

from teachers’ role in traditional classrooms, where teachers typically serve as the sole resource. 

Teachers conduct more data analytics work. With the integration of Inq-ITS into 

classrooms, analyzing various data generated by the AI system to gain insights into students’ 
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progress and challenges has emerged to be teachers’ crucial responsibility. For instance, Rapless 

demonstrated her utilization of teacher report data across multiple labs to track students’ progress 

over an extended period, which allowed her to adjust instruction accordingly. Tidams also 

acknowledged the need to adapt teachers’ data analysis practices, stating, “My responsibility 

would be to learn how to identify and analyze data differently... My role would have to change, 

and I would need to approach data differently than I have in the past.”  

However, teachers also faced challenges and experienced a sense of being overwhelmed 

when dealing with substantial amounts of data, particularly in classrooms with a significant 

number of students, evidenced by the following excerpts:   

I was almost overwhelmed with all the real-time alerts coming up. At the moment, there 

were more alerts than I expected to address. I mean, so many alerts and there is no way I 

could address every student. So definitely stress in that way. – Rapless (post-interview) 

The more data you have, the more things you have to look at….If you did this with every 

class, you would take a long time to get through it if you had to evaluate each student. 

We do not have that time. – Tidams ( post-interview) 

Discussion 

Despite the burgeoning adoption of AI technology in the field of education and the emergence of 

AI in education as a multidisciplinary research field, there remains a conspicuous paucity of in-

depth understanding regarding the evolving relationship between teachers and AI, particularly 

through teachers’ engagement with AI and related experiences. Without such comprehensive 

understanding, the effective promotion of teachers’ acceptance of AI and the successful 

integration of AI into pedagogical practices would be significantly impeded. The current study 
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employed an exploratory case study design methodology to explore how in-service teachers 

utilized and engaged with Inq-ITS, an AI-support science inquiry instruction, assessment, and 

scaffolding (Gobert et al., 2013, 2014, 2023) system and their corresponding perceptions and 

experiences. We reported three major themes from teachers’ practices with Inq-ITS (see Figure 

9). To understand teachers’ interaction and engagement with AI, we discovered (1) a mutual and 

supportive engagement between teachers and Inq-ITS, with respect to AI offers teachers 

substantial support and teachers support the work of AI. Within teachers’ teaching practice with 

Inq-ITS, two distinct perceptions of the roles of AI emerged among teachers. Additionally, in 

Figure 4.9, we highlight the interplay between teachers’ engagement with AI and their 

perceptions of AI roles. Specifically, our findings indicate that teachers tend to view AI as an 

interactive collaborator when they demonstrate a high level of engagement with the diverse 

features offered by Inq-ITS. From teachers’ engagement with and perceptions of AI,  three 

changes in classroom interactions emerged. In what follows, we discuss our findings in four 

aspects with knowledge generation and empirical implications. 
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Figure 4.9. The emerging themes regarding teachers’ practices and experiences in AI-

integrated classrooms. 

 

The emergent supportive and mutual relationship between teachers and AI 

Schuetz and Venkatesh (2020) have posited that the rapid advancements of AI technology, with 

its capabilities to perform various cognitive tasks, have challenged conventional assumptions 

regarding technology as a medium for human-human interactions. Researchers have reported that 

AI-enabled automated systems are progressively replacing human roles and decision-making 

processes (Lewis et al., 2019; Strich et al., 2021), essentially excluding humans from these tasks. 

Consequently, the emerging relationship between humans and AI has become a pressing research 

issue, given the pervasive integration of AI across every sector of society and its transformative 
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impact on the human-human and human-technology relationship dynamics. To address this 

issue, a recent line of research across diverse academic disciplines has endeavored on examining 

the evolving relationship between humans and AI in the context of completing diverse tasks in 

dynamic environments. Various labels, such as human-AI teaming (e.g., Brill et al., 2018), 

human-autonomy teaming (e.g., Brandt et al., 2018; Cummings & Clare, 2015; O’Neill et al., 

2020), human-AI symbiosis (e.g., Jarrahi, 2018; Nagao, 2019), and human-robot collaboration 

(e.g., Ciechanowski et al., 2019; Seo et al., 2018), have been employed to characterize this 

evolving relationship. 

In the context of education, Zhao (2006) long ago called for researchers’ attention to the 

social implications of human-like AI technology. Some research has been conducted to focus on 

the effectiveness of human-AI collaboration that leveraged the strengths of humans and AI 

systems (Holstein & Aleven, 2022; Holstein, McLaren, & Aleven, 2018; Horvitz & Paek, 2007; 

Wilder, Horvitz, & Kamar, 2020). However, limited scholarly knowledge is known about the 

dynamic process of human and AI relationship formation and its potential consequence, 

particularly through the lens of teachers’ instructional  practices.   

In the present study, the data revealed a reciprocal and mutually beneficial interaction 

between the AI system and teachers, wherein they effectively supported and complemented each 

other’s work. Particularly, during teachers’ engagement and interaction with various features of 

Inq-ITS, Inq-ITS proactively offers teachers substantial support to facilitate their instructional 

activities. For example, real-time teacher alerts provide teachers latest alerts for them to track 

student progress, identify the student with the most challenge, and employ a proactive and 

responsive approach for targeted scaffolding. In addition, teacher reports are employed by 
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teachers both in class and after class for them to identify students’ progress curves and deliver 

specific instruction to individual students or the entire class. Furthermore, TIPS supplies teachers 

with consultative information for them to adapt and incorporate into their instruction and 

scaffolding. Meanwhile, the relationship between teachers and AI is a two-way interdependent 

relationship. Teachers actively support the work of AI in three aspects, including preparing 

students with sufficient inquiry knowledge for them to work on Inq-ITS, guiding and mentoring 

students the appropriate way to use the feedback from Inq-ITS, and stepping in when Inq-ITS is 

insufficient in guiding student inquiry. The emerging mutually supportive relationship between 

teachers and AI signifies an interdependent dynamic in pedagogy, aligned with the proposed 

teacher-AI pedagogical partnership in Chapter 3 to a great degree. While previous studies have 

emphasized the collaborative efforts of teachers and AI in providing different forms of support to 

students for their effective learning (Fang et al., 2020; Holstein et al., 2019; Kim et al., 2022b), 

our findings indicate mutual support between teachers and AI, departing from prior perspective. 

Mutual support signifies a harmonious balance and complementary between the AI system and 

teachers to support each other. This finding holds significant implications in conceptualizing AI 

as an emerging player in teaching practice. It underscores the collaborative nature of the 

partnership between AI and teachers, as they divide their responsibilities and provide mutual 

support to achieve desired pedagogical goals.  

AI emerges from merely a supportive tool to a collaborative partner 

Conventional technologies, although useful in certain aspects, are limited in their capabilities to 

independently guide students’ learning and support teachers in effectively monitoring individual 

students’ progress simultaneously for them to provide personalized and targeted scaffolding and 
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make instructional adjustments, especially in larger classrooms. Moreover, conventional 

technologies typically serve as a channel for human-human communication and interaction, 

rather than actively participating in human-machine communication (Guzman & Lewis, 2020). 

Thus, within the field of science and technology research in educational contexts, conventional 

technologies have traditionally conceptualized and utilized as a mere assistive tool or mediator 

(Jonassen, 1994; Jonassen et al., 1999; Taylor, 1980). Teachers and students are the primary 

players in conventional technology-integrated classrooms.  

Given the increasing integration of AI in various educational contexts, there has been a 

growing interest in exploring teachers' perceptions of AI roles. Several studies have reported that 

some teachers tend to view AI primarily as a tool for their own support in accessing, adapting, 

and utilizing multimodal content (Baker & Smith, 2019; Chounta et al., 2022; Ouyang & Jiao, 

2021). Our findings regarding teachers' perceptions of AI roles contribute significantly to the 

existing body of research in this field by identifying the evolving roles of AI within teaching 

practice. In our study, we discovered that AI is not merely perceived as a tool but rather holds an 

emerging role as a collaborator. Teachers began to realize the unique functionalities of AI in 

teaching and perceived it as an emerging interactive collaborator, encompassing the roles of a 

collaborative partner and a consultant. As an emerging collaborator in the classroom, AI allows 

teachers to divide their labor, seek assistance and insights, and rely on AI for recommendations. 

Furthermore, teachers perceive their own roles as shifting towards a focus on teaching, with AI 

serving as a supplementary resource for guiding students’ learning and providing feedback. In 

light of these emerging roles of AI as perceived by some teachers, we argue that AI distinguishes 

itself from traditional technologies, which mainly serve as tools or mediators without the ability 
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to automate or make decisions. As AI gradually assumes the role of a collaborator and partner in 

classrooms, it becomes actively involved in the decision-making process, as exemplified by the 

functionalities of Rex and TIPS in Inq-ITS, where independent decisions are made to support 

students and teachers. Consequently, teachers collaborate with AI in a manner similar to 

collaborating with another human teacher in the classroom, facilitating appropriate instructional 

adjustments and scaffolding.  

The findings of this exploratory study on teachers’ perceptions of the roles of AI aligns 

with Xu et al.’s (2023) conceptualization of AI’s dual role as “an assistive tool plus a 

collaborative teammate” (p. 496), transitioning technology from a tool primarily supporting 

human actions and operations to a potential collaborator and team member (Brill et al., 2018; 

O’Neill et al., 2020). This emerging collaborator and team member can interplay with teachers 

for personalized support and improved student learning outcomes (Jacobson et al., 2020; Xiong 

et al., 2019) in various educational contexts. Furthermore, the AI partner actively engages in both 

human-human communication and human-machine communication, serving the role in 

identifying student issues and creating opportunities for teachers to assist in problem-solving. 

This active involvement of the AI partner contributes to fostering a more positive and 

constructive conversation between students and teachers.  

As AI evolves to be a partner and collaborator with teachers in their instructional 

practices, it is contended that AI emerges to be a new player, engaging in human-machine 

interactions and communications and performing tasks that traditionally demand human 

cognition (Guzman & Lewis, 2020). This departure from the traditional assumption of a two-

player paradigm consisting of teacher and students in classrooms necessitates a shift in teachers’ 
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mindsets, emphasizing the concept of working with AI technology rather than solely working 

through/by it (Rogers & Paay, 2014). It is particularly evident when teachers perceived AI as a 

partner, a consultant, and a second person in classrooms. Nevertheless, further empirical 

investigations are warranted to examine the dynamics of this emerging AI participant in 

pedagogy and its interactions with teachers.  

The interplay between teachers’ perception of AI and their pedagogical practice 

To date, a considerable body of research has focused on exploring teachers’ attitudes toward the 

integration of AI technology in education. These studies have investigated various aspects, 

including (1) the impacts of teachers’ AI competence on their perceptions of the roles of AI 

(Indira, Hermanto, & Pramono, 2020; Ng et al., 2023), (2) the relationship between self-efficacy 

beliefs and acceptances and AI use in classrooms (Al Darayseh, 2023; Banzon, Walker-

McKnight, & Taub, 2022; Choi, Jang, & Kim, 2023), and (3) the relationship between teachers’ 

AI trust and their classroom practices (Lindner & Romeike, 2019; Serholt et al., 2017; Sharkey, 

2016; van Ewijk et al., 2020). Missing from the literature, notably, are the investigations for 

examining the relationship between teachers’ perceptions of the roles of advanced AI technology 

and their actual classroom practices.  

The findings of this study revealed variations in teachers’ engagement with the features 

of Inq-ITS, leading to the categorization of teachers into two distinct groups: low-level 

engagement and high-level engagement. Additionally, these two groups of teachers held 

contrasting perceptions regarding the roles of AI. Specifically, teachers who demonstrated a high 

inclination to engage with various features of Inq-ITS perceived AI as a collaborative partner and 

consultant, while those with low engagement viewed AI merely as a facilitating tool. 
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Furthermore, considering the influence of teachers’ attitudes and teaching experience on the 

successful use of technology and their perceptions (Al Darayseh, 2023; Giordano, 2007; Wong 

& Li, 2008), we found that teachers who perceived AI as a collaborative partner had fewer years 

of experience in science teaching and were more open to exploring and embracing new 

technology to transform their regular teaching routines. As a result, those teachers had a high 

level  of engagement with different features of Inq-ITS , thus promoting their recognition of the 

distinctive roles of AI in pedagogy.  

The current study suggests a certain potential relationship between teachers’ practices 

and their perceptions of the roles of AI. However, due to the qualitative nature of this study, 

establishing a definitive correlation between teachers’ pedagogical practices and their 

perceptions of the roles of AI is not feasible. Further research employing rigorous methodologies 

is necessary to gain a better understanding of the nature of this relationship. 

One suggested approach to investigate this relationship is the implementation of serial 

design-based activities in PL, involving teachers with opportunities to design and implement 

different AI-integrated instructional scenarios, while also measuring their perceptions of AI’s 

roles. This approach would help explore whether changes in teachers’ practice can influence 

their perceptions of AI’s roles. Additionally, the design-based activities can provide insights into 

whether teachers with similar perceptions will employ similar pedagogical practices with AI.  

Addressing the demand for professional learning in teachers’ AI integration 

Our findings indicated that the integration of AI into teachers’ instructional practices leads to 

three distinct changes in classroom interactions: individualized instruction and scaffolding, data-

driven and targeted pedagogical approach, and shifts in teachers’ roles. These changes 
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significantly transform traditional classroom paradigms, placing emphasis on individual 

problem-solving and higher-order thinking skills. The incorporation of AI-driven classroom 

interactions promotes the advancement of educational equity by fostering teachers’ awareness of 

individual students’ progress and facilitating the implementation of effective pedagogical 

adjustments. However, these changes also pose new requirements and challenges for teachers. 

From our findings, we identify the following potential challenges in AI-integrated teaching, 

including (1) addressing the needs of every student who requires additional teacher assistance, 

(2) utilizing complex and huge amount of data generated by AI systems for timely decision-

making and action taking, (3) adjusting pedagogical approaches to work effectively with the 

emerging AI partner, and (4) improving interactions with ELLs and students with low language 

proficiency to address their specific needs and questions. 

Providing teachers with appropriate and sufficient professional learning (PL) 

opportunities promoting their AI literacy and effective AI integration is deemed an effective way 

to address teachers’ challenges in AI-integrated classrooms. Most participants had little to no 

prior knowledge of AI and limited experience in integrating AI into their instructional practices 

prior to this study. We suggest that it is essential to expand teachers’ knowledge and skills in AI 

integration through a PL program based on the Technological Pedagogical Content Knowledge 

(TPACK) framework (Mishra & Koehler, 2006). This PL program can focus on supporting 

teachers’ understanding of AI concepts, developing AI integration skills, and fostering AI 

integration competency. 

A design-based approach can be integrated into the TPACK framework, allowing 

teachers to design diverse pedagogical scenarios that incorporate various AI systems. This 
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approach engages teachers in comprehensive exploration of their pedagogical practices, 

facilitating a deeper understanding of their experiences, challenges, and opportunities associated 

with AI integration. By employing this comprehensive PL program, teachers can enhance their 

pedagogical practices and effectively overcome the identified challenges in AI-integrated 

classrooms. 

Conclusion and Limitations 

This study provides an in-depth exploration of teachers’ utilization and interaction with AI 

technology, shedding light on their experiences and perceptions of their relationship with AI. It 

specifically focuses on the integration of AI within science classrooms and identifies several 

promising indicators of how teachers can effectively employ AI to facilitate science learning. 

The findings of this study underscore the evolving nature of the relationship between teachers 

and AI wherein AI emerges as a partner and collaborator in pedagogy, resulting in an 

interdependent dynamic between two entities in supporting students’ individualized science 

learning. Thus, the findings in this study align with the proposed three-dimensional teacher-AI 

pedagogical partnership in Chapter 3 and highlights the importance of exploring the relationship 

between teachers and AI, as AI increasingly becomes a prevalent partner in educational settings. 

However, the integration of AI into instructional practices presents several significant 

challenges for teachers as they must adapt their mindset and reconstruct an emergent relationship 

with AI technology. The participation of AI in pedagogical decision-making challenges 

traditional approaches and requires a more collaborative effort between teachers and technology 

to better support student learning. Thus, teachers have to adjust their pedagogical approaches and 

embrace data-driven, targeted, and individualized scaffolding to enhance student learning 
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through the interplay with AI. Our findings emphasize the need for teacher professional 

development in this area to better incorporate AI insights and promote effective use of 

technology in the classroom. By gaining a deeper understanding of the interplay among teachers, 

students, and AI, educators can create a more supportive learning environment that promotes 

student engagement and achievement. 

We acknowledge some limitations to our work and outline some areas for future research. 

First, our data was collected on middle school science teachers’ use of an intelligent tutoring 

system that features teacher support and AI-teacher collaborative work. The findings might not 

be generalizable to other types of AI systems with distinctive features or other educational 

contexts. Future studies should investigate teachers’ practice and experience with various types 

of AI systems in diverse educational contexts to gain a comprehensive understanding of their 

experience with AI. Second, while the study found that teachers had varied perceptions of the 

roles of AI, it remains unclear whether these differences are related to their diverse pedagogical 

practice or other factors. Investigating what factors contribute to these different perceptions 

would be a worthy question for future studies. Finally, although our data suggested that teachers 

had different emotions and attitudes toward using AI in classrooms, we did not report on this 

finding due to the research focus of the study. Future studies should employ rigorous research 

methods, such as longitudinal studies to uncover teachers’ emotional and attitudinal change over 

a longer period. This knowledge is fundamental for promoting AI integration in classrooms. 
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CHAPTER 5 

CONCLUSION 

As intelligent machines continue to advance and have a greater social presence in various aspects 

of society, it is important to examine the evolving relationship between humans and machines, 

(Bian et al., 2020; Wang & Cheng, 2019), which now includes social and emotional interactions 

(Bickmore & Picard, 2005). In educational contexts, various AI technologies were integrated in 

teaching and learning, and the concept of the complementary or hybrid of machine intelligence 

and human intelligence was examined. This dissertation study contributes to this area of research 

by exploring the relationship between teachers and AI in an educational context, specifically in 

terms of how they collaborate to facilitate student learning. The study provides a theoretical 

framework for understanding the teacher-AI partnership in pedagogy and offers empirical 

evidence of in-service teachers’ perceptions and experiences with AI integration in classrooms. 

To unpack the pedagogical roles and characteristics of AI in teachers’ instructional 

practices, Chapter 2 of the dissertation discussed the need to systematically review the literature 

on AI in various teaching practices to address how AI could impact teachers’ pedagogical 

practices in science classrooms and beyond and proposed a three-dimensional analytical 

framework to guide the literature analysis. Based on analyzing AI in education studies in the past 

decade, this study revealed five distinctive pedagogical roles that AI can play in transforming 

and enhancing teaching practices, including (1) participating in instruction, (2) monitoring 

student progress, (3) innovating assessment practices, (4) providing teacher pedagogical 
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recommendations, and (5) driving teachers’ effective pedagogical decision-making and action-

taking. Finally, the unique characteristics of AI in supporting teaching, such as its interactivity 

with humans, automaticity, and autonomy were extracted based on features of various 

pedagogical roles of AI. The review highlights research gaps and future directions to 

conceptualize and examine AI’s roles from the teachers’ pedagogy perspective.   

To conceptualize the novel teacher-AI relationships in AI-integrated classrooms, Chapter 

3 of the dissertation first reviewed the integration of AI into teachers’ instructional practice and 

the corresponding challenges. I then articulated the emerging research in human-machine 

relationships across various fields and the demands for conceptualizing teacher-AI relationships 

in educational contexts. From the theoretical perspectives of actor-network theory, social 

presence, and distributed cognition, an integrated conceptual framework was proposed to 

leverage the goals of teachers’ collaboration with AI in education. The conceptual framework 

first includes a three-dimensional teacher-AI pedagogical partnership (TAIPP) model, consisting 

of (1) two social agents (i.e., teacher, artificial social agent), (2) independence and 

interdependence, and (3) partnering agency. The conceptual framework also includes the critical 

impacts of TAIPP on teachers in four areas. Finally, the potential implications in teachers’ 

changed mindsets, the effective AI-integrated collaborative instructional design, and the future 

research foci were proposed.  

Next, engagement and experiences of in-service teachers’ AI integration were examined 

in Chapter 4. A qualitative case study was employed by interviewing six science teachers and 

observing their AI-integrated classroom practices to understand their use and interaction with 

various features of the AI system, as well as their perceptions and experiences of incorporating 
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AI to aid their instructional practices. In terms of teachers’ use and engagement with AI, the data 

revealed that when AI guides students’ independent inquiry, it is a participant in teachers’ 

pedagogy to provide varied teacher support and teachers provide additional support to AI. The 

findings revealed teachers’ two different perceptions of the roles of AI: a supportive tool and a 

partner. The integration of AI into teachers’ instructional practices resulted in four emerging 

classroom interaction changes: individualized, data-driven and targeted, shifts in teachers’ roles, 

and persisting challenges. The findings indicated AI transforming technology’s roles from a 

merely supportive tool to a collaborative partner, suggesting for teachers’ changed mindset and 

appropriate professional learning related to AI integration. Table 5.1 illustrates the alignment of 

ideas of the conceptual framework and the empirical study. 

  

Table 5.1. The theoretical perspectives and empirical findings on the roles of AI and its impact 

on the teacher-AI relationship 

Literature Review 

(Chapter 2) 

Theoretical Perspective 

(Chapter 3) 

Empirical Findings 

(Chapter 4) 

Five pedagogical roles: 

1. AI assists teachers’ 

instructional activities 

2. AI supports teachers in 

tracking student progress 

3. AI innovates teachers’ 

classroom assessment practice 

4. AI recommends appropriate 

pedagogical approaches to 

teachers 

5. AI drives teachers’ effective 

pedagogical decision-making 

and action-taking  

 

Three-dimensional teacher-AI 

pedagogical partnership model 

Dimension 1: two social agents 

in the teacher-AI relationship 

Dimension 2: the independence 

and interdependence between 

social agents 

Dimension 3: partnering 

agency between social agents 

Teachers’ engagement 

with AI 

Mutual support: 1. AI 

offers teachers 

substantial supports  

2. Teachers actively 

support the work of AI 

 

Teachers’ perception of 

AI’s roles 

1. perceiving AI as a 

supportive tool  

2. perceiving AI as a 

partner. 

  

Three characteristics:  

1. AI-teacher interactivity 

The impact of partnership on 

teachers  

The shifts in classroom 

interactions 
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2. Automaticity 

3. Autonomous 

1. Pedagogy 

2. Cognition 

3. Affection  

4. Classroom interactions  

1. Individualized and 

immediate instruction 

and feedback  

2. Data-driven and 

targeted approach 

3. Shifts in teachers’ 

roles 

4. Persisting challenges 

in AI-integrated 

classrooms 

 

 

Implications of the Dissertation Research  

The various pedagogical roles of AI identified through the systematic review in Chapter 2 

highlighted the distinctive advantages of AI in supporting and transforming pedagogy, which, in 

turn, informed our reflection on the emerging relationship between AI and humans (i.e., the 

teacher) in educational contexts. The conceptualized teacher-AI relationship in Chapter 3 

described the interdependent and independent relationship in pedagogy between two social 

agents (i.e., teacher, AI) who share agency and responsibilities for achieving common 

pedagogical goals. This novel relationship was conceived to have significant impacts on 

teachers’ pedagogy, emotion, and cognition, as well as the changes in classroom interactions. 

Empirical findings presented in Chapter 4 provided strong support for the conceptualization of 

the teacher-AI pedagogical partnership. The findings suggested that teachers and AI mutually 

depend on each other to provide additional support to the other party for fulfilling their 

respective responsibilities while being independent in guiding and facilitating students’ learning. 

This collaborative relationship positively promotes some teachers’ perceptions of the AI partner 

and results in changes in classroom interactions. 
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The overall discussions in the three chapters have led to several key ideas about the 

integration of AI in classrooms. Zhao (2006) advocated for greater attention to be paid to the 

social implications of human-like technologies such as AI, given its potential to take on roles like 

those of teachers in classrooms. As AI, a radical and disruptive innovation (Bughin et al., 2018), 

increasingly disrupts traditional pedagogical paradigms, it is imperative that teachers adopt a 

changed mindset regarding the perfect ways to integrate AI into their pedagogy. To effectively 

integrate AI, our findings implied that teachers should differentiate AI from traditional 

technologies and recognize its pedagogical potential in teaching. Additionally, teachers need to 

develop pedagogical strategies that incorporate AI into the existing curriculum to achieve desired 

pedagogical goals. This requires training in AI knowledge and integration, support in the 

development of appropriate pedagogical strategies, and opportunities for meaningful reflection 

on AI integration practice. By developing collaborative pedagogy with AI that reflects 

responsibility toward the public good, both in-service and pre-service teachers can gain valuable 

knowledge and experience. This will help to create a more effective and efficient partnership 

between teachers and AI in the classroom. Overall, it is essential that teachers embrace the 

integration of AI in pedagogy, recognizing its potential benefits while navigating the unique 

challenges it presents. 

Recommendations for Future Research and Limitations 

The findings of the dissertation research indicate that AI is increasingly becoming a new agent in 

teachers’ instructional practices, which suggests a novel teacher-AI pedagogical partnership that 

collaboratively facilitates students’ learning. The study has reported various findings, but there 

are implications that could be addressed through future research in this emerging area. 
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To expand upon this research, future studies could focus on exploring the teacher-AI 

relationship in different educational contexts, such as higher education or different subjects to 

identify collaborative environments and patterns of AI integration. Since the empirical evidence 

of the dissertation was collected from middle school science teachers and an intelligent tutoring 

system, further research in this line can add to the overarching ideas and knowledge of teachers’ 

AI integration and strengthen the proposed teacher-AI pedagogical partnership. Moreover, 

studies examining the differences in AI integration between teachers with different professional 

backgrounds or pedagogical beliefs can explain their diverse pedagogical approaches and 

experiences in integrating AI. As emerging themes and ideas of teachers’ relationship with AI 

continue to be identified through research, the meaning and components of the teacher-AI 

pedagogical partnership in classrooms will become more grounded. Thus, it is recommended that 

future research in this area continues to explore and identify the underlying aspects of the 

teacher-AI pedagogical partnership, enabling teachers to develop meaningful and effective 

pedagogical strategies that incorporate AI with existing curricula for better student learning 

outcomes. Additionally, investigating how the teacher-AI partnership impacts student learning 

outcomes and engagement could provide valuable insights into the effectiveness of this 

collaborative approach. Finally, examining the ethical considerations and potential biases that 

may arise in the teacher-AI partnership could inform best practices for integrating AI in 

education while promoting equity and fairness 

This dissertation study has made efforts to underscore the emerging relationship between 

teachers and AI and its critical impact on classroom paradigms. While this adds value to the 

existing literature that highlights the importance of the human-machine relationship in the era of 
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AI, further empirical studies are needed to validate the meaning and components of the teacher-

AI relationships. For instance, increasing the number of participants to develop a validated 

survey that quantitatively assesses and measures the components of the teacher-AI relationship 

may be meaningful to better represent the relationship. Such a tool can also be used to assess 

classroom relationships in the era of AI more accurately. Additionally, investigating teachers’ 

integration of different types of AI systems in diverse educational contexts can generate 

comprehensive knowledge of teachers’ engagement and perceptions of using AI in the 

classrooms. To promote teachers’ AI integration competence and acceptance, professional 

development programs that prepare teachers’ AI-related technological pedagogical knowledge 

can be meaningful and demanding These programs can help develop novel relationships with AI, 

thereby contributing to the evolving paradigm of the human-machine relationship in education.



      

 

212 

 

References  

Bian, F., Ren, D., Li, R., Liang, P., Wang, K., & Zhao, L. (2020). An extended DMP framework 

for robot learning and improving variable stiffness manipulation. Assembly 

Automation, 40(1), 85-94. 

Bickmore, W., & Picard, R. W. 2005. Establishing and maintaining long-term human-computer 

relationships. ACM Transactions on Computer-Human Interaction 12(2):293– 327.  

Bughin, J., Hazan, E., Ramaswamy, S., Chui, M., Allas, T., Dahlström, P., Henke, N., & Kostka, 

V. (2018). Artificial Intelligence: The Next Digital Frontier? McKinsey Global Institute.  

Wang, X., & Cheng, Y. (2019). Lane departure avoidance by man-machine cooperative control 

based on EPS and ESP systems. Journal of Mechanical Science and Technology, 33, 

2929-2940.  

Zhao S (2006) Humanoid social robots as a medium of communication. New Media & Society 

8(3): 401–419.  



      

 

213 

 

Appendices 

Appendix A. Summary of the human and AI interaction and relationship research 

Reference Research 

context 

AI 

technology 

Human and AI 

Interaction 

Research focus  Outcomes Theories 

Pentina et al. 

(2023) 

Personal life chatbot Human-chatbot 

relationship  

Anthropomorphism, 

Authenticity with 

attachment, Social 

Interaction 

Human and Chatbot 

develops 

relationships  

Computers are 

Social Actors; 

Perceived Social 

Presence; 

Parasocial 

Interaction; Social 

Penetration  

Textor et al. 

(2022) 

Organization Autonomous 

AI  

Human-AI 

teams 

AI trust AI ethnics impact 

human’s trust on AI 

- 

Skjuve et al. 

(2021) 

Personal life chatbot Human-chatbot 

companion 

Trust, relationship 

development 

Three stages 

relationship 

development 

Social exchange 

theory; self-

disclosure; Social 

Penetration Theory  

Fang et al. 

(2020) 

Education  AI robot 

assistant 

Human-machine 

collaborative 

teaching 

Student 

personalized 

learning 

The design 

outcomes of 

teacher-AI 

collaborative 

teaching 

- 

Ciechanowski 

et al. (2019) 

Personal life Chatbot Human and 

chatbot 

collaboration  

User affective 

responses to 

chatbot: fear, 

psychophysiological 

reactions 

Attitude towards 

collaborating with 

chatbot 

Theory of planned 

behavior, social 

presence,  

Lewis et al. 

(2019) 

Journalism Automation Human-Machine 

communication  

Communication  Machine-consumer 

relationship 

- 
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Machine-Journalist 

relationship 

Van Pinxteren 

et al. (2019) 

Service 

marketing 

Robot Interaction 

partner 

Consumers’ 

perceived 

anthropomorphism, 

comfort  

 

Trust, enjoyment, 

intention to use 

 

Comfort theory, 

uncertainty 

reduction theory 

Wang et al. 

(2019) 

Company AutoAI Human-AI 

collaboration 

Perceived benefit, 

perceived danger, 

AI trust 

AutoAI collaborate 

with data scientists 

- 

Desideri et al. 

(2018) 

Mental 

Health care 

Social robot Interact with 

humanoid robot 

User’s emotional 

processes of robot 

Affective states, 

physiological 

arousal, and 

valence  

Computers are 

social actors 

Jarrahi (2018)  Organization AI systems Human-AI 

symbiosis and 

collaboration  

Decision-making  Human and AI 

complementary.  

- 

Seo et al. 

(2018) 

Workplace Robot Human-robot 

collaboration, 

team 

Relationship 

building 

Human verbal and 

non-verbal 

behaviors for 

relationship 

building 

- 

Van Doorn et 

al. (2017) 

Consumer 

service 

marketing 

Robot Human-robot 

collaborate to 

provide service 

Automated social 

presence, 

psychological 

ownership 

Positive and 

negative service 

and customer 

outcome 

- 

Fridin & 

Belokopytov 

(2014) 

Education Social robot Human and 

robot interaction 

User’s acceptance Perceived 

sociability, 

enjoyment, 

adaptability  

Unified Theory of 

Acceptance 
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Appendix B. AI Classroom Observation Sheet (AI-COS) 

1. Classroom information 

Teacher name: 

Grade level 

 Student number  

Course title 

Observation date and time 

2. Classroom observation interval sheet 

AI classroom observation (Interval Sheet #) 

Interval Codes Interval Description  

Time period  Time started:       Time finished:  

Activities 

Observed  

 

 

Classroom social 

organization  

 

 

Teacher presence 

 

 

Student presence  

 

 

 

 

 

 

 

 

 

AI presence 

 

The Inq-ITS features/functions used by teachers 

 

A detailed description of how Inq-ITS functions support teachers 

a. Cognitive: (e.g., track student progress, personalized scaffolding, 

automatic scoring) 

 

b. emotional:(e.g., change of emotion, emotional mode through facial 

expression, verbal, body language) 

 

c. Interactions: student, teacher, and AI 

 

 User’s perspective of AI 
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Appendix C. Pre-interview guide: teachers practice in regular classrooms  

Please identify one of the representative science lessons you taught last semester and walk me 

through how you taught that lesson; it could be one class or a series of classes. 

● specific instructional methods (pedagogical approaches). 

● Students’ experience (learning and engagement) with the lesson from the teachers’ 

perspective 

● Your challenge in teaching 

● Teachers’ role and responsibility during the lesson 

● The technology used to support teacher teaching 

● The features/role of technology 

● Technology addressing the teaching challenges.  

● Technology integration challenges 

● Additional thoughts
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Appendix D. Post-interview guide: teachers’ practices and experiences in AI-integrated 

classrooms 

Teachers’ practice with Inq-ITS 

● Teacher report summary: When did you use it, and what type of information did you 

typically look for? 

● Real-time teacher alert: how did you use it? To what extent do you rely on teacher alert 

to help students?  

● Teacher inquiry practice support (TIPS): how did you use it? Did it help you develop 

new teaching strategies or approaches? 

● Rex, how did your student use it? What is your view of Rex?  

● Inq-ITS as Assessment tool: How did you typically do the formative assessment? How 

did Inq-ITS impact the way of doing formative assessments? Change? Benefit? 

Teachers’ experience of using Inq-ITS 

● Please describe a specific instance where Inq-ITS helped you identify a student need or 

issue that you may not have noticed otherwise.  

● Please describe any areas where Inq-ITS provides more support to you than you 

expected.  

● How has Inq-ITS reduced your workload and cognitive load in classroom teaching? 

● How has Inq-ITS in general impacted your teaching practice and approach? 

Teachers’ feelings of Inq-ITS and AI in general  

● How does using Inq-ITS impact your confidence and comfort level in the classroom?  

● Do you feel more supported and empowered as a teacher, or does it create additional 

stress or uncertainty? 

● How has your feeling changed during your journey of using Inq-ITS?  

● Please use one word, phrase, or sentence to describe your overall feeling of using Inq-

ITS and other AI technology in classrooms.  

● What would you say to teachers hesitant to adopt AI technology like Inq-ITS in their 

teaching based on your experiences?  

● Are there any challenges or frustrations you have experienced while using Inq-ITS in 

your teaching? How have you addressed these challenges? 

Classroom interaction 

● Compared to your help to students in general classrooms  

● How do you identify students who need help when using Inq-ITS?  

● How does Inq-ITS impact your interaction with students? Please provide examples to 

illustrate your viewpoint (time length, number of students, focus/direction of teacher 

help, quality of teacher help?) 

● How have your role and responsibilities as a teacher shifted, if at all, with using Inq-

ITS?  
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● Compared to previously used technology, 

● Please describe the role that Inq-ITS played from your perspective. And examples.  

● What is the most promising aspect of Inq-ITS that will lead to your continued use in 

the future? 
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Appendix E. Data Analysis Process 

This section presents the data analysis process for Chapter 4, Exploring Teachers’ Pedagogical Practices and Experiences of 

Integrating Artificial Intelligence into Teaching: a Qualitative Case Study. The following procedures were taken to find emerging 

themes across the six interviews and classroom observations. The interview transcripts and classroom observation notes in Word 

documents were first used by the first author (the interviewer and primary classroom observer) to review and highlight the quotations 

that align with the research questions. The highlighted quotations were initially coded to generate the initial meaning of the data. See 

below for an example of initial coding.  

 Interview Transcript Initial codes 

Interviewer Could you describe your use and interaction with the feature of real-time teacher alerts  

Participant I liked most I like real-time alerts, because it would tell me, you know, which kid 

needed what and when, and a lot of times, the kids would just sit there and shy before 

they ask a question. And I think it helps me know which kids need my help faster than 

they know that they even need help 

● Like real-time 

teacher alerts 

● Real-time teacher 

alerts help teacher 

know the most 

struggling student 

faster 

Interviewer Does real-time teacher alerts influence the way you approach to student for help? And 

how? 

 

Participant And where it automatically tells you which kids, that's nice. I guess it's the real time 

analytics. But if you click on it towards the time to when they pop up when they need 

help, and it'll pop up. Like, if there’s a kid super struggling, it'll like be like, like a box, 

you have to exit click the X, because it'll take over your home screen and say, you 

● Real-time teacher 

alerts help teacher 

identify students’ 

challenges 
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know, Susie needs help on hypothesis. So you're like, Okay, go straight to her because 

she's really struggling 
● Teachers 

proactively 

approach to student 

Interviewer Would you please describe an area where InqITS provide you the most important 

support than you expected in your teaching practice  

 

Participant I think definitely in those teacher tips, when, even if the kid doesn't need as much 

scaffolding, you can automatically click to the last one. So, you know, okay, this is 

what we're trying to get the kids to do. And it would help me kind of guide the 

question. if they didn't need as much support, but I may, I knew because of the tips 

where it wanted them to be.  I was able to help guide them there. Easier. For sure. I 

think the teacher TIPS is The best 

● TIPS helps teachers 

to guide student 

learning 

● Teacher TIPS is the 

best feature  

 

The first author initially reviewed and coded the data from the first participant using line-by-line coding. The initial codes were 

shared and reviewed with the third author to enhance the trustworthiness of the findings. After, all data was transferred over to 

Dedoose for the first author to conduct initial coding with all participants’ data and find themes of the identified codes. 

Examples of Dedoose raw data 

● Interaction with features of Inq-ITS 

Quotations: 

1.2. with the more serious alert helping me pick the kind of critical kids who really needed my focus who and whom Rex wasn't 

helping enough, and who needed that teacher intervention… 

2.3. it would tell me, you know, which kid needed what and when,… 

3.4. it was telling me what they were messing up on. So they asked me as it came when I stood by them, they were like so what do I 

need to know… 

5.2. this is what we're trying to get the kids to do. And it would help me kind of guide the question. 

● The perceived roles of Inq-ITS 

Quotations: 
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2.6. it's nice to kind of feel like I have a second person to be like, Oh, they're not doing that. Right, you might want to go check on 

them 

4.5. He is definitely like a teacher's assistant. He's able to watch every student at the same time. 1.5. Like another teacher, Assistant 

classroom… 

3.5. collaborator in that it's, it's preparing materials for me and giving me giving the kids feedback and then allowing me the space to 

also give feedback in my own way 

6.7. It is like having a person to help you 

 

● The classroom interactions 

Quotations: 

1.10. it is more than what we would do normally. Because there's no way that I can meet with all of my children, specifically about 

whatever they're struggling with, that’s impossible. But this makes it to where it can 

2.9. With him (Rex) as if I were able to watch students type every word and give feedback every time like, I think his feedback is 

great. And it's what I would want to give each student at the individual level)… 

3.8. And you have a list of what you know, however, you're going to go which order you're going to go in… 

 

The first author shared all initial codes and themes with the second and third authors for peer debriefing again. All authors 

discussed the in-depth meaning of the data and themes. After in-depth review and discussion of the initial codes and themes that 

emerged through this process, overarching themes were identified. See below for an example of initial coding and overarching themes. 

 Interview Transcript  Initial codes Category Theme 

Interviewer Could you describe your use and 

interaction with the feature of real-

time teacher alerts 

   

Participant I liked most I like real-time alerts, 

because it would tell me, you know, 

which kid needed what and when, 

and a lot of times, the kids would just 

● Like real-time 

teacher alerts 

● Real-time 

teacher alerts 

• Like real-

time teacher 

alerts 

● Inq-ITS 

provides 

substantial 
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sit there and shy before they ask a 

question. And I think it helps me 

know which kids need my help faster 

than they know that they even need 

help 

help teacher 

know the most 

struggling 

student faster 

● Identify 

struggling 

students  

support to 

teachers 

Interviewer Does real-time teacher alerts 

influence the way you approach to 

student for help? And how? 

   

Participant And where it automatically tells you 

which kids, that's nice. I guess it's the 

real time analytics. But if you click 

on it towards the time to when they 

pop up when they need help, and it'll 

pop up. Like, if there’s a kid super 

struggling, it'll like be like, like a 

box, you have to exit click the X, 

because it'll take over your home 

screen and say, you know, Susie 

needs help on hypothesis. So you're 

like, Okay, go straight to her because 

she's really struggling 

● Real-time 

teacher alerts 

help teacher 

identify 

students’ 

challenges 

● Teachers 

proactively 

approach to 

individual 

student to 

provide help 

● Identify 

struggling 

students 

● Targeted 

scaffolding 

from teacher 

● Inq-ITS 

provides 

substantial 

support to 

teachers 

● Targeted 

pedagogical 

approach 

 

Interviewer Would you please describe an area 

where Inq-ITS provide you the most 

important support than you expected 

in your teaching practice  

   

Participant I think definitely in those teacher tips, 

when, even if the kid doesn't need as 

much scaffolding, you can 

automatically click to the last one. 

So, you know, okay, this is what 

we're trying to get the kids to do. And 

● TIPS helps 

teachers to 

guide student 

learning 

● Teacher TIPS is 

the best feature  

● TIPS 

provides 

pedagogical 

suggestions 

● Inq-ITS 

provides 

substantial 

support to 

teachers 
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it would help me kind of guide the 

question. if they didn't need as much 

support, but I may, I knew because of 

the tips where it wanted them to be.  I 

was able to help guide them there. 

Easier. For sure. I think the teacher 

TIPS is The best 
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Appendix F. The Codes and Excerpts Frequency of the emerging Themes and Categories 

Themes Categories # of Initial 

Codes 

# of Coded 

Excerpts 

 

 

AI provides substantial support to 

teachers 

The teacher alerts support teachers in identifying student challenges 

in real-time 

3 20 

The teacher reports provide teachers information on student progress 4 16 

Teacher inquiry practice support provides teachers with expert 

advice 

4 10 

 

 

Teachers support the work of A 

Teachers preparing students with sufficient prior knowledge prior to 

using Inq-ITS 

2 5 

Teachers facilitate Inq-ITS during its guidance of students’ 

independent learning 

4 15 

Teachers step in to help when Inq-ITS is insufficient in guiding 

students’ learning 

3 11 

AI is perceived as a facilitating 

tool 

-- 1 4 

AI is perceived as an interactive 

collaborator   

Collaborative partner 2 8 

Consultant 2 6 

Individualized and immediate 

instruction and scaffolding 

Individual student follows the guidance and help from Inq-ITS to 

conduct independent scientific inquiry 

4 14 

Teacher assesses students on individual level and provides 

immediate feedback 

 

5 

 

19 

Data-driven and targeted 

pedagogical approach 

Data-driven pedagogy 3 9 

Targeted scaffolding 3 12 

 

Shifts in teachers’ role 

Teachers focused more on actual teaching and less on classroom 

management 

3 21 

Teachers become students’ final source of assistance 2 5 

Teachers conduct more data analytics work 1 4 

 


	TABLE OF CONTENTS
	CHAPTER 1
	INTRODUCTION
	Dissertation Overview
	Significance of the Study
	References

	CHAPTER 2
	THE PEDAGOGICAL ROLES AND CHARACTERISTICS OF ARTIFICIAL INTELLIGENCE IN SUPPORTING TEACHING PRACTICE: A SYSTEMATIC REVIEW
	Abstract
	Introduction
	Analytical Framework
	Functionality
	Pedagogy
	Uniqueness

	Method
	Eligibility criteria
	Literature selection
	Coding of AI features in teaching

	Results
	The educational context of reviewed studies
	AI functionality in teaching
	The pedagogical roles of AI to support teachers’ instructional practices
	The profile of AI uniqueness

	Discussion
	AI promotes teachers’ personalized instruction and scaffolding to students
	Teachers can assess student performance innovatively and timely
	AI participates in classroom communication and interaction
	AI becomes a significant player in classrooms

	Conclusion and Limitation
	References

	CHAPTER 3
	DEVELOPING A CONCEPTUAL FRAMEWORK FOR THE TEACHER-AI PEDAGOGICAL PARTNERSHIP: EXPLORING THE EMERGENCE OF AI AGENCY IN TEACHING
	Abstract
	Introduction
	Artificial Intelligence in Teaching
	Integrating artificial intelligence into teachers’ pedagogical practice
	The emerging issues of AI integration in teachers’ pedagogical practices

	The Classroom Relationships between Teachers and Intelligent Machines
	An emerging form of human-machine relationship in the era of AI
	The exploration of the relationship between teachers and AI

	Theoretical Underpinnings
	An emerging artificial social agent and its agency
	The copresence of teachers and intelligent machines
	The distributed intelligence between AI and humans

	An Integrated Framework for Outlining the Teacher-AI Relationship
	The teacher-AI pedagogical partnership model
	The impact of the teacher-AI pedagogical partnership on teachers

	Implications
	Teachers’ mindset shifts toward engaging in partnership with AI
	The systematic instructional design of the teacher and AI collaborative teaching
	The implication for future research foci

	Conclusion and Limitations
	References

	CHAPTER 4
	EXPLORING TEACHERS’ PEDAGOGICAL PRACTICES AND EXPERIENCES OF INTEGRATING ARTIFICIAL INTELLIGENCE INTO TEACHING: A QUALITATIVE CASE STUDY
	Abstract
	Introduction
	Literature Review
	Incorporating artificial intelligence into teachers’ instructional practices
	Teachers’ perceptions of the roles of artificial intelligence
	The teacher and AI relationship for dynamic classroom interactions

	Method
	The inquiry intelligent tutoring system
	Research site
	Participants
	Data collection
	Data analysis

	Findings
	A mutual and supportive engagement between teachers and Inq-ITS
	Two distinct perceptions of the roles of AI among teachers
	Three emergent changes in classroom interactions

	Discussion
	The emergent supportive and mutual relationship between teachers and AI
	AI emerges from merely a supportive tool to a collaborative partner
	The interplay between teachers’ perception of AI and their pedagogical practice
	Addressing the demand for professional learning in teachers’ AI integration

	Conclusion and Limitations
	References

	CHAPTER 5
	CONCLUSION
	Implications of the Dissertation Research
	Recommendations for Future Research and Limitations
	References
	Appendices


