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Abstract

Large Language Models (LLMs) are a class of AI models trained on vast amounts of text data to 
understand and generate human language. While they perform well on general tasks, LLMs often face 
limitations in domain-specific applications due to knowledge gaps and hallucinations. Additionally, their 
performance declines when tackling complex, multi-step problems. To address these challenges, AI agents, 
which often incorporate LLMs as core components, are being introduced to handle more sophisticated, 
goal-oriented tasks. In this study, we leverage both LLMs and AI agents to develop intelligent systems 
aimed at enhancing undergraduate education in biomechanics courses. To achieve our goal, we construct 
a dual-module framework to enhance LLM performance in biomechanics educational tasks: 1) We ap-
ply Retrieval-Augmented Generation (RAG) to improve the factual accuracy and logical consistency of 
LLMs’ responses to the conceptual true/false questions. 2)We build a Multi-Agent System (MAS) to 
solve calculation-oriented problems involving mathematical reasoning and code execution. Specifically, 
we evaluate the performance of several LLMs, i.e., Llama3.3-70B, Deepseek-R1-Qwen-32B and Qwen-
2.5-32B on a biomechanics dataset comprising 100 true/false conceptual questions and tasks requiring 
equation formulation and solving. Our results show that RAG significantly boosts the performance and 
stability of LLMs to answer conceptual questions compared to vanilla models. On the other hand, the 
MAS constructed using multiple LLMs demonstrates its ability to perform multi-step reasoning, exe-
cute dynamic code, and generate structured, explainable solutions for tasks requiring calculation. These 
findings showcase the potential of applying RAG and MAS in improving LLM performance for special-
ized educational tasks in engineering classes, offering a promising direction for intelligent tutoring for 
domain-specific knowledge learning in undergraduate education.

Index words: [Large Language Models (LLMs), Biomechanics, Retrieval-Augmented
Generation (RAG), Multi-Agent System (MAS), AI in Education]



Build AI Assistants to Enhance the Engineering Education of
Biomechanics using Large Language Models and AI Agents

by

Hanzhi Yan

B.S., Xi’an University of Science and Technology, CHINA, 2019

A Thesis Submitted to the Graduate Faculty of the
University of Georgia in Partial Fulfillment of the Requirements for the Degree.

Master of Science

Athens, Georgia

2025



©2025
Hanzhi Yan

All Rights Reserved



Build AI Assistants to Enhance the Engineering Education of
Biomechanics using Large Language Models and AI Agents

by

Hanzhi Yan

Co-Major Professor: He Li
Qin Lu

Committee: Xianqiao Wang
Xiaoming Zhai

Electronic Version Approved:

Ron Walcott
Dean of the Graduate School
The University of Georgia
August 2025



Acknowledgments

I would like to express my sincere gratitude to my advisor, Dr. He Li, for his invaluable guidance, con-
tinuous support, and encouragement throughout this research. His insightful feedback, patience, and
expertise have been instrumental in shaping this study and refining my academic and research skills.

I am also deeply grateful to my committee members, Dr. Xianqiao Wang, Dr. Qin Lu and Dr. Xiaom-
ing Zhai, for their time, constructive suggestions, and valuable insights. Their expertise and thoughtful
feedback have greatly contributed to the improvement of this work.

Finally, I would like to thank my family, friends, and colleagues for their unwavering support and
encouragement during this research journey. Their belief in me has been a source of motivation and
inspiration.

iv



Contents

List of Figures vii

List of Tables viii

1 INTRODUCTION AND CONTRIBUTIONS 1

2 LITERATURE REVIEW 5
2.1 Applications and Limitations of LLMs in Specialized Tasks . . . . . . . . . . . . . . . 5
2.2 Overview of RAG . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3 Evolution of RAG Techniques and Impact of Retrieval Strategies . . . . . . . . . . . 7
2.4 Challenges and Optimization Opportunities for RAG in Education . . . . . . . . . . 8
2.5 A Performance-Oriented RAG Design in This Study . . . . . . . . . . . . . . . . . . 8
2.6 Challenges of Solving Calculation Questions in STEM Domains . . . . . . . . . . . . 9
2.7 Application of MAS in Solving Calculation Question . . . . . . . . . . . . . . . . . 10
2.8 Advances in LLM Integrated with External Tool . . . . . . . . . . . . . . . . . . . . 10
2.9 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 METHODOLOGY 12
3.1 Retrieval-Augmented Generation, RAG . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2 Multi-Agent System, MAS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

4 NUMERICAL EXPERIMENTS 20
4.1 Experimental Results of Different LLM Models . . . . . . . . . . . . . . . . . . . . 20
4.2 Performance Improvement with Application of RAG . . . . . . . . . . . . . . . . . 23
4.3 Result Analysis and Error Insights for application of RAG . . . . . . . . . . . . . . . 24
4.4 Results of MAS Built with the Same Multimodal Models . . . . . . . . . . . . . . . . 24
4.5 Results of MAS Built with Hybrid Models . . . . . . . . . . . . . . . . . . . . . . . 28
4.6 Overall Analysis and Key Findings of Applying MAS . . . . . . . . . . . . . . . . . . 29

5 CONCLUSION 31
5.1 Summary of Findings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

v



5.2 Methodological Strengths and Limitations . . . . . . . . . . . . . . . . . . . . . . . 32
5.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.4 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

Appendices 34

A 34

REFERENCES 56

vi



List of Figures

3.1 Workflow of MAS for solving calculation biomechanics problems. . . . . . . . . . . . 16

4.1 Comparison of accuracy and stability in LLaMA models across different settings. . . . 21
4.2 Comparison of accuracy and stability in Deepseek-R1-Qwen-32B models across different

settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3 Comparison of accuracy and stability in Qwen2.5 models across different settings. . . . 22
4.4 Effect of RAG on Accuracy and Stability Across Multiple Models Compared to GPT-4o 23
4.5 What is the horizontal center of gravity (CGx) for a person standing on one foot with

an outstretched arm, and what mass must a ball have to maintain equilibrium? . . . . . 25
4.6 Manager Analysis for Gemma-3-27B on Problem . . . . . . . . . . . . . . . . . . . . 25
4.7 Manager Analysis for Qwen2.5-VL-32B on Problem . . . . . . . . . . . . . . . . . . . 26
4.8 Manager Analysis for GPT-4o on Problem . . . . . . . . . . . . . . . . . . . . . . . 26
4.9 Accuracy comparison of different multimodal models in the MAS system . . . . . . . 27
4.10 Accuracy comparison of hybrid MAS configuration with error margins . . . . . . . . 29

vii



List of Tables

2.1 Key optimization operations in the RAG-enhanced model to improve accuracy, consis-
tency, and explainability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3.1 Experimental settings and variables used to evaluate LLM performance under different
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

4.1 Impact of Prompt Framing on Model Judgment Accuracy . . . . . . . . . . . . . . . 21
4.2 Comparison of Three MAS LLMs on the "Standing Man" Problem . . . . . . . . . . 27
4.3 Comparison of Hybrid Models MAS LLMs on the "Standing Man" Problem . . . . . 28

viii



Chapter 1

INTRODUCTION AND
CONTRIBUTIONS

In recent years, with the increasingly impressive performance of large language models (LLMs) in natural
language processing tasks, researchers have begun to explore their potential in professional-domain ap-
plications such as knowledge-based question answering [2], [22], [23], [43], [45], [59], [135], educational
assistance [57], [111], [137]–[141], and automated assessment [9], [13], [17], [26], [54], [83], [127]. Particularly
in interdisciplinary fields like biomechanics, LLMs are expected not only to comprehend domain-specific
terminology but also to accurately complete tasks requiring logical reasoning, such as true/false ques-
tions and analytical exercises. However, existing LLMs face significant challenges in practical applications,
including insufficient grasp of specialized concepts, frequent hallucination phenomena, and a lack of
domain-specific contextual support, which leads to suboptimal accuracy [13], [36], [37], [52], [91], [95],
[113], [133].

Traditional LLMs rely heavily on pretraining over general-purpose corpora. In specialized, closed-
domain environments such as biomechanics education, these models often lack adequate semantic knowl-
edge coverage, failing to grasp key definitions, experimental observations, and theoretical derivations in
the curriculum. As a result, directly applying them to tasks like answering questions in specific scientific
domains often leads to incorrect answers. Furthermore, the hallucination problem, where the model
generates responses that seem plausible but are factually incorrect, poses a serious threat in educational
settings, potentially misleading learners and undermining academic rigor [44], [75], [114], [131].

To address these issues, the emerging paradigm of Retrieval-Augmented Generation (RAG) has be-
come a promising enhancement mechanism [25], [31], [62], [100], [121], [125], [128], [134]. The core idea of
RAG is to retrieve relevant passages from structured or unstructured knowledge bases prior to text gener-
ation, and then feed them, along with the original query, into the LLM to support knowledge-grounded
inference. This approach aims to provide more reliable factual support, reduce hallucinations, and im-
prove response quality. Although RAG has achieved success in domains such as medical [1], [6], [48], [78],
[103], [104], [117], [129], [132], [136] and legal question answering [3], [39], [79], [89], [102], [124], [130],
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its application in educational scenarios, like specific engineering courses conceptual questions, remains
relatively unexplored.

To this end, this study proposes and implements a complete RAG-based system tailored for knowledge-
enhanced answering of true/false questions (Task I). We use the Biomechanics class as an example. Biome-
chanics is an inherently multiscale discipline that encompasses biological structures and systems across a
wide range of spatial and temporal scales [29], [30], [86]. It spans from the microscopic level of biological
filaments [27], [28], [33], [66], [68], [80], [81] and cell membranes [64], [69], [70], [72], [73], [143], to
the mesoscopic level of individual cells and tissues [12], [21], [65], [67], [71], [74], [110], [144], and up to
macroscopic structures such as organs [14], [40]–[42] and the entire human body [93], [98], [108]. Under-
standing biomechanics requires not only knowledge of functional anatomy and physiology of these bio-
logical components, but also a quantitative calculation of force and moments based on physical principles
and mechanical laws that govern multiscale object behaviors under various static and dynamic conditions.
This combination of conceptual understanding and practical calculation for specific applications makes
biomechanics an ideal domain for testing the performance of the proposed computational framework.
Furthermore, the interdisciplinary scope of biomechanics ensures that the framework’s performance can
be assessed across diverse types of data and physical phenomena, ranging from solid mechanics to fluid
dynamics involved in the complex biological interactions.

The proposed knowledge-enhanced answering system is constructed around the following key tech-
nical modules:

• Knowledge base construction and embedding: Full content is extracted from a biomechanics
textbook "Fundamentals of Biomechanics" by Ozkaya et al. [88](PDF format, online available)
using UnstructuredLoader and RecursiveCharacterTextSplitter to segment it into logical chunks
of approximately 1000 characters. Each chunk is then embedded using the mxbai-embed-large-v1
model, and stored in a local FAISS vector database to enable efficient semantic retrieval.

• Retrieval mechanism design: The system employs Maximal Marginal Relevance (MMR) as the
retrieval strategy with top-k set to 10. This ensures both relevance and diversity in the retrieved
content, which is used as contextual support during answer generation.

• Generation module integration: Multiple open-source LLMs are utilized through the LangChain
framework, with each question paired with its retrieved context and processed through a unified
generation pipeline to produce the final answer.

• Structured output and evaluation mechanism: To enhance explainability and support fur-
ther analysis, the system outputs responses in a structured schema, including the final answer
(True/False), a confidence score (0–1), and the cited context. An output parser is used to extract
these fields, and each question is answered three times to assess stability, consistency, and logical
validity.

• Automated batch processing and result logging: The system supports bulk import of questions
and ground truth answers from Excel, automates the inference process, and records three rounds
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of responses per question. The results are exported as a structured Excel file to facilitate human
review, error analysis, or instructional feedback.

The goal of this research is not only to evaluate the extent of RAG-induced improvement of LLM
performance on biomechanics judgment questions, but also to build a reusable framework for intelligent
testing and evaluation across various engineering curricula. In the experiments, we test model performance
on 100 real judgment questions used in the quiz and exams of the Biomechanics class under both RAG-
enabled and baseline conditions, and comprehensively assess performance gains in terms of accuracy,
confidence, and contextual grounding.

Main contributions of task I include: 1) Construction of a high-quality, domain-specific biome-
chanics vector knowledge base and the development of a complete RAG application pipeline using
open-source LLMs. 2) Implementation of structured answer output supporting automated evaluation,
bioinformatic-style error analysis, and visualized result export. 3) Empirical comparison between pure
LLMs and RAG-enhanced LLMs on real-world true/false questions, with a systematic analysis of error
types and optimization potential. 4) Exploration of future use cases such as student exercise generation,
automatic correction feedback, and dynamic textbook content updates based on the RAG framework.
We believe this system not only provides a novel approach to automated answering and assessment in ed-
ucational scenarios, but also serves as a technical prototype for the practical application of LLM + RAG
in closed-domain, high-precision environments.

In current educational settings, calculation problems constitute a significant portion of biomechan-
ics exams and assignments, in addition to true/false questions. Unlike true/false questions, calculation
problems typically require the model to possess a broader set of capabilities, including accurately interpret-
ing physical conditions, deriving mathematical formulas, generating and executing computation code, and
ultimately producing a complete and structured problem-solving process. While the RAG architecture
provides effective textual enhancement, it remains insufficient for handling tasks that involve multi-step
reasoning and programmatic execution.

To address this limitation, we further propose and implement a Multi-Agent System (MAS) specifi-
cally designed for solving biomechanics calculation problems (Task II). The system consists of three core
modules:

• Manager: Responsible for transforming the original question (which may include images, formu-
las, or structured text) into a clear, natural language problem description;

• Solver: Combines large language model reasoning with code execution tools to sequentially plan
and solve the problem;

• Reviewer:Evaluates the correctness of the answer and the validity of the reasoning process, provid-
ing scoring or feedback accordingly.

Through clear division of roles and structured output formatting, MAS simulates a complete “human-
like problem-solving pipeline.” It significantly improves performance on calculation tasks while support-
ing auto-grading, code verification, and process-level explainability, thereby offering a novel direction for
intelligent systems in engineering education.
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The major contributions of Task II include: 1) It is among the first to systematically address the
automated solving of calculation biomechanics problems, filling a significant gap in research on procedu-
ral problem-solving within STEM education. 2) Our framework introduces a three-stage agent pipeline,
consisting of a Manager, Solver, and Reviewer, that simulates the full human problem-solving process,
including understanding, reasoning, execution, and evaluation. 3) Our framework achieves a deep inte-
gration of LLM-based reasoning with executable tool modules, allowing it to generate, execute, and verify
code as part of a structured solution workflow.

In summary, we construct AI assistants, aiming to enhance the engineering education of biomechan-
ics using LLMs and AI agents. To achieve full coverage of course question types, we propose to com-
bine RAG and MAS: RAG specializes in true/false conceptual questions, while MAS targets multi-step
calculation problems. The two systems can work collaboratively within a unified platform, forming a
multi-agent, multi-task intelligent answering and assessment system. We demonstrate the feasibility of
using LLMs for hybrid handling of conceptual and calculation questions, but also provide a practical
framework and technical prototype for building future intelligent educational platforms across engineer-
ing disciplines.
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Chapter 2

LITERATURE REVIEW

2.1 Applications and Limitations of LLMs in Specialized Tasks
Current Applications of LLMs in Domain-Specific Question Answering

LLMs, such as GPT, LLaMA, and Qwen, have achieved remarkable performance in general-domain
question answering tasks, demonstrating strong capabilities in both language understanding and rea-
soning [7], [8], [13], [18], [34], [85], [87], [91], [112]. With increasing model sizes and richer pretraining
corpora, researchers have begun to explore their potential in professional-domain scenarios—particularly
in knowledge-intensive tasks such as medicine, science, engineering, and law.

In the medical domain, benchmark datasets like PubMedQA and MedQA [50], [51] are widely used
to evaluate LLMs’ domain comprehension. Some studies have shown that GPT-4 performs at a level
exceeding that of junior medical residents on the USMLE [38]. Nevertheless, LLMs still exhibit semantic
errors and factual inaccuracies when handling complex clinical reasoning and pharmacological mecha-
nisms [106]. This exposes two core limitations of LLMs in specialized scenarios: (1) insufficient depth of
understanding of terminology and processes; and (2) difficulty in conducting stable causal reasoning over
complex knowledge.

In engineering and technical disciplines such as biomechanics, LLMs must grasp interdisciplinary
knowledge involving kinematics, skeletal mechanics, and physiological structures. This not only requires
understanding concepts and biomechanical models but also the ability to infer implicit conditions em-
bedded in questions. Although open-source models like LLaMA 2 and Qwen 1.5 have demonstrated
basic logical reasoning, they often struggle to deliver consistent, trustworthy answers on judgment-style
or reasoning-intensive calculation questions without external domain support [11].

Although LLMs such as ChatGPT have demonstrated strong capabilities across a broad spectrum
of scientific domains, their closed-source nature limits transparency, customizability, and full integration
into specialized workflows. In contrast, open-source models provide greater flexibility and extensibility, al-
lowing educators and developers to fine-tune models for domain-specific applications, adapt architectures
to particular tasks, and integrate them seamlessly with other open-source tools and datasets. For example,
Qwen-2.5-32B has outperformed ChatGPT-3.5 on several Chinese-language benchmarks and supports pa-
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rameter openness and local deployment, making it a viable choice for customized solutions [60]. Likewise,
LLaMA3.3-70B has been widely adopted in finance, legal document generation, and academic writing
tasks.
Performance Bottlenecks of LLMs in Closed-Domain Tasks

Despite the remarkable advancements in open-domain tasks, LLMs still face significant bottlenecks
in closed-domain tasks. While models like GPT, LLaMA, and Qwen show exceptional capabilities in
general contexts, their performance drops notably in specialized areas[56]. This is because 1) general
pretraining corpora often fail to cover high-density technical terminology and domain-specific concepts.
In biomechanics, for instance, LLMs lack accurate representations of complex mechanical processes,
physiological structures, and experimental methodologies—leading to issues like conceptual confusion or
misinterpreted causality when answering judgment questions[92]. 2) LLMs are prone to hallucinations
in closed-domain tasks—generating content that sounds plausible but is factually incorrect. This severely
undermines their reliability in professional settings. 3) Without external context, LLMs demonstrate high
variability in accuracy, especially on short, low-context questions that are knowledge-dependent. Their
outputs often lack consistency and robustness [4]. Hence, there is a clear need to enhance LLMs with
structured domain knowledge and external retrieval capabilities to overcome these challenges [49].

2.2 Overview of RAG
RAG has emerged as a promising solution, enabling LLMs to access external knowledge sources during
inference to support fact-grounded reasoning.
Workflow: A Two-Stage Architecture

RAG typically involves two stages: 1) Retrieval Stage: Given an input question, relevant document
segments are retrieved from a pre-constructed knowledge base using either keyword-based or dense vector-
based matching [35]. Documents are embedded into semantic vector spaces using high-quality embedding
models to facilitate similarity comparison. 2) Generation Stage:The original question and retrieved con-
text are jointly input into the LLM, which then generates the final answer[63]. This conditional generation
process leverages both the model’s language understanding and external factual grounding. Essentially,
RAG transforms the QA task into a composite operation—semantic retrieval followed by conditioned
generation—thus compensating for the inherent limitations in the model’s internal knowledge[46].
Core Advantages of RAG

Compared to end-to-end generation approaches, RAG offers several significant advantages, particu-
larly in specialized and closed-domain applications [19], [99], [107]. By grounding outputs in retrieved doc-
uments, RAG enhances factual accuracy and reduces the occurrence of hallucinations, thereby improving
the trustworthiness and traceability of responses. It also enables superior performance in domain-specific
tasks, as curated knowledge bases—such as textbooks or academic literature—can effectively fill gaps in
the model’s internal knowledge[47]. Moreover, RAG systems support knowledge updates without re-
quiring model retraining; content revisions can be made directly through updates to the retrieval database,
making the approach ideal for dynamic or evolving knowledge domains. Lastly, because the base model
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remains frozen during deployment, RAG is especially suitable for resource-constrained environments or
scenarios where labeled training data is limited [53]. These advantages have established RAG as a critical
architecture for applying large language models in high-precision educational and professional settings.
RAG in Real-World Applications

RAG has been successfully applied in various domain-specific question answering (QA) systems,
demonstrating its broad adaptability and effectiveness. In the medical domain, systems such as MedQA-
RAG incorporate clinical guidelines, literature, and case databases to support diagnostic and pathological
reasoning, resulting in notable improvements in both accuracy and explainability. In the legal field, RAG
enables more reliable statutory interpretation and case-based reasoning by integrating legal documents and
court rulings, thereby allowing language models to cite authoritative sources and enhancing transparency.
Beyond these areas, RAG has also been explored in finance, academic QA, and government services,
particularly in tasks requiring high-precision, controllable generation. These diverse applications highlight
the potential of RAG to strengthen factual grounding and domain alignment across a wide range of
knowledge-intensive tasks.[96][120][122]
Research Gaps in Engineering Biomechanics Conceptual Tasks

Despite the demonstrated success of RAG in various specialized domains, its application in educa-
tional contexts, particularly in engineering biomechanics, remains relatively underdeveloped. Several
key research gaps persist. First, there is a lack of structured QA systems specifically designed to handle
judgment-type conceptual questions in biomechanics. Second, high-quality, domain-specific knowledge
bases built from textbooks, lecture notes, or instructional materials are often unavailable or poorly con-
structed. Third, there is currently no standardized evaluation framework for assessing LLMs in terms
of accuracy, stability, and explainability within this domain. Addressing these gaps by applying RAG
to automated true/false question answering in biomechanics not only fills an important gap but also
contributes to the advancement of the employment of LLMs in specialized educational topics.

2.3 Evolution of RAG Techniques and Impact of Retrieval Strate-
gies

In recent years, advancements in RAG have primarily been driven by improvements in retrieval precision
and context integration mechanisms. First, the evolution of retrieval strategies has played a central role.
Traditional sparse methods like BM25 are effective for keyword-dense queries but struggle with semantic
generalization [82]. Dense retrieval methods, based on vector embeddings, offer better semantic match-
ing through synonym and paraphrase detection but are highly dependent on embedding quality [126].
More recently, Maximal Marginal Relevance (MMR) has gained attention for its ability to balance rele-
vance and diversity, thereby reducing redundancy and enhancing contextual coverage [10], [94]. Some
systems also employ hybrid retrieval, combining sparse and dense techniques to optimize both precision
and recall. Second, document preprocessing and embedding quality have a direct impact on retrieval
outcomes. Techniques such as chunk size selection and overlap control influence the semantic coherence
of indexed content [105]. Likewise, the choice of embedding model—such as mxbai-embed-large-v1, BGE,
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or MPNet—shapes the structure of the vector space and determines the system’s ability to retrieve high-
quality context [16], [58], [123]. Third, prompt engineering and multi-step reasoning have enhanced how
retrieved information is integrated into LLM generation. Techniques like multi-turn QA chaining decom-
pose complex queries into manageable subtasks [55]. Structured output formatting enables automated
evaluation and error tracking, while Chain-of-Thought prompting reinforces reasoning transparency and
improves decision logic. These advances have extended RAG from open QA to structured reasoning[77]
and educational support applications[97].

2.4 Challenges and Optimization Opportunities for RAG in Ed-
ucation

Despite its promise, the application of RAG in educational contexts presents several critical challenges that
limit system robustness and reliability ko2024enhancingïĳŇdong2023build, [76], [109]. Judgment-
style questions, while often short in length, are highly knowledge-intensive and require highly precise
retrieval strategies to locate semantically relevant support content. Improper text chunking during pre-
processing can fragment meaningful semantic units, thereby reducing retrieval coverage and contextual
coherence. In addition, retrieval systems are susceptible to false positives and false negatives, which may
result in misleading or irrelevant content being passed to the generation model. The overall quality of
the knowledge base also plays a crucial role—issues such as OCR errors, terminology inconsistencies,
and semantic gaps can further degrade performance. Finally, LLMs often produce inconsistent outputs
for the same input across multiple trials, especially in scenarios lacking strong contextual grounding [61].
To achieve reliable and scalable performance in education, RAG-based systems must undergo coordi-
nated optimization in areas such as data preprocessing, retrieval strategy, embedding quality, and prompt
design[5].

2.5 A Performance-Oriented RAG Design in This Study
To address the above challenges, this study introduces several optimizations aimed at performance im-
provement:
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Table 2.1: Key optimization operations in the RAG-enhanced model to improve accuracy, consistency,
and explainability

Operations Methodology Performance Target
Document handling Textbook PDF + UnstructuredLoader +

segmentation
Semantic integrity and coverage

Chunking strategy chunk_size=1000, overlap=200 Context coherence + retrieval hit
Embedding model High-quality local model:mxbai-embed-

large-v1
Semantic accuracy, fewer false hits

Retrieval method MMR-based top-k (k=10) Diversity, increased context cover-
age

LLM configuration deepseek-ri-distill-qwen-32b Speed-performance tradeoff
Prompt schema Structured output: answer + context +

confidence
Explainability + downstream anal-
ysis

Stability check 3-answer voting per question Output consistency, model robust-
ness

Together, these optimizations form a complete RAG system tailored for automated answering tasks
in biomechanics.

2.6 Challenges of Solving Calculation Questions in STEM Do-
mains

Relatively few studies have applied LLM to tackle calculation problems in Engineering education, which
require not only language understanding but also abilities in mathematical modeling, physical reasoning,
unit conversion, and numerical computation. These problems are inherently more complex and present
greater challenges for both automation and evaluation.In disciplines such as biomechanics, physics, and
engineering mechanics, calculation problems frequently involve intricate relationships among variables,
mechanical equations, and geometric models. To solve these problems effectively, an automated system
must meet several critical requirements. First, it must accurately understand the problem, correctly iden-
tifying initial conditions, variable definitions, and units. Second, it should support step-by-step reasoning
and modeling, deriving appropriate equations from physical laws and clearly articulating intermediate
steps. Third, the system must be capable of generating and executing code, translating the reasoning
process into runnable programs to compute numerical results. Lastly, the solution must be presented in a
structured and explainable format, including formulas, calculations, and final answers that facilitate both
instructional review and learner comprehension.

However, traditional LLMs are primarily optimized for textual reasoning and natural language genera-
tion. While they can often produce plausible answers, they tend to be inconsistent in code generation and
struggle to maintain logical continuity across multi-step problems. Furthermore, they lack the ability to
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verify the correctness of intermediate steps, which undermines their reliability in high-stakes educational
environments where accuracy and transparency are essential.

2.7 Application of MAS in Solving Calculation Question
MAS are architectures built on the principle of task decomposition and role-based collaboration, widely
applied in fields such as planning, game theory, autonomous driving, and complex dialogue systems [20],
[24], [32], [84], [116]. Agents in MASs operate cooperatively, performing diverse tasks and communication
protocols in parallel. This parallelism allows them to retrieve data and execute tasks more quickly and
efficiently than conventional single-agent systems, which carry out functions sequentially, often at the
expense of time. This feature enables simultaneous problem-solving and enhanced system performance.
By dividing complex tasks into subtasks assigned to independent agents that share a common state, MAS
frameworks can improve modularity, controllability, and explainability.

In educational settings, we can apply MAS to simulate the collaborative roles of a real classroom, such
as:

• Manager: Functions like an instructor or assistant, responsible for standardizing and interpreting
questions;

• Solver: Acts as the problem-solver or student, tasked with planning and computing solutions;

• Reviewer: Serves as the grader or teacher, evaluating the answer and providing feedback.

This architecture improves role specialization, enables better control over the reasoning path, and supports
structured review and verification of intermediate outputs.

2.8 Advances in LLM Integrated with External Tool
Recent research has increasingly focused on combining LLMs with external tools—such as code inter-
preters, calculators, or databases—to overcome the limitations of internal model reasoning. Notable devel-
opments include: frameworks such as LangChain facilitate this integration by allowing LLMs to bind with
external tools—such as code execution engines or retrieval modules—directly within a dialogue flow [90],
[115]. Technologies like the Code Interpreter [119], [145] and Toolformer [101], [142] further extend this
capability by enabling the model to automatically execute generated code and incorporate the results as
feedback for subsequent reasoning steps. In addition, LangGraph introduces a state-aware, multi-agent or-
chestration mechanism that supports structured, multi-turn reasoning and controlled task transitions [15],
[118]. Together, these developments form the foundation for more intelligent, tool-augmented language
systems capable of handling tasks that go beyond pure text generation. These tool-based enhancements
provide critical capabilities for tasks such as equation solving, data interpretation, and structured code
reasoning, opening up new possibilities for applying LLMs in STEM education.
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2.9 Summary
In summary, current literature and technological developments indicate that RAG and MAS could signif-
icantly advance the educational tasks across different disciplines. The RAG architecture, by introducing
a knowledge retrieval mechanism, effectively enhances the accuracy and explainability of LLMs in closed-
domain scenarios, particularly for short, high-information-density true/false questions. Its performance
largely depends on the quality of the knowledge base, the choice of retrieval strategy, the design of prompts,
and the consistency of model outputs.

On the other hand, the MAS architecture could be better suited for solving process-oriented and
structurally complex calculation problems. By simulating the human problem-solving workflow and
dividing the task into three stages, including understanding, solving, and reviewing, MAS establishes a
complete loop from natural language comprehension to code execution and structured output generation.
This could significantly improve the stability, transparency, and traceability of the solution process.

Based on this foundation, we propose a dual-module integrated system, where RAG handles biome-
chanics true/false questions and MAS tackles calculation problems. These two subsystems complement
each other and work collaboratively to form an automated answering and assessment platform tailored for
science and engineering education. We expect that this framework not only delivers measurable improve-
ments in accuracy and stability but also provides a novel architectural paradigm and practical pathway for
implementing intelligent education systems in a broad spectrum of disciplines.
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Chapter 3

METHODOLOGY

3.1 Retrieval-Augmented Generation, RAG

3.1.1 Task Definition
This study focuses on the task of automated answering for true/false questions in a biomechanics course.
The goal is to evaluate whether incorporating external knowledge (via a Retrieval-Augmented Generation
mechanism, RAG) can improve the performance, stability, and accuracy of LLMs in domain-specific
judgment tasks.

Objectives:

• To explore whether RAG can significantly enhance the performance of LLMs in specialized true/false
question tasks;

• To compare outputs of vanilla LLMs and RAG-enhanced LLMs on the same question set;

• To analyze factors affecting answer accuracy, including retrieval relevance, hallucination frequency,
and output consistency.

Input-Output Format:

• Input: A total of 100 biomechanics true/false questions;

• Outputs: baseline answers generated without any external knowledge support, serving as a control
group for comparison; RAG-enhanced responses, which incorporate retrieved contextual informa-
tion from the domain-specific knowledge base; confidence scores and supporting context for each
response round, enabling traceability and qualitative assessment of the model’s reasoning process.

3.1.2 Dataset Construction
Biomechanics Judgment Question Dataset
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A custom-built domain-specific dataset was constructed, covering key knowledge points from intro-
ductory biomechanics courses, including statics, kinetics, muscle tension, force and moment analysis, and
physiological mechanisms.

The dataset used in this study was compiled from authentic course materials, lecture slides, and in-
structional presentations in the field of biomechanics. It consists exclusively of true/false questions, each
accompanied by a ground truth label for evaluation purposes. The dataset includes a total of 100 questions,
with an average length of 21.7 characters, written in a formal and domain-specific style. This dataset serves
as the primary benchmark for evaluating system performance across three experimental dimensions: (1)
baseline LLM performance without retrieval augmentation, (2) RAG-enhanced LLM outputs, and (3)
multi-round consistency analysis to assess output stability and reliability.
Domain Knowledge Base for RAG

To support RAG framework, we constructed a domain-specific vector knowledge base tailored to
biomechanics. This knowledge base served as the contextual backbone for retrieval operations, allowing
the system to fetch semantically relevant information prior to answer generation. Its design and qual-
ity were critical, as they directly influenced both the accuracy and explainability of downstream model
outputs.

The source materials used for knowledge base construction included biomechanics textbooks "Fun-
damentals of Biomechanics" by Ozkaya et al. [88] (in PDF format), lecture notes(in PDF format), glos-
saries, and supplementary teaching materials. These documents were preprocessed through a multi-stage
pipeline. First, we applied document cleaning using the UnstructuredLoader, which parsed PDFs while
removing non-informative content such as headers, footers, tables of contents, and repetitive figures.

Next, the cleaned text was segmented using RecursiveCharacterTextSplitter, with a chunk size of
1000 characters and a 200-character overlap. This strategy helped preserve semantic continuity between
segments, ensuring that retrieval could capture coherent information spans. Each chunk was then em-
bedded into high-dimensional vector space using various embedding models. We tested and compared
several alternatives, including OpenAI Embeddings, mxbai-embed-large-v1 (locally deployed), BGE-small-
zh (optimized for Chinese language semantics), and MPNet via SentenceTransformers. The resulting
embeddings were stored in a unified format.

For storage and retrieval, we employed FAISS as the underlying vector database. This allowed for
fast, scalable similarity searches in a local environment. The end result was a dense, searchable knowledge
base that could support low-latency, high-accuracy retrieval—an essential capability for enhancing LLM
performance in closed-domain educational tasks such as biomechanics.

3.1.3 Experimental Design
To systematically evaluate the effectiveness of the RAG mechanism in enhancing LLM performance on
biomechanics true/false tasks, this study adopts a comparative framework composed of: Baseline models
(vanilla LLMs with no external knowledge) and RAG-enhanced models (LLMs with retrieved context).

Each experiment is further subdivided into variations in prompts, generation parameters, and retrieval
strategies.
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Baseline Setup (without RAG)
In the baseline group, LLMs (Llama3.3-70B, Deepseek-R1-Qwen-32B and Qwen-2.5-32B) were di-

rectly prompted to answer the biomechanics questions without access to any external knowledge base or
contextual support. This setup simulates the model’s performance purely based on pertaining.

To investigate how prompt engineering and generation parameters influence output, two key sub-
experiments were designed:
Prompt Template Comparison: Three levels of prompts with increasing domain specificity were used:

• “This is a question, help me answer it.” (General prompt);

• “This is a biomechanics question, help me answer it.” (Biomechanics specific prompt);

• “Please think carefully about this biomechanics question and give a professional answer.” (Reason-
ing prompt).

RAG-Enhanced Setup
In the RAG configuration, we retained the same underlying large language model architectures as in

the baseline setup, but augmented them with a structured knowledge base and a retrieval mechanism to
enhance factual grounding. The complete RAG pipeline was designed to support semantically relevant
document retrieval and guided answer generation.

The document sources included biomechanics textbooks, lecture slides, and experimental records,
representing a wide range of instructional content. These documents were first processed using a cleaning
and chunking procedure, where each text segment was split into chunks of 1000 characters with 200-
character overlaps to maintain semantic continuity.

For embedding, we employed the mxbai-embed-large-v1 model to convert each text chunk into high-
dimensional vectors, capturing nuanced domain semantics. Retrieval was then conducted using a FAISS
vector store, paired with Maximal Marginal Relevance (MMR) to maximize both relevance and diversity
in the retrieved content. For each query, the system selected the Top-10 most relevant document chunks.

During generation, the original prompt and the retrieved content were jointly fed into the LLM,
which produced a structured response that included the answer, the supporting context, and a confidence
score. This design allowed us to systematically evaluate whether enriching the LLM’s input with retrieved
domain-specific knowledge could improve not only answer accuracy, but also logical coherence and output
consistency.
Experimental Variables and Configuration Table
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Table 3.1: Experimental settings and variables used to evaluate LLM performance under different condi-
tions.

Dimension Values Description
LLM Model Llama3.3-70B / Deepseek-

R1-Qwen-32B / Qwen-2.5-
32B

Three LLMs

Prompt Template Generic / Biomechanics spe-
cific / Reasoning

Tests effect of prompt strength

Temperature 0.6 / 0.8 Controls generation diversity and
consistency

Knowledge Support No (Baseline) / Yes (RAG) Whether external knowledge is in-
troduced

Answer Rounds 3 responses per question For evaluating output stability
Output Format answer + context + confi-

dence
Supports structured evaluation
and visualization

3.1.4 Evaluation Metrics
To comprehensively measure system performance on true/false question tasks, three core evaluation
dimensions were adopted:
Accuracy

Accuracy is the primary metric used to assess whether the model’s output matches the ground truth
answer.

Accuracy =
Number of correct answers
Total number of questions

(3.1)

Accuracy was measured for each model under each experimental configuration, serving as the primary
metric for performance evaluation. In cases where models were executed in multi-round settings, we
computed both the average accuracy and the standard deviation to assess not only correctness but also
output stability across runs. A comprehensive comparative analysis was conducted to evaluate the impact
of key variables, including the presence or absence of RAG, the type of language model used, and vari-
ations in prompt design. This enabled a nuanced understanding of how retrieval augmentation, model
architecture, and input phrasing affected overall system performance.
Stability

LLMs are inherently probabilistic. To measure their robustness, each question was answered three
times per experiment. Stability evaluation included: Answer Consistency: Percentage of questions where
all three outputs were identical; Confidence Variance: Analyzing fluctuation across the three trials; In-
stability Diagnosis: Identifying causes of inconsistent outputs (e.g., retrieval changes); RAG Impact:
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Whether RAG improved answer consistency. This dimension assesses whether models can maintain
reliable performance when faced with the same input under controlled conditions.

3.2 Multi-Agent System, MAS

3.2.1 Overall System Architecture
To enable automated solving of biomechanics calculation problems, this study proposes a MAS archi-
tecture based on LLMs. Inspired by the human problem-solving process, the system adopts a modular
design with three cooperative agents:

• Manager:Responsible for parsing the original input (which may include text, images, or equations)
and converting it into a clear and structured natural language description;

• Solver: Operates under a "plan-and-execute" paradigm, generating reasoning steps, executable
Python code, and computing the final result;

• Reviewer: Evaluates the correctness of the solution, compares it with the ground truth, and pro-
vides scoring and feedback.

The system is built using modular tools such as LangChain and LangGraph, and agents share context
via a unified State object, which includes the conversation history, current execution status, and ground
truth reference.

Figure 3.1: Workflow of MAS for solving calculation biomechanics problems.
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The system starts with the Manager, which interprets the original input (text, images, or formulas)
and reformulates it into a clear, structured natural language question. Based on the task type, the Manager
either proceeds to the Solver (for multi-step reasoning and code execution) or directly routes to the Re-
viewer (for evaluation). The Solver plans and executes each step, generating Python code and computing
results, then returns to the Manager for further decision-making. Once complete, the Reviewer evaluates
the final solution against the ground truth, optionally scoring and providing feedback before the system
terminates.

3.2.2 Agent Roles and Prompt Design
Manager: Problem Interpretation and Input Normalization

As the entry point of the MAS, the Manager agent receives the raw question input and transforms it into
a well-structured, clear natural language description. For multimodal inputs, it uses the Qwen2.5-VL-
72B-Instruct model to jointly interpret text, images, and embedded formulas, and outputs standardized
questions according to a predefined prompt template.

Solver: Stepwise Reasoning and Code Execution

The Solver serves as the calculation core of the MAS, and is implemented using a high-performance, text-
only language model such as Mistral-3.2-24B-Instruct-2506. It is responsible for translating the structured
problem statement into a logically coherent and executable solution. The Solver follows a multi-stage
process: First, it performs plan generation, where it outlines a structured sequence of steps required to
solve the problem. Next, it proceeds with stepwise execution, carrying out each reasoning step in order
and generating Python code as needed. Once code segments are produced, they are passed to an integrated
code runner, which executes them and captures outputs, and returncode. Finally, the Solver produces a
structured Markdown-formatted output that includes natural language reasoning, code blocks, and the
corresponding numerical results. This design ensures both calculation accuracy and clear traceability of
the problem-solving process.

Reviewer: Solution Evaluation and Scoring

The Reviewer operates during the evaluation phase of the MAS system. When a ground truth answer is
available, the Reviewer compares the output generated by the Solver with the reference solution and assigns
a corresponding score. Its role is to simulate the judgment and feedback process typically performed by a
human instructor. Specifically, the Reviewer provides a binary judgment of correctness, an overall score
out of 100, and detailed feedback on any missing steps, miscalculations, or logical flaws in the solution. In
addition, it evaluates the clarity of reasoning and expression, offering insights into the structural quality
of the answer. This module plays a critical role in enabling automated grading, formative assessment, and
self-correction feedback in calculation educational tasks.
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3.2.3 Task Definition
This study addresses the task of automated solving of biomechanics calculation problems using a struc-
tured, multi-agent framework. The primary goal is to develop a MAS capable of performing reasoning,
mathematical modeling, code execution, and structured output generation, and to evaluate its effective-
ness in real-world educational scenarios.

The system accepts as input a biomechanics problem statement, typically in textual form, and option-
ally accompanied by images or embedded equations. A reference (ground truth) answer is also provided
for evaluation. The system’s output includes a step-by-step reasoning trace, auto-generated and executed
Python code, the final numerical result with appropriate units, and—when the Reviewer module is ac-
tive—feedback and scoring information.

The key objectives of this research are threefold: (1) to verify whether the MAS system can accurately
interpret and solve domain-specific calculation problems; (2) to evaluate its performance in terms of
accuracy, stability, and explainability; and (3) to compare its results with those of conventional single-
model baselines in order to validate the added value of the MAS architecture.

3.2.4 Dataset Construction
To support system evaluation on real-world tasks, a custom dataset of biomechanics calculation prob-
lems was developed. The problems were sourced from multiple educational materials, including lecture
slides, laboratory report exercises, and publicly available biomechanics question banks. The resulting
dataset reflects common problem types encountered in undergraduate and graduate-level biomechanics
instruction.

The dataset contains a total of 30 problems, each accompanied by a text prompt, an optional image or
diagram, a reference (ground truth) answer, and a set of standard solution steps used for performance eval-
uation. This dataset serves as the benchmark for testing the MAS system’s ability to handle mathematically
structured, domain-specific problems involving multi-step reasoning and code execution.
Experimental Phase 1: MAS Built with the Same Multimodal LLMs

In the first phase of experimentation, all three agents in the MAS architecture—Manager, Solver, and
Reviewer—were configured to use the same multimodal LLM. This setup was designed to evaluate the
system’s performance under a fully unified configuration and to establish an upper-bound baseline. Each
biomechanics calculation problem was run five times, enabling both accuracy and output consistency to
be assessed across multiple trials.

The primary goal of this phase was to determine how well a single, powerful multimodal model could
perform across all roles in the MAS pipeline. Specifically, we tested different LLMs, namely Gemma-3-27B,
Qwen2.5-VL-32B, and GPT-4o. Key metrics recorded included the per-run accuracy, the average accuracy
across repetitions, and the stability of model outputs under identical input conditions.
Experimental Phase 2: Hybird-Model MAS Configuration

In the second phase of the experiment, Qwen2.5-VL-72B was retained for the Manager agent. In
contrast, the Solver and Reviewer agents were replaced with a more lightweight and efficient text-only
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model, specifically Mistral-3.2-24B-Instruct. This configuration established a hybrid MAS architecture,
aiming to balance calculation cost with task-specific effectiveness.

The goal of this phase was to assess whether text-based models could reliably handle core responsi-
bilities such as logical reasoning and automated evaluation, while preserving system performance. As in
Phase 1, each problem was solved five times, and the resulting outputs were analyzed for both accuracy
and output consistency. Experimental results from this hybrid setup were directly compared against the
fully multimodal configuration, allowing us to evaluate trade-offs in performance, efficiency, and stability
across the two architectural designs.
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Chapter 4

NUMERICAL EXPERIMENTS

This chapter presents and analyzes the experimental results under different settings, with a focus on the
following topics: 1) Performance differences between LLM architectures (Qwen vs. LLaMA); 2) The
influence of different prompt templates; 3) Baseline models vs. RAG enhanced models; 4) The impact of
RAG on accuracy, stability, and explainability.

4.1 Experimental Results of Different LLM Models
To investigate the performance of different LLM models and how prompt templates and generation
parameters affect model performance on the biomechanics true/false task, we designed three levels of
prompt instructions (from general to domain-specific) across three LLMs: Llama3.3-70B, Deepseek-R1-
Qwen-32B, and Qwen-2.5-32B. We also compared performance under different temperature settings. Each
question was answered three times by each model. Stability refers to the percentage of cases in which all
three outputs were consistent, while accuracy indicates the proportion of outputs matching the ground
truth. It is noted that LLM not only responds the true/false answer, but also provide the rationale behind
its answers. An example of the results of answers generated using the three different prompts is listed
below,
Example Question

Quasi-static equilibrium is a good assumption for running.
Ground Truth Answer: False
General prompt: ’answer’: True, ’context’: "Quasi-static equilibrium is often used in biomechanics to
analyze forces at specific instants or averaged over a cycle where the changes aren’t too abrupt. While
running is dynamic, involving inertia and rapid force changes, quasi-static assumptions can still be useful
for understanding certain aspects like average forces during a stride.", ’confidence’: ’0.8’
Biomechanics specific prompt: ’answer’: False, ’context’: "Running involves dynamic movements with
acceleration and deceleration phases, muscle activity, and inertial forces. Quasi-static equilibrium assumes
balanced forces with no significant changes over time, which doesn’t align with the dynamic nature of
running.", ’confidence’: ’0.9’
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Reasoning prompt: ’answer’: False, ’context’: ’Running involves continuous motion with phases of
acceleration and deceleration, where net forces are not zero. Therefore, quasi-static equilibrium is not a
good assumption.’, ’confidence’: ’0.8’

Table 4.1: Impact of Prompt Framing on Model Judgment Accuracy

Prompt Type Answer Confidence Explanation
Summary

Correct? Analysis

General True 0.80 Suggests quasi-
static may be valid
for average force
analysis

No Vague prompt leads to hallu-
cination: mixes average mod-
eling with equilibrium as-
sumptions

Biomechanics
specific

False 0.90 Emphasizes accel-
eration, muscle
force, and non-
equilibrium

Yes Clearer domain context im-
proves the model’s physical
reasoning

Reasoning False 0.80 Identifies nonzero
net forces in
running, thus not
quasi-static

Yes Stronger prompt tone leads
to more concise and accurate
explanation

As listed in the Table. 4.1, the prompt framing had a significant impact on the model’s output. With a
generic prompt (Prompt 1), the model incorrectly responded “True,” justifying that quasi-static assump-
tions can be useful for analyzing average forces—an oversimplification that misrepresents the underlying
physics of running. Prompts 2 and 3, which introduced domain-specific framing and professional tone,
correctly led the model to conclude that running involves dynamic forces and is not compatible with
quasi-static equilibrium. This result highlights that insufficient or vague prompts can trigger hallucinated
reasoning, while domain-specific prompts guide the model toward scientifically valid conclusions.

(a) Accuracy in LLaMA models under different prompts
and temperatures (0.6 & 0.8).

(b) Stability in LLaMA models under different prompts
and temperatures (0.6 & 0.8).

Figure 4.1: Comparison of accuracy and stability in LLaMA models across different settings.
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Figure 4.1 shows the accuracy and stability of LLaMA3.3-70B across the three prompt settings for
answering the examined 100 true/false questions. It can be observed that as the prompt became more
domain-specific, model performance improved accordingly. At an appropriate temperature (0.6), ac-
curacy increased from 62% to 70%, and stability improved from 60% to 72%. This indicates that both
prompt optimization and temperature adjustment can effectively reduce answer variance and enhance
output quality.

(a) Accuracy in Deepseek-R1-Qwen-32B models under
different prompts and temperatures (0.6 & 0.8).

(b) Stability in Deepseek-R1-Qwen-32B models under dif-
ferent prompts and temperatures (0.6 & 0.8).

Figure 4.2: Comparison of accuracy and stability in Deepseek-R1-Qwen-32B models across different set-
tings.

Figure 4.2 presents the performance of Deepseek-R1-Qwen-32B under the same experimental setup.
Similar to LLaMA, clearer prompts and optimized temperature(0.6) led to noticeable improvements.
Under the strongest prompt and new temperature configuration, the model achieved 63% accuracy and
71% stability.

(a) Accuracy in Qwen2.5 models under different prompts
and temperatures (0.6 & 0.8).

(b) Stability in Qwen2.5 models under different prompts
and temperatures (0.6 & 0.8).

Figure 4.3: Comparison of accuracy and stability in Qwen2.5 models across different settings.
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Figure 4.3 illustrates the performance trends of Qwen-2.5. Among the three prompt variations, accu-
racy increased from 65% to 67%, while stability improved from 85% to 88%. Although the accuracy gain
was modest, the model’s high output consistency suggests that Qwen-2.5 has a more robust architecture
for specialized tasks.
Summary of Findings:

Through our numerical experiments, we have gained several key insights. First, the effectiveness of
prompt engineering was clearly demonstrated. As prompts became more tailored to the biomechanics
domain—for example, by explicitly including the term “biomechanics”—all three models exhibited con-
sistent improvements in both accuracy and output stability. This suggests that domain-specific language
cues can help LLMs anchor their responses more reliably.

Second, adjustments to temperature and top-p settings had a significant impact on stability. Lower-
temperature configurations, combined with tuned sampling parameters (referred to as the "New" settings),
resulted in 10–15% gains in output consistency, making these settings particularly effective for true/false
judgment-style tasks where determinism is important.

Lastly, the Qwen-2.5 model demonstrated superior baseline performance, achieving strong stability
even in the absence of external knowledge support. This suggests that its underlying architecture or
training corpus may be more closely aligned with the semantic patterns and conceptual structure of
biomechanics reasoning tasks.

4.2 Performance Improvement with Application of RAG
After the Baseline experiments, we introduced the RAG mechanism into three models—LLaMA3.3-70B,
Deepseek-R1-Qwen-32B, and Qwen2.5-32B —by providing retrieved knowledge base content as additional
input context.

(a) Accuracy comparison with/without RAG across
models (LLaMA3.3-70B, Deepseek, Qwen2.5-32B)

(b) Stability comparison with/without RAG across mod-
els (LLaMA3.3-70B, Deepseek, Qwen2.5-32B)

Figure 4.4: Effect of RAG on Accuracy and Stability Across Multiple Models Compared to GPT-4o

23



Figure 4.4 compares the accuracy and stability of all three models with and without RAG. It is evident
that RAG significantly improved both metrics across all models, with Qwen-2.5 achieving the highest
stability (97%).

4.3 Result Analysis and Error Insights for application of RAG
A qualitative review of the model outputs and their associated retrieval contexts revealed several consistent
patterns. First, there was a clear positive correlation between prompt specificity and output quality. This
effect was particularly evident in non-RAG settings, where explicit, domain-focused prompts helped
models better align with the task requirements and produce more relevant responses.

Second, temperature tuning played a critical role in output consistency. Older or default temperature
settings often led to volatile and inconsistent answers, whereas newer, lower-temperature configurations
contributed to more deterministic and stable performance across repeated trials.

Third, the RAG framework notably improved accuracy on knowledge-intensive questions, particu-
larly those involving biomechanics-specific concepts such as torque, moment, and load. In such cases,
the retrieval of relevant passages from the domain knowledge base helped fill gaps in the model’s internal
understanding.

Common error types observed in baseline outputs included hallucinations (unsupported assertions),
knowledge gaps (conceptual confusion or misinterpretation), and redundant content (irrelevant elabora-
tion). These issues were significantly reduced when RAG was enabled, demonstrating its effectiveness in
guiding the model with reliable contextual information.

4.4 Results of MAS Built with the Same Multimodal Models
In the first experimental phase, all three agents in the MAS system—Manager, Solver, and Reviewer—were
configured to use the same multimodal large language model. The goal was to evaluate the upper-bound
performance of a fully multimodal MAS pipeline.

To further illustrate the differences in reasoning quality and numerical accuracy among the three
models under the same MAS configuration, we present a representative example question, as shown in
Fig. 4.5. The example involves a biomechanics computation problem, which was independently solved
using three different multimodal models: Gemma-3-27B, Qwen2.5-VL-32B, and GPT-4o. Their respective
outputs are visualized below to highlight differences in problem interpretation, code generation, and final
results.

In this comparison, we only display the Manager module’s output for each model to visualize how
they interpret and formulate the problem. The full solution process, including Solver execution and
Reviewer evaluation, is provided in the appendix.
Example Question
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Figure 4.5: What is the horizontal center of gravity (CGx) for a person standing on one foot with an
outstretched arm, and what mass must a ball have to maintain equilibrium?

Figure 4.6: Manager Analysis for Gemma-3-27B on Problem
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Figure 4.7: Manager Analysis for Qwen2.5-VL-32B on Problem

Figure 4.8: Manager Analysis for GPT-4o on Problem

In our case study listed in Table 4.2, all three models attempted to solve the same biomechanics balanc-
ing problem. The MAS system’s Reviewer module assigned scores of 42, 83, and 95 to Gemma, Qwen2.5,
and GPT-4 respectively. The low score for Gemma stemmed from unphysical outputs (e.g., negative mass),
while Qwen2.5 performed well but missed symmetric mass compensation. GPT-4 produced the most
accurate and physically plausible solution, with the Reviewer noting well-structured reasoning, correct
unit handling, and consideration of anatomical balance.
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Table 4.2: Comparison of Three MAS LLMs on the "Standing Man" Problem

Model CGx (m) Ball Mass (kg) Symmetry Score Summary Evaluation
Gemma-3-27B 1.32 -95.19 No 42 Incomplete reasoning; incorrect

CG estimation led to an invalid
(negative) result.

Qwen2.5-VL-32B 0.181 21.93 No 83 Clear derivation and correct
units; slightly overestimated
due to ignoring body symmetry.

GPT-4o -0.0171 15.58 Yes 95 Most accurate and physically re-
alistic; accounted for bilateral
symmetry and reasoning was
complete.

Figure 4.9: Accuracy comparison of different multimodal models in the MAS system

Figure4.9. Accuracy comparison of different multimodal models in the MAS system (Phase 1). This
bar chart shows the performance of three different multimodal language models—gemma-3-27b-it, qwen2.5-
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vl-32b-instruct, and GPT-4o—when applied uniformly across all agents (Manager, Solver, Reviewer) in
the MAS framework. Accuracy was averaged over five runs per problem. Error bars represent the stan-
dard deviation, indicating output stability. GPT-4o achieved the highest accuracy (82.0%), followed by
Qwen2.5 (75.4%), with Gemma trailing at 68.6%. These results establish a performance baseline for evalu-
ating hybrid MAS configurations in subsequent experiments.

4.5 Results of MAS Built with Hybrid Models
In the second phase of the experiment, the Qwen2.5-VL model was retained for the Manager agent,
while both the Solver and Reviewer agents were replaced with a high-performance text-only language
model—Mistral-3.2-24B-Instruct. This hybrid configuration was designed to assess whether such a model
combination could deliver high accuracy while reducing computational complexity and cost.

As shown in Problem illustrated in Fig. 4.5, the hybrid MAS system, which ombines Qwen2.5-VL
for multimodal understanding and Mistral for symbolic computation, produced the most accurate and
structured solution. The complete step-by-step solution process is provided in the appendix. It achieved
full correctness on both center-of-gravity and equilibrium mass calculations, receiving a 100% system score.
In contrast, the Qwen-only model showed slight inaccuracies and less structured outputs, while GPT-4o
demonstrated strong reasoning but lacked fine-grained solution traceability.

Table 4.3: Comparison of Hybrid Models MAS LLMs on the "Standing Man" Problem

Model Configuration
Type

Problem Inter-
pretation

Mathematical
Modeling

Structured Out-
put

System
Score

Qwen2.5-
VL-32B

Fully Multi-
modal (MAS)

Moderate, clear
but not deeply
technical

Basic derivation,
lacks detail

Step-based Mark-
down; somewhat
brief

83

Hybrid
MAS
(Qwen +
Mistral)

Multimodal
Manager +
Text-only
Solver

Precise, academic,
rigorous

Complete reason-
ing chain; accurate
torque-based
formulation

Fully structured
Markdown output

100

GPT-4o Fully Multi-
modal (MAS)

Most professional
and fluent

Symbolically rich,
concise, clear logic

Well-separated rea-
soning steps, but
execution trace lim-
ited

95
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Figure 4.10: Accuracy comparison of hybrid MAS configuration with error margins

Figure 4.10. Accuracy comparison of hybrid MAS configuration with error margins. This bar chart
compares the performance of a hybrid MAS in which the Manager uses the multimodal model Qwen2.5-
VL, while Solver and Reviewer use the text-only model Mistral-3.2-24B-Instruct. Compared with the
fully multimodal baseline (Qwen2.5 only), the hybrid configuration achieved a notable improvement in
accuracy—81.7% versus 75.4%—while approaching the performance of GPT-4o (82.0%). The error bars
indicate standard deviation across five runs per problem, showing strong output consistency.

4.6 Overall Analysis and Key Findings of Applying MAS
The experimental findings revealed several key system-level insights. First, hybrid model configurations
outperformed fully multimodal setups, particularly on reasoning-intensive tasks such as step-by-step
mathematical computations. Text-based models demonstrated greater efficiency and more consistent
performance in executing logic-driven steps, while still maintaining high accuracy.

Second, the Manager agent proved to be a pivotal component in the MAS architecture. Its ability
to normalize and clearly formulate problem inputs had a direct influence on the performance of down-
stream agents, especially the Solver. Poorly structured inputs often led to misinterpretation or incomplete
execution, highlighting the importance of accurate task decomposition at the outset.
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Third, structuring the problem-solving process in Markdown format—with explicit reasoning steps,
formulas, executable code, and final outputs—greatly enhanced the transparency and explainability of
the system. This format not only facilitated debugging and evaluation but also made the outputs more
accessible for educational use, including automated grading and student feedback.

Lastly, the agent-based architecture significantly improved output stability and consistency. By en-
forcing a controlled, modular workflow, the system effectively minimized issues such as hallucinations,
skipped reasoning steps, and non-deterministic behavior across repeated runs. This demonstrates the
architectural advantages of MAS in maintaining reliability during complex, multi-stage problem solving.
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Chapter 5

CONCLUSION

5.1 Summary of Findings
This study explores the potential of RAG in the context of automated answering for true/false questions
in biomechanics. Comparative experiments were conducted using LLMs such as Qwen-2.5-32B and
LLaMA3.3-70B to evaluate the impact of prompt design, generation parameters, and the integration of
external knowledge bases. A total of 100 domain-specific questions were used to assess model performance
across three dimensions: accuracy, stability, and explainability.

This study reveals three main findings. First, prompt engineering and temperature tuning significantly
affect model performance. Well-crafted, domain-specific prompts improved accuracy by 5–8%, and op-
timized generation settings enhanced output stability. Second, RAG integration led to substantial gains
in both accuracy and consistency across all models—most notably increasing Qwen-2.5’s accuracy from
68% to 91%. Third, retrieved context improved explainability by supporting more coherent reasoning
and reducing hallucinations, while structured outputs enabled traceability and better alignment with
educational needs.

In the calculation question component, this study addresses the limitations of LLMs in handling com-
plex reasoning and code execution by proposing a MAS-based problem-solving architecture. The system
is composed of three core modules—Manager (task parsing), Solver (reasoning and computation), and
Reviewer (evaluation)—which collectively enable a fully automated pipeline from question interpretation
to structured answer generation. The main conclusions are as follows:

The proposed MAS architecture significantly enhances performance in solving calculation biome-
chanics problems by improving accuracy, explainability, and execution control. In the hybrid model setup,
the system achieved 81.7% accuracy, and the use of structured outputs contributed to clearer and more
reliable reasoning processes. Within this framework, the Manager is critical for effective input normaliza-
tion, while the Solver excels at logical reasoning. Multimodal models (e.g., Qwen2.5-VL) are best suited for
interpreting complex visual or symbolic input, whereas text-based models (e.g., Mistral) are more efficient
for step-by-step reasoning and code execution.
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In summary, the RAG + MAS dual-module system proposed in this study offers a complementary
and collaborative approach to handling both true/false and calculation questions. It not only significantly
improves the accuracy, stability, and interpretability of LLMs in educational settings, but also provides a
practical and extensible framework for future cross-disciplinary, multimodal, and high-precision intelli-
gent teaching systems.

5.2 Methodological Strengths and Limitations
The proposed method offers several strengths. It keeps the base model frozen, making it suitable for
low-resource environments and compatible with different LLM architectures. The system’s modular
design allows for dynamic assignment of multimodal or text-only models based on task type, balancing
performance and efficiency. By integrating a Python code runner and generating structured outputs, the
system enhances its ability to solve calculation problems while improving explainability and enabling
automated evaluation through the Reviewer agent.

However, the method also has limitations. The system’s performance depends heavily on the quality
of the knowledge base and the Manager’s ability to accurately interpret inputs. The retrieval component
lacks multi-turn memory, and the evaluation process is static, without support for user feedback or iterative
refinement. Additionally, the multi-agent workflow introduces latency, and the current implementation
does not yet support dynamic backtracking or multi-pass reasoning.

5.3 Future Work
Future development of this system can proceed in several key directions. First, we aim to enrich the
knowledge base by integrating structured resources such as glossaries, lecture notes, and video transcripts,
while also exploring automatic updates to keep the content current. Second, the system could be extended
to support multi-turn question answering and reasoning chains, improving logical coherence through
dialog-style interaction.

Another promising direction involves cross-model integration and dynamic routing, allowing the
system to leverage multiple LLMs (e.g., GPT-4 and Qwen) and intelligently select the optimal path based
on task complexity. We also propose building feedback-driven self-learning systems, where user input
refines model behavior over time.

In terms of input diversity, we plan to incorporate OCR and formula recognition tools to process
scanned questions and symbolic expressions, expanding adaptability to new formats. A complementary
goal is the development of an end-to-end interactive platform where students can upload questions, receive
responses, and contribute feedback in real time.

Finally, efforts will be made to enhance model selection mechanisms—matching lightweight or heavy-
weight models to specific problem types—and to extend the system to other domains such as physics,
mechanics, sports science, and engineering design, testing its generalizability in logic-intensive educa-
tional scenarios.
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5.4 Final Remarks
With the continuous advancement of LLMs, their potential in the field of education has become increas-
ingly evident. This study focuses on two core types of problems commonly encountered in biomechan-
ics courses—true/false questions and calculation problems—and proposes two dedicated architectures:
RAG system and MAS. Together, they provide a systematic exploration of the feasibility and effectiveness
of LLMs in educational automation tasks.

For true/false questions, the RAG architecture leverages a structured textbook-based knowledge base
and semantic retrieval mechanisms to mitigate knowledge gaps and hallucination issues commonly seen in
closed-domain tasks. Experimental results show that RAG significantly outperforms traditional LLMs in
both accuracy and stability, while keeping the base model frozen. This makes it well-suited for applications
such as intelligent assessment, error diagnosis, and personalized feedback.

For calculation problems, the MAS architecture follows a three-stage workflow—understanding, rea-
soning, and reviewing—to build a context-aware, automated problem-solving system. Through role-based
modular design and integrated tool execution (e.g., code runners), the MAS is capable of handling complex
mathematical modeling, code generation, and numerical computation, significantly improving answer
accuracy, consistency, and explainability.

In summary, the RAG + MAS dual-module system proposed in this paper demonstrates strong per-
formance in two representative educational tasks. It offers a reusable and practical technical pathway for
future developments in multi-task collaborative reasoning, multimodal problem interpretation, and en-
hanced LLM capabilities. Looking forward, the integration of domain-specific knowledge enhancement
(via RAG) and structured agent-based control (via MAS) is expected to become a foundational architec-
ture for high-reliability applications in intelligent education, medical QA, scientific research assistants,
and professional customer service systems.
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Manager
Here's a mechanics problem involving static equilibrium and center of gravity. A person is standing on one foot with an outstretched arm holding a ball.
We need to determine the horizontal position of the overall center of gravity ( ) and calculate the mass of the ball required for the system to be in
equilibrium.

Given Information:

Total body mass (M): 75 kg
Height (H): 2 m
Segment data: Provided in a table including segment weight as fraction of total body weight, center of mass location (as fractions of segment
length - proximal and distal ends), and radius of gyration.
Diagram showing the relative positions of different body segments expressed as fractions of height H.

Tasks:

1. Calculate the horizontal position ( ) of the overall center of gravity for the person without considering the ball.
2. Determine the mass ( ) of the ball that needs to be held in the outstretched hand such that the combined center of gravity is directly above the

support point (the foot). Assume the horizontal position of the ball's center of mass is 0.520H from the origin.

Relevant Equations:

 where  is the mass of segment i and  is the horizontal position of its center of mass.
For equilibrium, the overall  must be directly above the support point (the foot).

Assumptions:
The x-axis origin is at the projection of the foot onto the ground. We can consider each body segment as a point mass located at its center of gravity.

Solver
Here's the plan to solve this problem:

Step 1: Calculate the mass of each body segment.
Using the total body mass (75 kg) and the segment weight fractions from the table, calculate the individual mass of each segment.

Step 2: Determine the horizontal position of each segment's center of gravity ( ).
Use the diagram to find the relative positions of the segments as fractions of H (2 m). Convert these fractions into absolute x-coordinates.

Step 3: Calculate the overall  without the ball.
Apply the formula  to find the horizontal position of the center of gravity for the person's body alone.

Step 4: Determine the required  with the ball.
The overall center of gravity must be directly above the foot, which is at x = 0. Therefore, the target  is 0.

Step 5: Calculate the mass of the ball ( ).
The new  (with the ball) can be calculated as:

Where  is the horizontal position of the ball's center of gravity (0.520H = 1.04 m).
Solve for .
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Solver

Solver
{"code": "segment_data = {\n "Hand": (0.006, 0.506, 0.494), # (weight fraction, proximal CoG, distal CoG)\n "Forearm": (0.016, 0.43, 0.57),\n
"Upperarm": (0.028, 0.436, 0.564),\n "Foot": (0.0145, 0.5, 0.5),\n "Leg": (0.0465, 0.433, 0.567),\n "Thigh": (0.1, 0.433, 0.567),\n "Head & Neck": (0.081,
1, None),\n "Trunk": (0.497, 0.5, 0.5),\n "Trunk&Head&Neck": (0.578, 0.66, 0.34)\n}\n\n# Total body mass\nM = 75 # kg\nH = 2 # m\n\n# Segment
masses\nsegment_masses = {}\nfor segment, data in segment_data.items():\n weight_fraction, _, _ = data\n segment_masses[segment] = M *
weight_fraction\n\n# Horizontal positions of CoG (from the diagram - fractions of H)\ncog_positions = {\n "Hand": 0.520,\n "Forearm": 0.349,\n
"Upperarm": 0.174,\n "Foot": 0.039,\n "Leg": 0.285,\n "Thigh": 0.485,\n "Head & Neck": 0.936,\n "Trunk": 0.670,\n "Trunk&Head&Neck": 0.720\n}\n\n#
Calculate CG_x without the ball\nsum_mx = 0\nsum_m = 0\nfor segment, mass in segment_masses.items():\n x = cog_positions[segment] * H\n
sum_mx += mass * x\n sum_m += mass\n\nCG_x = sum_mx / sum_m\n\nprint(f"Initial CG_x (without ball): {CG_x:.2f} m")", "stdout": "Initial CG_x
(without ball): 1.32 m\n", "stderr": "", "returncode": 0}

Solver
The initial horizontal center of gravity ( ) without the ball is 1.32 m.

Now, let's calculate the mass of the ball required to maintain equilibrium. We want the overall  to be 0 (directly above the foot). We know that:

Where:

 is the sum of the products of each segment's mass and its horizontal position, which we already calculated as  kg⋅m.
 is the mass of the ball (what we want to find).

 is the horizontal position of the ball's center of gravity, which is 0.520H = 1.04 m.
 is the total body mass, which is 75 kg.

Plugging in these values:

Now we solve for :

 kg

The negative sign indicates an error in the setup of the problem, or that it's impossible to balance with a mass at that location. Let me re-examine the
equation.

The equation is correct. The calculation shows that for the overall CG to be at 0, a negative mass would be needed. This means the ball should be
moved closer to the support foot in order to achieve equilibrium.

Since we cannot have negative mass, this indicates that with the given configuration (ball held as described), it is impossible to balance without moving
the position of the foot or repositioning the ball.

However, if we assume the question asks for the magnitude of the required mass:  kg
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Manager

Problem Solution
Problem Statement: Determine the horizontal center of gravity ( ) for a person standing on one foot with an outstretched arm, and calculate the
mass of a ball to maintain equilibrium.

Given Information:

Total body mass (M): 75 kg
Height (H): 2 m
Segment data: Provided in tables detailing segment weight fractions, center of mass locations, and radius of gyration.
Diagram illustrating relative positions of segments as fractions of H.

Calculations:

1. Initial  (without ball):
Using the provided code, the initial horizontal center of gravity ( ) without considering the ball is calculated to be 1.32 m.
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segment_data = {

    "Hand": (0.006, 0.506, 0.494),  # (weight fraction, proximal CoG, distal CoG)

    "Forearm": (0.016, 0.43, 0.57),

    "Upperarm": (0.028, 0.436, 0.564),

    "Foot": (0.0145, 0.5, 0.5),

    "Leg": (0.0465, 0.433, 0.567),

    "Thigh": (0.1, 0.433, 0.567),

    "Head & Neck": (0.081, 1, None),

    "Trunk": (0.497, 0.5, 0.5),

    "Trunk&Head&Neck": (0.578, 0.66, 0.34)

}

M = 75  # kg

H = 2 # m

segment_masses = {}

for segment, data in segment_data.items():

    weight_fraction, _, _ = data

    segment_masses[segment] = M * weight_fraction

cog_positions = {

    "Hand": 0.520,

    "Forearm": 0.349,

    "Upperarm": 0.174,

    "Foot": 0.039,

    "Leg": 0.285,

    "Thigh": 0.485,

    "Head & Neck": 0.936,

    "Trunk": 0.670,

    "Trunk&Head&Neck": 0.720

}

sum_mx = 0

sum_m = 0

for segment, mass in segment_masses.items():

    x = cog_positions[segment] * H

    sum_mx += mass * x

    sum_m += mass

CG_x = sum_mx / sum_m

print(f"Initial CG_x (without ball): {CG_x:.2f} m")

Output:

Initial CG_x (without ball): 1.32 m

2. Mass of the Ball for Equilibrium:
To achieve equilibrium, the overall  must be at 0.
The equation used to determine the mass of the ball ( ) is:

Where:

 kg⋅m
 m

 kg

Solving for  results in a negative value (-95.19 kg).
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Conclusion:
The calculation yields a negative mass, which is physically impossible. This implies that with the given configuration of the person and the ball's
position, it's not possible to achieve static equilibrium.
A positive mass would require moving the ball closer to the support foot or repositioning the foot itself.

Solver
The horizontal center of gravity ( ) without the ball is 1.32 m. The required mass for maintaining equilibrium at the current position is impossible,
and yields a negative value (-95.19 kg). It's not possible to balance in this configuration.

Manager
The initial horizontal center of gravity ( ) without the ball is 1.32 m.

Now, let's calculate the mass of the ball required to maintain equilibrium. We want the overall  to be 0 (directly above the foot). We know that:

Where:

 is the sum of the products of each segment's mass and its horizontal position, which we already calculated as  kg⋅m.
 is the mass of the ball (what we want to find).

 is the horizontal position of the ball's center of gravity, which is 0.520H = 1.04 m.
 is the total body mass, which is 75 kg.

Plugging in these values:

Now we solve for :

 kg

The negative sign indicates an error in the setup of the problem, or that it's impossible to balance with a mass at that location.

Since we cannot have negative mass, this indicates that with the given configuration (ball held as described), it is impossible to balance without moving
the position of the foot or repositioning the ball.

However, if we assume the question asks for the magnitude of the required mass:  kg

Problem Solution
Problem Statement: Determine the horizontal center of gravity ( ) for a person standing on one foot with an outstretched arm, and calculate the
mass of a ball to maintain equilibrium.

Given Information:

Total body mass (M): 75 kg
Height (H): 2 m
Segment data: Provided in tables detailing segment weight fractions, center of mass locations, and radius of gyration.
Diagram illustrating relative positions of segments as fractions of H.

Calculations:
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1. Initial  (without ball):
Using the provided code, the initial horizontal center of gravity ( ) without considering the ball is calculated to be 1.32 m.

segment_data = {

    "Hand": (0.006, 0.506, 0.494),  # (weight fraction, proximal CoG, distal CoG)

    "Forearm": (0.016, 0.43, 0.57),

    "Upperarm": (0.028, 0.436, 0.564),

    "Foot": (0.0145, 0.5, 0.5),

    "Leg": (0.0465, 0.433, 0.567),

    "Thigh": (0.1, 0.433, 0.567),

    "Head & Neck": (0.081, 1, None),

    "Trunk": (0.497, 0.5, 0.5),

    "Trunk&Head&Neck": (0.578, 0.66, 0.34)

}

M = 75  # kg

H = 2 # m

segment_masses = {}

for segment, data in segment_data.items():

    weight_fraction, _, _ = data

    segment_masses[segment] = M * weight_fraction

cog_positions = {

    "Hand": 0.520,

    "Forearm": 0.349,

    "Upperarm": 0.174,

    "Foot": 0.039,

    "Leg": 0.285,

    "Thigh": 0.485,

    "Head & Neck": 0.936,

    "Trunk": 0.670,

    "Trunk&Head&Neck": 0.720

}

sum_mx = 0

sum_m = 0

for segment, mass in segment_masses.items():

    x = cog_positions[segment] * H

    sum_mx += mass * x

    sum_m += mass

CG_x = sum_mx / sum_m

print(f"Initial CG_x (without ball): {CG_x:.2f} m")

Output:

Initial CG_x (without ball): 1.32 m

2. Mass of the Ball for Equilibrium:
To achieve equilibrium, the overall  must be at 0.
The equation used to determine the mass of the ball ( ) is:

Where:

 kg⋅m
 m
 kg
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Solving for  results in a negative value (-95.19 kg).

Conclusion:
The calculation yields a negative mass, which is physically impossible. This implies that with the given configuration of the person and the ball's
position, it's not possible to achieve static equilibrium.
A positive mass would require moving the ball closer to the support foot or repositioning the foot itself.

Solver
Task Value

Initial  (without ball) 1.32 m

Mass of the ball for equilibrium -95.19 kg (impossible, requires negative mass)

Manager
The horizontal center of gravity ( ) without the ball is 1.32 m. The required mass for maintaining equilibrium at the current position is impossible,
and yields a negative value (-95.19 kg). It's not possible to balance in this configuration.

Reviewer

Review and Scoring
Here's a review of the solver agent’s response compared to the ground truth, with a score breakdown:

Overall Score: 65/100

Strengths:

Correct Approach: The agent correctly identified the need to calculate the center of gravity and determine the ball's mass for equilibrium. It
appropriately used the concept of summing moments.
Code Implementation: The code was functional and implemented the calculations based on provided data.
Clear Explanation: The solution steps were clearly outlined, explaining the overall approach to solving the problem.

Weaknesses:

Significant Error in  Calculation (Part 3a): The calculated  of 1.32 m is drastically different from the ground truth value of -0.0171 m.
This indicates a major error either in interpreting the diagram or applying the calculation.
Incorrect Ball Mass Calculation: Due to the incorrect initial , the ball mass calculation also resulted in an impossible negative value (later
interpreted as magnitude, but still stemming from the initial error). The ground truth provides a positive and reasonable mass of 15.58 kg.
Missing Segment Detail: It did not properly account for individual segment masses and their contributions to the overall center of gravity
calculation.

Scoring Breakdown:

Problem Understanding (20/20): Excellent - The agent demonstrated a clear understanding of the problem statement and objectives.
Methodology (15/30): Fair – While the general approach was correct, there were significant errors in applying the methodology to arrive at
accurate results. The code was logically structured but produced incorrect values.
Accuracy of Results (20/40): Poor - The calculated  and ball mass are significantly different from the ground truth values, indicating a lack of
accuracy in calculations.
Explanation & Clarity (10/10): Excellent – The explanation was clear and concise, making it easy to follow the solution process even with the
errors.

Recommendations:
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The agent needs improvement in accurately interpreting diagrams and applying formulas for center of gravity calculations. It should verify segment
masses and positions more carefully against the provided data. A more detailed breakdown of each step within the code (e.g., printing intermediate
results) could help identify where the calculation goes wrong. Also, it is important to ensure that all relevant segments are considered when calculating
the overall CG.



Manager
A person with a total body weight (M) of 75 kg is standing on one foot while extending their arm horizontally. The horizontal
distance from the center of gravity of each segment to the reference line (x-axis) and vertical height measurements are
provided in the diagram, along with the percentage of the total body weight contributed by each segment. A ball (mass
m_ball) is held at a horizontal distance H = 2 m from the person's shoulder joint. The task is to determine:

1. Horizontal center of gravity ( ) for the person in this posture.
2. Mass of the ball required to maintain equilibrium, assuming the system is balanced about the point where the foot

contacts the ground (considering only horizontal forces and torques).

Reviewer

Review and Evaluation

Solver's Answer (Assumed Input):

Since the solver's answer is not provided in the prompt, I will assume the task involves reviewing a hypothetical solution to
this problem based on the ground truth. Below is how such an analysis would proceed:

Step-by-Step Solution Based on Ground Truth

1. Problem Overview and Assumptions:

The person is standing with one leg raised (ignoring its contribution in 2D) and extending their arm horizontally, holding a
ball at a distance . The goal is to:

Calculate the horizontal center of gravity ( ).
Determine the mass of the ball required for equilibrium.

2. Known Parameters:

Height of the person: 
Total body weight: 

3. Segment Masses and CG Positions:

From the provided data:

Upper arm mass: 
Forearm mass: 
Hand mass: 
Total arm mass (excluding the other arm):
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M = 75 kg

m ​ =upper arm 2.1 kg
m ​ =forearm 1.2 kg

m ​ =hand 0.45 kg



CG positions for segments:

Upper arm: 
Forearm: 
Hand: 

4. Calculate the Horizontal Center of Gravity ( ):

The horizontal center of gravity is calculated using the weighted average formula:

Step 1: Weighted Average for Extended Arm

First, calculate the combined center of mass for the extended arm:

Masses and positions are given.
Use the weighted average formula for the upper arm, forearm, and hand.

Weighted average :

Substitute values:

Step 2: Incorporate Other Arm

The other arm is assumed to be at . Its mass is the same as the extended arm:

Mass of other arm: 

Step 3: Total Body CG Calculation

The total body consists of:

1. Extended arm ( )
2. Other arm ( )
3. Remaining body mass:

Assume the remaining body has a CG at  (symmetry assumption).

m ​ =arm m ​ +upper arm m ​ +forearm m ​ =hand 2.1 + 1.2 + 0.45 = 3.75 kg

x ​ =upper arm −0.42 m
x =forearm −0.755 m

x ​ =hand −1.029 m
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−0.882 − 0.906 − 0.463
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3.75
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x ​ =other arm 0.258 m

m ​ =other arm 3.75 kg

m ​ =arm 3.75 kg,x = −0.600 m
m ​ =other arm 3.75 kg,x = 0.258 m

M ​ =body M −m ​ =arm total 75 − (3.75 + 3.75) = 67.5 kg
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Total horizontal center of gravity:

Substitute values:

5. Determine Ball Mass for Equilibrium:

For equilibrium, the net torque about the foot contact point must be zero:

Torques are due to:

1. The weight of the person's body acting at 
2. The ball's weight acting at a horizontal distance 

Let the normal force act directly at the center of the foot (assumed). Torque balance about the foot contact point:

Solve for :

Substitute values:

Final Results:

Horizontal center of gravity ( ): 
Mass of the ball required for equilibrium: 
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Comparison with Ground Truth

Part 3a –  Calculation:

Solver's result: 
Ground truth: 

The solver correctly calculated the horizontal center of gravity.

Part 3b – Ball Mass for Equilibrium:

Solver's result: 
Ground truth: 

The solver made an error in calculating the ball mass. The discrepancy arises because the solver did not account for the
full body weight ( ) correctly in the torque balance equation.

Scoring Details:

1. Correctness of Steps and Calculations (60 points):

Part 3a: The calculation of  is correct. (+30 points)
Part 3b: The ball mass calculation contains an error, resulting in a significant discrepancy from the ground truth. (-30
points)

2. Understanding and Application of Concepts (25 points):

Correct application of center of gravity formula: (+15 points)
Misapplication of torque balance equation: (-10 points)

3. Clarity and Explanation (15 points):

Clear steps for  calculation: (+8 points)
Insufficient explanation for ball mass discrepancy: (-7 points)

Final Score:

This score reflects the solver's accurate handling of part 3a but significant errors in part 3b, along with minor shortcomings
in explanations.
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Manager
Restated Question:

A person of height  and mass  stands on one foot with one arm outstretched horizontally, holding a ball in their hand.
Using anthropometric tables and the provided diagram, determine:

1. The horizontal center of gravity ( ) of the person (without the ball), measured from the foot (origin of the x-axis as shown).
2. The mass of the ball ( ) required to keep the overall center of gravity (person + ball) directly above the supporting foot (i.e., so that the

total ).

Key Data:

Segment weights as fractions of body weight (from Table 1)
Segment lengths as fractions of total height (from Diagram 3)
Center of mass of each segment as a fraction of segment length (from Table 1)
Assume the arm is fully extended horizontally (as shown)

Formulas:

Center of gravity (CG) of the whole body: , where  is the mass and  the horizontal position of the CG of segment .

To maintain equilibrium, total CG (including the ball) must be over the foot: 

Assumptions for calculation:

Only the outstretched arm and hand are considered horizontally offset from the body's main axis.
The ball is held at the center of mass of the hand at the end of the outstretched arm.

Ready for solver agent.

Solver
Step-by-step Plan:

1. Identify the relevant body segments for horizontal CG calculation (trunk, head, standing leg, outstretched arm: upperarm, forearm, hand).
2. Calculate the mass and horizontal CG position for each segment using the provided tables and diagrams.
3. Compute the total horizontal CG of the person (without the ball) using the weighted average formula.
4. Write the equilibrium equation including the ball, and solve for the ball mass required to bring the CG over the supporting foot.

Let's start with step 1.

Step 1: Identify relevant segments and gather their anthropometric data

Trunk (including head and neck)
Standing leg (thigh, leg, foot)
Outstretched arm (upperarm, forearm, hand)

I will now extract the necessary mass fractions, segment lengths, and CG locations for each of these segments from the tables and diagrams.

Proceeding to step 2: Calculate the mass and horizontal CG position for each segment.

H = 2 m M = 75 kg

CG ​x

m ​ball

CG ​ =x 0

CG ​ =x ​

m ​∑ i

m ​x ​∑ i i m ​i x ​i i

(M ⋅ CG ​ +x,person m ​x ​)/(M +ball ball m ​) =ball 0



Solver

Solver
{"code": "# Constants\nH = 2.0 # Height in meters\nM = 75.0 # Mass in kg\n\n# Segment anthropometric data (from table)\nsegments = {\n
'foot': {'mass_frac': 0.0145, 'length_frac': 0.039, 'cg_frac': 0.5},\n 'leg': {'mass_frac': 0.0465, 'length_frac': 0.285, 'cg_frac': 0.567},\n 'thigh':
{'mass_frac': 0.1, 'length_frac': 0.285, 'cg_frac': 0.567},\n 'trunk': {'mass_frac': 0.497, 'length_frac': 0.191, 'cg_frac': 0.5},\n 'head': {'mass_frac':
0.081, 'length_frac': 0.130, 'cg_frac': 0.5}, # Approximate\n 'upperarm': {'mass_frac': 0.028, 'length_frac': 0.186, 'cg_frac': 0.564},\n 'forearm':
{'mass_frac': 0.016, 'length_frac': 0.145, 'cg_frac': 0.57},\n 'hand': {'mass_frac': 0.006, 'length_frac': 0.108, 'cg_frac': 0.494},\n}\n\n# X-
coordinates of segment origins (from foot, see diagram 3)\nx_origins = {\n 'foot': 0.0,\n 'leg': 0.039 * H,\n 'thigh': (0.039 + 0.285) * H,\n 'trunk':
(0.039 + 0.285 + 0.285) * H,\n 'head': (0.039 + 0.285 + 0.285 + 0.191) * H,\n 'upperarm': (0.039 + 0.285 + 0.285 + 0.191 + 0.129) * H,\n
'forearm': (0.039 + 0.285 + 0.285 + 0.191 + 0.129 + 0.186) * H,\n 'hand': (0.039 + 0.285 + 0.285 + 0.191 + 0.129 + 0.186 + 0.145) * H,\n}\n\n#
For vertical position these are correct, but for the horizontal CG we need:\n# - All body segments except the outstretched arm are centered
over the foot (x = 0)\n# - Outstretched arm: horizontal positions accumulate from the shoulder (see diagram)\n\n# So, for horizontal CG
calculation:\n#\n# - Trunk, head, standing leg, foot: x = 0\n# - Outstretched arm:\n# - Shoulder to upperarm COM: 0.174H from midline
(diagram)\n# - Upperarm length: 0.186H\n# - Forearm length: 0.145H\n# - Hand length: 0.108H\n#\n# - Upperarm COM: 0.174H +
0.5640.186H\n# - Forearm COM: 0.174H + 0.186H + 0.570.145H\n# - Hand COM: 0.174H + 0.186H + 0.145H + 0.4940.108H\n\n# Calculate x
for each segment\nx_trunk = 0\nx_head = 0\nx_thigh = 0\nx_leg = 0\nx_foot = 0\n\nx_upperarm = 0.174H + 0.5640.186H\nx_forearm = 0.174H
+ 0.186H + 0.570.145H\nx_hand = 0.174H + 0.186H + 0.145H + 0.4940.108H\n\n# Calculate mass for each segment\nm_trunk =
0.497M\nm_head = 0.081M\nm_thigh = 0.1M\nm_leg = 0.0465M\nm_foot = 0.0145M\nm_upperarm = 0.028M\nm_forearm = 0.016M\nm_hand
= 0.006M\n\n# Total CG calculation (horizontal, x-axis)\nnumerator = (\n m_trunkx_trunk + m_headx_head + m_thighx_thigh + m_legx_leg +
m_footx_foot\n + m_upperarmx_upperarm + m_forearmx_forearm + m_hand*x_hand\n)\ndenominator = M\nCG_x = numerator /
denominator\n\nCG_x, x_hand\n", "stdout": "", "stderr": "", "returncode": 0}

Solver
The calculation for the horizontal center of gravity (CG_x) of the person (without the ball) and the x-position of the hand (where the ball is held)
is complete.

Next Step:

Step 3: Use these values to solve for the mass of the ball required to bring the total center of gravity over the supporting foot (CG_x = 0):

Solve for :

I will now calculate the value for .

Solver

Solver
{"code": "# Use previous results:\nCG_x = 0.18071 # from previous calculation (meters)\nx_hand = 0.617744 # from previous calculation
(meters)\nM = 75.0\n\n# Calculate mass of the ball\ndef ball_mass(M, CG_x, x_hand):\n return -M * CG_x / x_hand\n\nm_ball = ball_mass(M,
CG_x, x_hand)\nm_ball", "stdout": "", "stderr": "", "returncode": 0}

(M ⋅ CG ​ +x m ​ ⋅ball x ​)/(M +hand m ​) =ball 0

m ​ball

m ​ =ball −
​

x ​hand

M ⋅ CG ​x

m ​ball



Solver
Final Answers:

1. The horizontal center of gravity ( ) of the person (without the ball), measured from the foot (support point), is approximately:

2. The mass of the ball required to bring the total center of gravity over the supporting foot is:

Summary Table:

Quantity Value

 (person only)  m

 (ball location)  m

 kg

Note: The ball must be quite heavy to counteract the horizontally shifted CG due to the outstretched arm. This result is consistent with the large
moment arm of the arm+hand system.

END

Manager
Restated Question:

A person of height  and mass  stands on one foot with one arm outstretched horizontally, holding a ball in their hand.
Using anthropometric tables and the provided diagram, determine:

1. The horizontal center of gravity ( ) of the person (without the ball), measured from the foot (origin of the x-axis as shown).
2. The mass of the ball ( ) required to keep the overall center of gravity (person + ball) directly above the supporting foot (i.e., so that the

total ).

Key Data:

Segment weights as fractions of body weight (from Table 1)
Segment lengths as fractions of total height (from Diagram 3)
Center of mass of each segment as a fraction of segment length (from Table 1)
Assume the arm is fully extended horizontally (as shown)

Formulas:

Center of gravity (CG) of the whole body: , where  is the mass and  the horizontal position of the CG of segment .

To maintain equilibrium, total CG (including the ball) must be over the foot: 

Assumptions for calculation:

Only the outstretched arm and hand are considered horizontally offset from the body's main axis.
The ball is held at the center of mass of the hand at the end of the outstretched arm.

CG ​x

CG ​ ≈x 0.181 m

m ​ ≈ball 21.93 kg

CG ​x 0.181

x ​hand 0.618

m ​ball 21.9

H = 2 m M = 75 kg

CG ​x

m ​ball

CG ​ =x 0

CG ​ =x ​

m ​∑ i

m ​x ​∑ i i m ​i x ​i i

(M ⋅ CG ​ +x,person m ​x ​)/(M +ball ball m ​) =ball 0



Ready for solver agent.

Solver
Final Answers:

1. The horizontal center of gravity ( ) of the person (without the ball), measured from the foot (support point), is approximately:

2. The mass of the ball required to bring the total center of gravity over the supporting foot is:

Summary Table:

Quantity Value

 (person only)  m

 (ball location)  m

 kg

Note: The ball must be quite heavy to counteract the horizontally shifted CG due to the outstretched arm. This result is consistent with the large
moment arm of the arm+hand system.

END

Manager

Restated Question and Data
A person of height  and mass  stands on one foot, with one arm outstretched horizontally holding a ball. Using the
provided anthropometric tables and diagrams:

1. Find the horizontal center of gravity ( ) of the person (without the ball), measured from the supporting foot.
2. Find the mass the ball must have ( ) so that the total system's center of gravity (person + ball) is directly above the foot (i.e.,

).

Calculation Summary

Step 1: Horizontal Center of Gravity ( )

Calculated the weighted average of the horizontal CGs of all segments. Only the outstretched arm (upperarm, forearm, hand) has nonzero
x, all other segments are centered above the foot (x = 0).
Used anthropometric fractions and the diagram for segment positions.
Computed:

Hand (ball location): 

CG ​x

CG ​ ≈x 0.181 m

m ​ ≈ball 21.93 kg

CG ​x 0.181

x ​hand 0.618

m ​ball 21.9

H = 2 m M = 75 kg

CG ​x

m ​ball

CG ​ =x 0

CG ​x

CG ​ ≈x 0.181 m
x ​ ≈hand 0.618 m



Step 2: Mass of the Ball

For equilibrium: 
Rearranged: 
Result: 

Code Used for Calculation

# Constants

H = 2.0  # Height in meters

M = 75.0  # Mass in kg

# Segment anthropometric data (from table)

segments = {

    'foot':   {'mass_frac': 0.0145, 'length_frac': 0.039, 'cg_frac': 0.5},

    'leg':    {'mass_frac': 0.0465, 'length_frac': 0.285, 'cg_frac': 0.567},

    'thigh':  {'mass_frac': 0.1,    'length_frac': 0.285, 'cg_frac': 0.567},

    'trunk':  {'mass_frac': 0.497,  'length_frac': 0.191, 'cg_frac': 0.5},

    'head':   {'mass_frac': 0.081,  'length_frac': 0.130, 'cg_frac': 0.5},  # Approximate

    'upperarm': {'mass_frac': 0.028, 'length_frac': 0.186, 'cg_frac': 0.564},

    'forearm':  {'mass_frac': 0.016, 'length_frac': 0.145, 'cg_frac': 0.57},

    'hand':     {'mass_frac': 0.006, 'length_frac': 0.108, 'cg_frac': 0.494},

}

# Horizontal CGs for outstretched arm (from shoulder):

x_upperarm = 0.174*H + 0.564*0.186*H

x_forearm = 0.174*H + 0.186*H + 0.57*0.145*H

x_hand = 0.174*H + 0.186*H + 0.145*H + 0.494*0.108*H

# Masses

m_upperarm = 0.028*M

m_forearm = 0.016*M

m_hand = 0.006*M

# All other segments: x = 0

numerator = m_upperarm*x_upperarm + m_forearm*x_forearm + m_hand*x_hand

CG_x = numerator / M

# Ball mass for equilibrium

m_ball = -M * CG_x / x_hand

Final Answers

Quantity Value

 (person only)  m

 (ball loc)  m

 kg

END

(M ⋅ CG ​ +x m ​ ⋅ball x ​)/(M +hand m ​) =ball 0
m ​ =ball − ​

x ​hand

M ⋅CG ​x

m ​ ≈ball 21.9 kg

CG ​x 0.181

x ​hand 0.618

m ​ball 21.9



Reviewer

Review of Solver Answer

1. Horizontal Center of Gravity ( )

Solver's Value:
 (to the right of the foot, positive direction).

Ground Truth:
 (slightly to the left of the midline, negative direction).

Analysis:
The solver's approach correctly uses anthropometric data and the correct method (weighted average of x-positions).
However, the solver's result is significantly more positive than the ground truth. The ground truth suggests the arm's effect is nearly
canceled by the body, resulting in a near-zero CG_x, while the solver's result is much larger (and on the opposite side).
The discrepancy likely comes from the reference point: the ground truth uses the body's midline as , while the solver uses the
foot as . Also, the solver may have missed the effect of the other arm and the slightly asymmetric mass distribution.

2. Required Ball Mass ( ) for Equilibrium

Solver's Value:
 kg

Ground Truth:
 kg

Analysis:
The method is correct (moment balance about the foot).
The ball mass is overestimated due to the more positive CG_x found earlier.
The solver used a longer moment arm (x_hand) and a larger CG_x, leading to a higher ball mass.

3. Process and Reasoning

The solver provided a detailed breakdown with anthropometric data and code, which is a strong point.
The solver did not account for the body’s midline as the reference, nor did they include the effect of the other arm (as the ground truth did).
The solver's use of only the outstretched arm for horizontal offset is reasonable for a first approximation, but the ground truth is more
precise.

Scoring

Category Max Points Awarded Comments

Correct method 30 28 Method is correct, but reference point is off

Use of data 20 18 Used tables/diagrams, missed other arm

Calculation accuracy 30 18 Significant deviation from ground truth

Clarity and explanation 10 10 Excellent clarity and breakdown

Code/tool use 10 10 Correct and transparent use of code

Total: 84/100

CG ​x

CG ​ ≈x 0.181 m

CG ​ =x −0.0171 m

x = 0
x = 0

m ​ball

m ​ =ball 21.9

m ​ =ball 15.58



Feedback
Strengths: Excellent breakdown, clear use of anthropometric data, and transparent calculations.
Areas to Improve:

Reference point should be aligned with the problem statement (body midline, not the foot, unless specified).
Include the other arm and any off-center mass to match the ground truth precision.
Double-check sign conventions and the effect of all relevant body parts.

Final Score: 84/100



Manager
The problem involves calculating the horizontal center of gravity ( ) for a person in a specific posture (standing on one foot with an outstretched
arm) and determining the mass of a ball that must be held to maintain equilibrium. Here's the detailed breakdown of the question:

Known Information:
1. The person has a total body weight ( ) of 75 kg.
2. The height ( ) of the person is given as 2 meters.
3. The posture involves standing on one foot with an outstretched arm, where a ball (mass ) is held in the hand to maintain equilibrium.
4. Segmental Data provided includes:

Segment weights relative to total body weight.
Center of gravity ( ) positions for each segment along the height ( ).

5. The figure shows the distribution and proportions of different segments (e.g., head, trunk, upper arm, forearm, hand) in terms of their horizontal
distances from a reference point on the ground (x-axis). These are represented as fractions or percentages of .

Objective:
1. Calculate the horizontal center of gravity ( ) for the person in this posture.
2. Determine the mass ( ) of the ball that must be held to maintain equilibrium, assuming the system is balanced about a point (e.g., the foot's

contact point with the ground).

Assumptions:
1. The person’s body segments are considered as rigid bodies for simplicity.
2. The outstretched arm holding the ball extends horizontally from the shoulder joint at height , based on the given proportions in the figure and

segmental data.
3. Equilibrium is maintained when the net torque about a pivot point (e.g., the foot) is zero.

Key Variables:
: Total body mass of the person.

: Height of the person.
: Mass of the ball to be determined.

Steps for Solution:
1. Calculate the horizontal center of gravity ( ) using the segmental data and their respective positions along the x-axis (horizontal direction).
2. Use torque equilibrium about the foot contact point to determine . The torque due to each body segment’s weight must balance with the

torque due to the ball's weight.

Intermediate Formulas:
Horizontal Center of Gravity ( ):

where  is the mass of each segment, and  is its horizontal distance from a reference point.
Torque Balance:
For equilibrium about the foot contact point:

where  is the horizontal distance of each segment’s CoG from the pivot, and  is the horizontal distance from the foot to the ball.

CG ​x

M

H

m ​extball

CoG H

H

CG ​x

m ​extball

H ⋅ 0.5

M = 75extkg
H = 2extm
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CG ​x

m ​extball

CG ​x

CG ​ =x ​

M

(m ​ ⋅ x ​)∑ i i

m ​i x ​i
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Requested Information:
The solver agent should calculate:

1. The horizontal center of gravity ( ) for the person in this specific posture.
2. The mass ( ) required to maintain equilibrium, based on torque balance about the foot contact point.

Reviewer

Review and Scoring

Part 3a –  Calculation (Ball Neglected):

Solver Agent's Answer:

The solver agent correctly identified the segment masses and their respective x-positions.
The calculation of the weighted average x-position for the arm was accurate: .
The solver agent correctly accounted for the other arm's contribution with .

Ground Truth Comparison:

The ground truth provides the same segment masses and x-positions, confirming the solver agent's calculations are correct.
The final result for  is , which matches the solver agent's calculation.

Score for Part 3a: 25/25

Part 3b – Required Ball Mass for Equilibrium:

Solver Agent's Answer:

The solver agent correctly applied the moment balance equation about the foot.
The solver agent accurately calculated the required ball mass to maintain equilibrium, resulting in .

Ground Truth Comparison:

The ground truth also concludes that  is necessary for equilibrium.
The solver agent's approach and result are consistent with the ground truth.

Score for Part 3b: 25/25

Overall Score:
The solver agent's answers for both parts of the problem are accurate, well-reasoned, and consistent with the ground truth. Therefore, the overall score is:

Total Score: 50/50 (100%)

Scoring Details:
Part 3a –  Calculation: 25/25

Correct identification of segment masses and x-positions.
Accurate calculation of the weighted average x-position for the arm.
Correct final result for .

Part 3b – Required Ball Mass for Equilibrium: 25/25
Correct application of the moment balance equation.
Accurate calculation of the required ball mass.
Consistent result with the ground truth.

The solver agent's performance is excellent, demonstrating a thorough understanding of the problem and accurate application of mechanical principles.

CG ​x
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CG ​x
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