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Abstract

Ab initio quantum chemistry is an incredibly useful tool to compute highly accurate

energies, frequencies, and molecular geometries for a plethora of chemical systems, but the

great computational cost associated with such accurate methods hinders the efficacy of its

use without cost-reductive techniques. Perhaps one of the most prominent ab initio methods,

coupled cluster theory with perturbative excitations can approximate highly accurate energies

on small molecular systems while greatly decreasing the computational cost compared to

coupled cluster implementations of the same order. In this dissertation, the theory behind

various ab initio quantum chemical methods, including coupled cluster theory and pertur-

bation theory, is discussed. These methods are then employed to compute the enthalpies of

formation for a set of Criegee intermediates, or carbonyl oxides. Additionally, coupled cluster

theory is employed on second-row homonuclear diatomic molecules to compute their potential

energy surfaces and relevant spectroscopic constants. The convergence of coupled cluster

methods on each of these systems is explored along with the performance of perturbative

excitation methods, including the popular CCSD(T) and CCSDT(Q) methods. Through

these studies, it is shown that the use of perturbative excitations in coupled cluster theory

should be used with caution on systems with significant multi-reference character. Otherwise,



these methods are proven to be accurate, cost-effective approximations to full coupled cluster

theory computations of the same order.
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Chapter 1

Introduction and Theory

Quantum chemistry is a powerful tool that has been utilized by experimental chemists for

decades, both to confirm observations from laboratory experiments as well as to predict future

ones. As time progresses, the challenges that face quantum chemists are to obtain more

accurate computations, faster, for larger systems. These are three attributes that are rarely

obtained simultaneously; as one pursues more accurate computations, the computational cost

of obtaining the data increases and the data cannot be feasibly computed on larger systems.

The inverse is true as well: as one attempts to compute data faster on larger molecules, the

accuracy of such computations will almost certainly decrease. So, the most pressing issue

for a computational chemist is how to obtain the most accurate data possible on relevant

chemical systems without increasing computational cost to intractable levels.

In Chapter 1, relevant quantum chemical methods are discussed. Unless otherwise stated,

the information presented in this chapter comes from a set of textbook sources.1,2 In sub-

sequent chapters, the ability for approximations to high-order computational methods to

describe accurate data is studied.
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1.1 Schrödinger Equation

At its very core, the objective of computational quantum chemistry is to solve the time-

dependent Schrödinger equation:

ĤΨ(x, t) = ih̄
δ

δt
Ψ(x, t) (1.1)

in which Ĥ denotes the Hamiltonian operator and Ψ is the wavefunction. The Hamiltonian

may be split into kinetic (T̂ ) and potential (V̂ ) components, such that

Ĥ = T̂ + V̂ (1.2)

Assuming that the potential is time-independent, the wavefunction may be rewritten as

Ψ(x, t) = Ψ(x)e− iEt
h̄ (1.3)

such that E represents the energy of the system. Therefore, it follows that the time-

independent Schrödinger equation may be written, generally, as:

ĤΨ = EΨ (1.4)

The Hamiltonian operator of the time-independent Schrödinger equation may be split into

multiple parts:

Ĥ = T̂e + T̂N + V̂eN + V̂NN + V̂ee (1.5)
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These parts, respectively, describe the kinetic energy of the electrons, the kinetic energy of

the nuclei, the electron-nucleus attraction, the nucleus-nucleus repulsion, and the electron-

electron repulsion. This equation may be further simplified through the Born-Oppenheimer

approximation, in which it is assumed that nuclei move on a vastly different timescale than

electrons; that is, it is assumed that the nuclei are fixed in space. This removes the T̂N term

of the Hamiltonian and changes the nucleus-nucleus repulsion term to a constant that can

be added to the total energy of the system afterwards, leaving the following Hamiltonian to

be used in the time-independent Schrödinger equation:

Ĥ = T̂e + V̂eN + V̂ee (1.6)

Or, more explicitly,

Ĥ = −
∑

i

1
2∇2

i −
∑

i

∑
A

ZA

|RA − ri|
+

∑
i<j

1
rij

(1.7)

Exact solutions of the time-independent Schrödinger equation are solvable for systems with a

single electron, such as the hydrogen atom. The unfortunate truth is that for any chemically

relevant system, more than one electron will almost certainly be present, and an exact solution

under the given assumptions cannot be determined. Herein lies the interesting problems that

both intrigue and plague quantum chemists. Thus, further strategies must be employed to

approximate the solutions to these analytically unsolvable problems.

1.2 Hartree-Fock Theory

The wavefunction, as previously seen in Equation 1.1, is a mathematical representation of the

electrons in a system. Often, these are built as a product of one-electron molecular orbitals.

All functions which make up this product are collectively called the "basis set". In order to

satisfy the spin statistical rules of fermions, the wavefunction is required to be antisymmetric

with respect to the interchange of electrons. This can be realized by writing it as a linear
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combination of atomic orbitals, which can be further condensed into what is known as a

Slater determinant:

Φ = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1
1 ψ1

2 ψ1
3 ... ψ1

N

ψ2
1 ψ2

2 ψ2
3 ... ψ2

N

ψ3
1 ψ3

2 ψ3
3 ... ψ3

N

... ... ... . . . ...

ψN
1 ψN

2 ψN
3 ... ψN

N

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

(1.8)

Hartree-Fock (HF) Theory is the most straightforward manner of solving the time-

independent Schrödinger equation. In Hartree-Fock Theory, it is assumed that the wavefunc-

tion may be written as a single Slater determinant. Through this, it is inherently assumed

that electron correlation of a system is averaged over all its electrons.

Although the mean-field treatment of electrons employed by Hartree-Fock theory greatly

simplifies the solving process of the Schrödinger equation, the solution itself is often reliable

for qualitative results only, even though it often captures almost 99% of the energy of a

system. Thus, more rigorous treatments of electron correlation are required to obtain any

accurate quantitative results.

1.3 Treatments for Electron Correlation

As stated previously, Hartree-Fock Theory is a mean-field method, and therefore it ignores

any electron correlation: the instantaneous repulsion of electrons in a system. Any energy

not accounted for by Hartree-Fock is therefore defined as the correlation energy:

Ecorr ≡ Eexact − EHF (1.9)

Although the correlation energy only constitutes approximately 1% of the total energy

of a system, it is considered to be the most important component of a system’s total energy
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and is the main focus of electronic structure theory due to its importance in replicating and

predicting experimental data.

1.3.1 Configuration Interaction Theory

The Hartree-Fock wavefunction, which is by definition single-reference, may be expanded

to include all possible excited wavefunctions. This is referred to as the full configuration

interaction (FCI) wavefunction:

|ΨCI⟩ = c0 |Φ0⟩ +
( 1

1!

)2 ∑
ia

ca
i |Φa

i ⟩ +
( 1

2!

)2 ∑
ij
ab

cab
ij

∣∣∣Φab
ij

〉
+

( 1
3!

)2 ∑
ijk
abc

cabc
ijk

∣∣∣Φabc
ijk

〉
+ ... (1.10)

where i, j, k... refer to occupied orbitals and a, b, c... refer to unoccupied orbitals, therefore

showing the excitation of electrons from orbital i to orbital a. In this form, each term refers

to the number of excitations to the reference wavefunction. So, the wavefunction may be

rewritten more compactly as:

|ΨCI⟩ = (c0 + Ĉ1 + Ĉ2 + Ĉ3 + ...+ ĈN) |Φ⟩ (1.11)

where Ĉn represents the operator for the excitation of an n number of electrons in a CI

wavefunction, and N is the total number of electrons in the system.

Using an infinite basis set, energies computed with FCI are exact. However, even using

moderately-sized finite basis sets, it is nearly impossible to compute these energies. So, the

wavefunction is often truncated after a certain number of excitations. A commonly used

truncation is CISD, or configuration interaction with single and double excitations, in which

the wavefunction is cut off after Ĉ2. This significantly decreases the computation time while

still retaining most of the correlation energy. However, by truncating the wavefunction, it is

no longer size-consistent nor size-extensive; that is, the energy computed with a truncated

CI wavefunction on two non-interacting system systems is not equal to the energies of
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the two systems computed separately, and the method does not scale linearly with the

number of electrons.3 This problem can be avoided by using a slightly different ansatz of the

wavefunction.

1.3.2 Coupled Cluster Theory

Coupled cluster (CC) theory uses a different form of the CI wavefunction that maintains

the properties that configuration interaction loses after truncating the wavefunction: the

previously discussed size consistency and size extensivity. This is achieved through an

exponential ansatz of the wavefunction:

|Ψ⟩ = e(T̂1+T̂2+T̂3+...) |Φ⟩ (1.12)

where T̂n represents the operator for the excitation of an n number of electrons in a CC

wavefunction. The non-truncated coupled cluster wavefunction is equivalent to the FCI

wavefunction. Therefore, similarly to that of configuration interaction, truncation is necessary

to compute energies for chemically relevant systems with any moderately-sized basis set.

However, unlike truncated CI methods, truncated coupled cluster maintains the properties

of size consistency and size extensivity present in FCI. Because of this, truncated coupled

cluster methods are some of the most common ab initio methods on small chemical systems

due to their high accuracy.

1.3.3 Perturbation Theory

Electron correlation can also be treated with perturbation theory, in which some known

reference system is "perturbed" slightly, together forming a more comprehensive solution to

the given problem.
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In Møller-Plesset Perturbation Theory, the known reference system is the Hartree-Fock

solution, and the perturbation is a Taylor series expansion, truncated at the nth order. At

higher orders, these methods can diverge while still increasing substantially in cost.4 Because

of this, the only commonly used form of Møller-Plesset Perturbation Theory is its second

order form, MP2:

E
(2)
0 = 1

4
∑
ijab

| ⟨ij||ab⟩ |2

ϵi + ϵj − ϵa − ϵb

(1.13)

In coupled cluster theory, one can also approximate the solutions including the next order

of excitations using many-body perturbation theory arguments.5,6 However, instead of using

Hartree-Fock as the reference as in Møller-Plesset Perturbation Theory, one can use the

previous truncation of coupled cluster as the reference. So, to approximate triple excitations

with coupled cluster theory [i.e. CCSD(T)], one can use CCSD as the reference, then slightly

perturb the system using similar arguments to Møller-Plesset Perturbation Theory to obtain

the approximate contributions of triple excitations to the energy.

1.4 Focal Point Approach

The exact energy of a system can be obtained only if the full configuration interaction energy

of a system is computed at the complete basis set limit. For all chemically relevant systems,

this is intractable; as the size of the basis set increases, more accurate methods (e.g. high-

order coupled cluster) become significantly more computationally expensive compared to

less accurate methods (e.g. Hartree-Fock). Composite methods have been developed to

approximate the energies computed at the complete basis set limit while still including the

correlation energy of higher-order quantum chemical methods. One such method is the focal

point approach (FPA)7–10.
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The Focal Point Approach is a general means by which the sought FCI/CBS energy may

be estimated systematically. Unlike other popular composite methods, such as HEAT11 and

W412 which have a set protocol to estimate the same energy, the Focal Point Approach has

non-specific guidelines which can be followed to achieve the same goal with the flexibility to

increase or decrease the accuracy and coast of utilized methods as necessary. In the Focal

Point Approach, energies are computed at various methods using the Dunning correlated

consistent (i.e. cc-pVXZ) family of basis sets, which were designed specifically to converge

toward the complete basis set limit systematically as the cardinality of each basis set increases.

Molecular energies are computed starting with Hartree-Fock and MP2, then with all coupled

cluster methods that are computationally feasible for the given system, alternating between

those with perturbative excitations and those without (e.g. CCSD, CCSD(T), CCSDT,

CCSDT(Q), etc.). At each level of theory, energies are computed with the largest Dunning

basis set computationally possible as well as with every basis set smaller than it.

In order to approximate energies at the CBS limit, extrapolation schemes are used.

Hartree-Fock energies are extrapolated using a three-point scheme13,14, as shown below:

EHF = A+Be−CX (1.14)

Because correlated methods and Hartree-Fock converge differently, a separate two-point

extrapolation scheme15 is used:

Ecorr = A+BX−3 (1.15)

Due to the unreliability of energies computed with double-ζ basis sets, they are generally

excluded from use in the energy extrapolations. Therefore, it is necessary, at minimum,

to compute Hartree-Fock energies at least up to a pentuple-ζ basis set and correlation
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energies at least up to a quadruple-ζ basis set in order to obtain accurate extrapolated

energies using the three-point and two-point extrapolation schemes, respectively. However,

it is still recommended to compute energies with all methods up to the largest basis set

possible so that the most accurate estimate of the energies at the complete basis set limit

may be calculated. For correlated methods in which quadruple-ζ quality energies are not

computationally feasible, the energy computed with the largest basis set possible can be

effectively treated as the extrapolated energy.

Once all extrapolations are complete, the energies can be organized into an incremented

focal point table. An example of an incremented focal point table is shown below:

Table 1.1: Incremented focal point table for the enthalpy of formation of formaldehyde
oxide (CH2OO). All energies are given in kcal mol−1 relative to the isolated reactants.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ +δ(P) ∆Ee NET
cc-pVDZ 47.75 –6.53 –6.88 –4.76 –0.19 –1.39 +0.68 –0.05 [+28.63]
cc-pVTZ 46.41 –6.78 –5.27 –4.93 –0.10 [–1.39] [+0.68] [–0.05] [+28.57]
cc-pVQZ 46.17 –6.82 –4.56 –5.00 [–0.10] [–1.39] [+0.68] [–0.05] [+28.94]
cc-pV5Z 45.84 –7.06 –4.23 –5.05 [–0.10] [–1.39] [+0.68] [–0.05] [+28.63]
cc-pV6Z 45.77 –7.16 –4.12 –5.08 [–0.10] [–1.39] [+0.68] [–0.05] [+28.55]
CBS [45.75] [–7.29] [–3.97] [–5.11] [–0.10] [–1.39] [+0.68] [–0.05] [+28.52]

In the table, basis sets are listed in the left-most column with increasing cardinality going

down, and methods used to compute the energies are listed in the top row, with increasing

order going to the right. Each computed energy, besides those at the Hartree-Fock level of

theory, is shown as the difference between it and the energy computed one level of theory

less, i.e. the energy to its left in the table. Any energy not explicitly computed is shown in

brackets, and the extrapolated energies are shown in the bottom row. Each row of energies,

including extrapolated energies, are then summed to show the final energy at each basis set.

So, the final FCI/CBS energy is shown in the most bottom-right entry in the table.
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1.5 Optimized Virtual Orbitals

Higher-order correlated methods, such as CCSDTQ, scale quite poorly with system size,

so the use of these methods on systems with more than a few heavy atoms can quickly

become intractable. This can be attributed, in part, to the large number of orbitals which are

unoccupied in the ground state, known as virtual orbitals, of which the highest-lying orbitals

do not individually contribute substantially to the final energy of the system. Optimized

virtual orbitals are an effective method to reduce the size of the virtual orbital space while

still retaining the accuracy associated with including the full virtual orbital space.16,17 This

is accomplished by using an invariant unitary rotation matrix onto a subset of the virtual

orbital subspace. The contributions of the orbitals on which the unitary rotation was applied

are then projected onto the rest of the virtual orbital space, and the orbitals subjected to the

rotation are omitted from the subsequent computations. The size of the virtual space retained

can be decreased significantly, often by a factor of 2, while still conserving a majority of the

correlation energy projected from the omitted orbitals. This can decrease the computational

cost of higher-order coupled cluster methods by an order of magnitude or more, allowing for

these higher-order methods to be used on larger systems without losing much accuracy.
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Chapter 2

Enthalpies of Formation for
Criegee Intermediates: A

Correlation Energy
Convergence Study1

1Reprinted from J. M. Begley, G. J. R. Aroeira, J. M. Turney, G. E. Douberly and H. F. Schaefer III,
J. Chem. Phys., 2023, 158, 034302, with the permission of AIP Publishing.
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2.1 Abstract

Criegee intermediates, formed from the ozonolysis of alkenes, are known to have a role in

atmospheric chemistry, including the modulation of the oxidizing capacity of the troposphere.

Although studies have been conducted since their discovery, the synthesis of these species

in the laboratory has ushered in a new wave of investigations of these structures, both the-

oretically and experimentally. In some of these theoretical studies, high-order corrections

for correlation energy are included to account for the mid multi-reference character found

in these systems. Many of these studies include a focus on kinetics; therefore calculated

energies should be accurate (<1 kcal/mol in error). In this research, we compute the en-

thalpies of formation for a small set of Criegee intermediates, including higher-order coupled

cluster corrections for correlation energy up to CCSDTQ(P). The enthalpies of formation for

formaldehyde oxide, anti–acetaldehyde oxide, syn–acetaldehyde oxide, and acetone oxide are

presented at 0 K as 26.5 kcal mol−1, 15.6 kcal mol−1, 12.2 kcal mol−1, and 0.1 kcal mol−1,

respectively. Additionally, we do not recommend the CCSDT(Q) energy correction, as it is

approximately twice as large as that of the full CCSDTQ. Half of the CCSDT(Q) energy

correction may be included as a reliable, cost-effective estimation of CCSDTQ energies for

Criegee intermediates.

2.2 Introduction

Carbonyl oxides, or Criegee intermediates (CIs), were first proposed as intermediate species

formed during the ozonolysis of unsaturated hydrocarbons.18,19 Recently, there has been a

surge of interest in Criegee intermediates due to their potential role in atmospheric and

combustion chemistry.20 The unimolecular decomposition of the vibrationally excited CIs,

termed "hot" CIs, is a source of OH and HO2 radicals in the atmosphere.21–26 The production

of these radicals by CIs, in turn, help to modulate the oxidizing capacity of the atmosphere.
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Ngyuen and coworkers proposed that a significant fraction of hot CIs (approximately 42%

for formaldehyde oxide) can be stabilized through collisional quenching.27 Such stabilized

Criegee intermediates (sCI) are subsequently able to undergo bimolecular reactions, such

as those with H2O,28–33 NH3,34–37 NO2,33,38,39 SO2,33,40–42 aldehydes,33,43,44 alcohols,45–47 and

carboxylic acids.48–50

Bimolecular reactions involving CIs may affect the atmosphere in different ways. For

example, the removal of CIs in the atmosphere is dominated by the reaction with water

molecules.51 The major product of the reaction between the simplest CI, CH2OO, and water

is hydroxymethyl hydroperoxide (HMHP). HMHP has numerous environmental implications

which include toxicity to plants and enzymes; it can also decompose into formic acid, a

component of acid rain.20,32,52,53 Another relevant reaction pathway is with SO2, which can

be oxidized by CH2OO to produce SO3 that can readily react with water to produce H2SO4,

although this pathway is considered to be minor in comparison to that of H2O.51,54–57

The simplest CI, formaldehyde oxide (CH2OO), was first observed experimentally by

Taatjes et al. as a product of the oxidation of dimethyl sulfoxide, DMSO.58 Following that, a

new pathway for the formation of CIs was presented where the reaction of CH2I2 and O2 was

employed.54 Various other, larger CIs began to be produced in an analagous manner, such as

CH3CHOO from CH3CHI2 and (CH3)2COO from (CH3)2Cl2.40,49,55,59–65 These new pathways

allowed kinetic, spectroscopic, and barrier height studies to be conducted experimentally,

opening the doors for a surge of research into CIs.28,55,66,67

For theoretical studies involving kinetics and barrier heights, accurate energy computa-

tions are required. Therefore, composite methods including higher-order corrections such

as CCSDT(Q) are frequently employed. However, Matthews found that with respect to

CCSDTQ computations on CIs, CCSDT(Q) computations had a larger statistical error for

equilibrium rotational constants, bond lengths, bond angles, dihedral angles, harmonic fre-

quencies, and zero-point vibrational energies.68 Moreover, they show that absolute energies

13



computed with CCSDT(Q) differ from those computed with CCSDTQ by more than 1 kcal

mol−1. This phenomenon can be explained by the mid multi-reference character of CIs.

Theoretical enthalpy of formation studies on Criegee related systems have also been

conducted. The enthalpy of formation of formaldehyde oxide has been computed in several

studies. However, its value is heavily contested, with the enthalpy of formation at 0 K

ranging from 23.8 kcal mol−1 to 31.7 kcal mol−1.69–72 Additionally, Kettner et al. computed

the enthalpies of formation of both the anti- and syn- conformers of acetaldehyde oxide with

W3-F12 theory, which uses coupled cluster methods up to CCSDT(Q).73,74

In this research, we compute accurate enthalpies of formation for the four CIs presented

(see Figure 2.1) using high order coupled cluster to assess convergence. The CIs studied

are formaldehyde oxide [CH2OO], both the anti and syn conformers of acetaldehyde oxide

[CH3CHOO], and acetone oxide [(CH3)2COO].

Figure 2.1: Structures of the four simplest Criegee intermediates. From left to right, formalde-
hyde oxide, syn-acetaldehyde oxide, anti-acetaldehyde oxide, and acetone oxide.
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Figure 2.2: Structures of the three simplest carboxylic acids. From left to right, formic acid,
acetic acid, and propanoic acid.

2.3 Methods

The enthalpy for each reaction shown in Eq. (2.1)-Eq. (2.4) was computed in a gaseous, 0 K

environment.

HCOOH(g) −→ CH2OO(g) (2.1)

CH3COOH(g) −→ anti − CH3CHOO(g) (2.2)

CH3COOH(g) −→ syn − CH3CHOO(g) (2.3)

CH3CH2COOH(g) −→ (CH3)2COO(g) (2.4)

The enthalpy of formation, ∆RH, of each CI was then determined from each reaction

using the enthalpy of formation of the corresponding constitutionally isomeric carboxylic

acid (see Fig. 2.2), as shown in Eq. (2.5). The enthalpy of formation for each carboxylic acid
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was taken from the Active Thermochemical Tables (ATcT) database of Ruscic.75

∆fH = ∆RH + ∆fHROOH (2.5)

Geometries and harmonic vibrational frequencies of all species were obtained using coupled

cluster theory with single, double, and perturbative triple excitations [CCSD(T)], available

from the CFOUR 2.0 quantum chemistry package.76 These geometry optimizations and

harmonic vibrational frequency computations utilized the atomic natural orbital (ANO)

family of basis sets.77,78 All geometry optimizations and vibrational frequency computations

utilized the large ANO2 basis set (H:[4s3p2d1f]; C,O:[5s4p3d2f1g]) except for acetone oxide

and propanoic acid, which used the ANO1 basis set (H:[4s2p1d]; C,O:[4s3p2d1f]).

To obtain reliable energies, the focal point analysis (FPA) technique developed by Allen

and coworkers7,9,79 was used. Hartree–Fock energies80,81 were computed using the Dunning

correlation consistent basis sets,82 cc-pVXZ (X = D, T, Q, 5, 6). Correlation energies were

obtained using second-order Møller–Plesset perturbation theory (MP2)83, coupled cluster5

with single and double excitations (CCSD)84–87, and with perturbative triple excitations

[CCSD(T)]88–90 with the cc-pVXZ basis sets (X = D, T, Q, 5). Additionally, correlation

energies using coupled cluster with full triple excitations [CCSDT]91–93 were computed with

the cc-pVXZ basis sets (X = D, T), while energies using coupled cluster with perturbative

quadruple excitations [CCSDT(Q)]94,95 and with full quadruple excitations [CCSDTQ]96–99

were computed using the cc-pVDZ basis set as well as with the cc-pVTZ basis set for

formaldehyde oxide and formic acid. For formaldehyde oxide and formic acid only, correlation

energies were also computed using coupled cluster with perturbative quintuple excitations

[CCSDTQ(P)]100,101 with the cc-pVDZ basis set as well as up to CCSD(T) with the cc-pV6Z

basis set. Energies are presented in kcal mol−1, with the thermochemical definition of the

calorie used. (1 cal = 4.184 J)
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Geometry optimizations and energy computations were carried out using the frozen core

approximation. All energy computations were performed using the MRCC quantum chemistry

program.102,103

Energies were extrapolated to the complete basis set (CBS) limit using a three-point

formula shown in Eq. (2.6) for Hartree-Fock energies.13,14

E = A+Be−CX . (2.6)

Additionally, the two-point formula shown in Eq. (2.7) was used for the extrapolation of

correlation energies up to CCSD(T).15

Ecorr = A+BX−3 (2.7)

Higher-order additive corrections for correlation energy include CCSDT/cc-pVTZ,

CCSDT(Q)/cc-pVDZ, and CCSDTQ/cc-pVDZ. Additionally, CCSDTQ(P)/cc-pVDZ energy

computations are included for the formaldehyde oxide system. Because the CCSDTQ(P)/cc-

pVDZ energy computation is highly expensive, it was feasible for the formaldehyde oxide

system only. A final additive correction, ∆, is computed as shown in Equation 2.8. All cor-

rections were computed using the CFOUR 2.0 quantum chemistry package and are further

explained below.

∆ = ∆DBOC + ∆core + ∆relativistic + ∆ZPVE (2.8)

The diagonal Born–Oppenheimer correction (DBOC) was computed at the CCSD level using

the ANO0 basis set. The frozen-core correction was computed at the CCSD(T) level using the

weighted core-valence cc-pwCVTZ basis set104 in two computations. An energy computation

was obtained with a frozen core approximation (FC) and with all electrons (AE) correlated.
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Table 2.1: Incremented focal point table for the enthalpy of formation of formaldehyde
oxide (CH2OO). All energies are given in kcal mol−1 relative to the isolated reactants. The
final enthalpy of formation at both the CCSDTQ(P)/CBS and the CCSD(T)/CBS levels is
presented as ∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ +δ(P) ∆Ee NET
cc-pVDZ 47.75 –6.53 –6.88 –4.76 –0.19 –1.39 +0.68 –0.05 [+28.63]
cc-pVTZ 46.41 –6.78 –5.27 –4.93 –0.10 [–1.39] [+0.68] [–0.05] [+28.57]
cc-pVQZ 46.17 –6.82 –4.56 –5.00 [–0.10] [–1.39] [+0.68] [–0.05] [+28.94]
cc-pV5Z 45.84 –7.06 –4.23 –5.05 [–0.10] [–1.39] [+0.68] [–0.05] [+28.63]
cc-pV6Z 45.77 –7.16 –4.12 –5.08 [–0.10] [–1.39] [+0.68] [–0.05] [+28.55]
CBS [45.75] [–7.29] [–3.97] [–5.11] [–0.10] [–1.39] [+0.68] [–0.05] [+28.52]
CCSDTQ(P)/CBS+∆: ∆f H = 28.52 + 0.05 + 0.27 + (–0.15) + (–2.01) = 26.67 kcal mol−1

The correction was taken as the difference between the two, as shown in Equation 2.9.

∆core = EAE-CCSD(T) − EFC-CCSD(T) (2.9)

The relativistic effects of the system were determined with an X2C-recontracted cc-pCVTZ

basis set.105–110 Two energy computations were obtained with and without spin-free exact

two-component theory at the one electron level (X2C–1e). The relativistic correction was

taken as the difference between the two as shown in Equation 2.10.

∆relativistic = EAE-CCSD(T)/X2C-1e − EAE-CCSD(T) (2.10)

Finally, the zero-point vibrational energy (ZPVE) was obtained from the CCSD(T)/ANO2

harmonic vibrational frequency computation.

In order to reduce the cost of higher order coupled cluster computations, the optimized

virtual orbitals (OVOs) method was utilized to truncate the size of the virtual space for

systems larger than formaldehyde oxide.16 For both conformers of acetaldehyde oxide and

acetic acid, 75% of the orbital virtual space was retained, while for acetone oxide and

propanoic acid, 50% of the orbital virtual space was retained for each respective molecule.

18



Table 2.2: Errors for the enthalpy of formation (kcal mol−1) of formaldehyde oxide computed
with various methods compared to CCSDTQ(P)/CBS+∆ results and CCSDTQ/CBS+∆
results.

Method Error compared to CCSDTQ Error compared to CCSDTQ(P)
CCSD(T)/CBS+∆ 0.34 0.39
75% - CCSD(T)/CBS+∆ 0.84 0.89
50% - CCSD(T)/CBS+∆ 0.73 0.78
CCSDT(Q)/CBS+∆ –0.29 –0.24
75% - CCSDT(Q)/CBS+∆ –0.54 –0.59
50% - CCSDT(Q)/CBS+∆ –0.65 –0.70
CCSDTQ/CBS+∆ 0.00 0.05
75% - CCSDTQ/CBS+∆ 0.03 0.08
50% - CCSDTQ/CBS+∆ –0.08 –0.03
CCSDTQ(P)/CBS+∆ –0.05 0.00
75% - CCSDTQ(P)/CBS+∆ –0.01 0.04
50% - CCSDTQ(P)/CBS+∆ –0.12 –0.07
Nguyen et al.69 1.38 1.43
Harding et al.70 2.38 2.43
Olzmann et al.71 –2.92 –2.87
Cremer et al.72 4.98 5.03
ATcT –0.12 –0.07

These percentages were the largest computationally feasible proportions (with our resources)

of virtual space retained. To assess the error introduced due to this approximation, the

enthalpy of formation of formaldehyde oxide was also computed using the OVOs approach.

2.4 Results and Discussion

2.4.1 Formaldehyde Oxide

Canonical Orbitals

The incremented focal point table for the formation of formaldehyde oxide (CH2OO) along

with the enthalpy of formation is shown in Table 2.1. The enthalpy of formation for this

system is computed to be 26.67 kcal mol−1 at the CCSDTQ(P)/CBS+∆ level of theory.
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Table 2.3: Incremented focal point table for the enthalpy of formation of formaldehyde
oxide (CH2OO) with 75% of the optimized virtual orbital space retained. All energies
are given in kcal mol−1 relative to the isolated reactants. The final enthalpy of for-
mation at both the CCSDTQ(P)/CBS and the CCSD(T)/CBS levels is presented as
∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ +δ(P) ∆Ee NET
cc-pVDZ 47.75 –7.11 –6.91 –4.77 –0.22 –1.19 +0.57 –0.07 [+28.04]
cc-pVTZ 46.41 –7.17 –5.28 –4.89 –0.11 [–1.19] [+0.57] [–0.07] [+28.28]
cc-pVQZ 46.17 –6.83 –4.54 –4.96 [–0.11] [–1.19] [+0.57] [–0.07] [+29.04]
cc-pV5Z 45.84 –7.07 –4.23 –5.03 [–0.11] [–1.19] [+0.57] [–0.07] [+28.70]
cc-pV6Z 45.77 [–7.07] [–4.23] [–5.03] [–0.11] [–1.19] [+0.57] [–0.07] [+28.63]
CBS [45.59] [–7.32] [–3.91] [–5.12] [–0.11] [–1.19] [+0.57] [–0.07] [+28.56]
CCSDTQ(P)/CBS+∆: ∆f H = 28.56 + 0.05 + 0.27 + (–0.15) + (–2.01) = 26.71 kcal mol−1

Table 2.4: Incremented focal point table for the enthalpy of formation of formalde-
hyde oxide (CH2OO) with 50% of the optimized virtual orbital space retained including
the contributions of CCSDT(Q)/cc-pVTZ and and CCSDTQ/cc-pVTZ. All energies
are given in kcal mol−1 relative to the isolated reactants. The final enthalpy of for-
mation at both the CCSDTQ(P)/CBS and the CCSD(T)/CBS levels is presented as
∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ +δ(P) ∆Ee NET
cc-pVDZ 47.75 +9.15 –5.76 –4.07 –0.26 –0.54 +0.26 –0.05 [+46.48]
cc-pVTZ 46.41 –5.17 –5.22 –4.31 –0.15 –1.15 +0.48 [–0.05] [+30.84]
cc-pVQZ 46.17 –6.45 –4.57 –4.79 [–0.15] [–1.15] [+0.48] [–0.05] [+29.49]
cc-pV5Z 45.84 –6.89 –4.29 –4.95 [–0.15] [–1.15] [+0.48] [–0.05] [+28.84]
cc-pV6Z 45.77 [–6.89] [–4.29] [–4.95] [–0.15] [–1.15] [+0.48] [–0.05] [+28.77]
CBS [45.75] [–7.35] [–3.98] [–5.12] [–0.15] [–1.15] [+0.48] [–0.05] [+28.45]
CCSDTQ(P)/CBS+∆: ∆f H = 28.45 + 0.05 + 0.27 + (–0.15) + (–2.01) = 26.60 kcal mol−1
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The absolute error of the energy computation with respect to the data from ATcT is −0.07

kcal mol−1. From the focal point table, it can be seen that the CCSDT(Q) contribution is

twice as large in magnitude than that from CCSDTQ. The relatively small contribution of

perturbative quintuple excitations suggests the correlation energy is becoming well converged

at the CCSDTQ level of theory.

The computed enthalpy of formation at the CCSD(T)/CBS+∆ level of theory is 27.53

kcal mol−1. With respect to the experimental data from ATcT, the absolute error is +0.79

kcal mol−1. The magnitude of the absolute error of the determined enthalpy of formation of

fomaldehyde oxide at the CCSD(T)/CBS+∆ level of theory is an order of magnitude larger

than that at the CCSDTQ(P)/CBS+∆ level of theory. This suggests that higher–excitation

corrections are necessary for highly accurate energy computations for CIs.

The absolute errors of enthalpy of formation computations without higher-order energy

corrections are shown in Table 2.2. With respect to the computed CCSDTQ(P)/CBS+∆

enthalpy of formation, the absolute error of the CCSD(T)/CBS+∆ enthalpy of forma-

tion is +0.86 kcal mol−1. The magnitude of the absolute error to the enthalpy of for-

mation predicted at the CCSD(T)/CBS+∆ level of theory is an order of magnitude larger

than that at the CCSDTQ(P)/CBS+∆ level of theory. As previously suggested, higher-

order corrections are therefore necessary for accurate enthalpy of formation computations

for CIs. However, the computed enthalpy of formation at the CCSDT(Q)/CBS+∆ level

of theory is 26.04 kcal mol−1. The absolute error of this computation compared to the

CCSDTQ(P) enthalpy of formation is −0.63 kcal mol−1. Although this is more accurate than

the computed CCSD(T)/CBS+∆ enthalpy of formation, it is still not entirely converged at

this level of theory.

Absolute errors of various literature values compared to the computed

CCSDTQ(P)/CBS+∆ enthalpy of formation are also shown in Table 2.2. All compared

literature values have absolute errors of greater than 1 kcal mol−1.69–72 Given that our com-
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Table 2.5: Incremented focal point table for the enthalpy formation of anti-acetaldehyde
oxide (anti−CH3COOH). 75% of the optimized virtual orbital space for both molecules has
been retained. All energies are given in kcal mol−1 relative to the isolated reactants. The
final enthalpy of formation at both the CCSDTQ/CBS and the CCSD(T)/CBS levels is
presented as ∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ ∆Ee NET
cc-pVDZ 31.02 –2.65 –6.99 –3.66 –0.22 –1.06 +0.54 [+16.97]
cc-pVTZ 30.15 –2.89 –5.60 –3.85 –0.16 [–1.06] [+0.54] [+17.13]
cc-pVQZ 30.13 –2.80 –5.01 –3.97 [–0.16] [–1.06] [+0.54] [+17.66]
cc-pV5Z 29.80 –3.03 –4.73 –4.04 [–0.16] [–1.06] [+0.54] [+17.32]
cc-pV6Z 29.74 [–3.03] [–4.73] [–4.04] [–0.16] [–1.06] [+0.54] [+17.25]
CBS [29.72] [–3.27] [–4.44] [–4.11] [–0.16] [–1.06] [+0.54] [+17.23]
CCSDTQ/CBS+∆: ∆fH = 17.23 + 0.06 + 0.26 + (–0.16) + (–1.77) = 15.62 kcal mol−1

puted enthalpy of formation is similar to that shown in the ATcT, we conclude that the

familiar methods of computing this value in the literature are not adequate for accurate

enthalpy of formation calculations.

Although the harmonic zero-point vibrational energy is cheaper to compute than its

anharmonic counterpart, the accuracy of this assumption should be tested for highly accurate

energy computations. The zero-point vibrational energy correction for the formation of

formaldehyde oxide with the anharmonic correction was computed to be −2.04 kcal mol−1.

This is 0.03 kcal mol−1 lower than the determined harmonic zero-point vibrational energy of

−2.01 kcal mol−1. Because of this small difference, we conclude that the use of the harmonic

zero-point vibrational energy may be sufficient for the determination of energies of larger

Criegee intermediates.

Optimized Virtual Orbitals

The incremented focal point table for the formation of formaldehyde oxide with 75% of the

virtual orbital space retained is shown in Table 2.3, along with the enthalpy of formation. The

computed enthalpy of formation with the reduced virtual orbital space is 26.71 kcal mol−1.
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Table 2.6: Incremented focal point table for the enthalpy of formation of syn-acetaldehyde
oxide (syn−CH3COOH). 75% of the optimized virtual orbital space for both molecules has
been retained. All energies are given in kcal mol−1 relative to the isolated reactants. The
final enthalpy of formation at both the CCSDTQ/CBS and the CCSD(T)/CBS levels is
presented as ∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ ∆Ee NET
cc-pVDZ 29.58 –5.26 –6.25 –4.03 –0.16 –1.07 +0.53 [+13.34]
cc-pVTZ 29.15 –6.08 –4.71 –4.35 –0.07 [–1.07] [+0.53] [+13.39]
cc-pVQZ 29.26 –6.18 –4.07 –4.50 [–0.07] [–1.07] [+0.53] [+13.89]
cc-pV5Z 29.03 –6.40 –3.81 –4.58 [–0.07] [–1.07] [+0.53] [+13.63]
cc-pV6Z 28.99 [–6.40] [–3.81] [–4.58] [–0.07] [–1.07] [+0.53] [+13.59]
CBS [28.98] [–6.63] [–3.54] [–4.66] [–0.07] [–1.07] [+0.53] [+13.54]
CCSDTQ/CBS+∆: ∆fH = 13.54 + 0.05 + 0.25 + (–0.16) + (–1.53) = 12.15 kcal mol−1

With respect to the canonical computation, the absolute error is +0.03 kcal mol−1. Because

the absolute error is within 0.25 kcal mol−1, we conclude that the use of optimized virtual

orbitals up to a reduction of 75% is a reasonable computation time reduction strategy for

larger systems of this type. Due to the reduction of the virtual space, the relative CCSDT(Q)

correction has been reduced considerably. However, it is still approximately twice as large

as the contribution of CCSDTQ.

The incremented focal point table for the formation of formaldehyde oxide with 50% of the

virtual orbital space retained is shown in Table 2.4, along with the enthalpy of formation. To

explore the basis set dependence of the CCSDT(Q) contribution, additional energy computa-

tions for formaldehyde oxide and formic acid were computed at the CCSDT(Q)/cc-pVTZ and

CCSDTQ/cc-pVTZ levels of theory. The computed enthalpy of formation with the reduced

virtual orbital space is 26.60 kcal mol−1. With respect to the canonical computation, the

absolute error is −0.08 kcal mol−1. Because the absolute error is within 0.25 kcal mol−1, we

conclude that with the use of optimized virtual orbitals, up to a reduction of 50% may be

a reasonable computation time reduction strategy for larger systems of this type. Following

a similar trend to that of the computation with 75% of the optimized virtual orbital space
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retained, the CCSDT(Q) contribution has decreased as the size of the virtual space decreases,

but is still approximately twice as large as the contribution of CCSDTQ. Additionally, the

CCSDT(Q) correction at the cc-pVTZ level is more than twice as large as that at the cc-

pVDZ level and is still approximately twice as large in magnitude as the CCSDTQ correction

at this level of theory, indicating that the higher-order corrections have a significant basis set

dependence for this class of molecules.

The enthalpies of formation calculated without higher-order energy corrections

(i.e. CCSD(T)/CBS+∆) with both 75% and 50% of the virtual orbitals retained are shown

below Tables 2.3 and 2.4, respectively. The errors of these computations as well as the

errors of literature values relative to the computed enthalpy of formation with the full set of

canonical orbitals are shown in Table 2.2. The computed enthalpy of formation with 75% of

the virtual orbital space retained is 27.56 kcal mol−1. With respect to the computed enthalpy

of formation with canonical orbitals, the error is +0.89 kcal mol−1. The computed enthalpy

of formation with 50% of the virtual orbital space retained is 27.45 kcal mol−1. With respect

to the computed enthalpy of formation with canonical orbitals, the error is +0.78 kcal mol−1.

Given the magnitude of error, we conclude that higher-order corrections are still necessary

for accurate energy computations of CIs with an optimized virtual space.

2.4.2 Acetaldehyde Oxide

The incremented focal point tables for the enthalpy of formation of anti–acetaldehyde oxide

(anti−CH2COOH) and syn–acetaldehyde oxide (syn−CH3COOH) are shown in Tables 2.5

and 2.6, respectively. The computed enthalpy of formation for anti–acetaldehyde oxide is

15.62 kcal mol−1, while the computed enthalpy of formation for syn–acetaldehyde oxide is

12.15 kcal mol−1. Again, the CCSDT(Q) contribution is approximately twice the magnitude

of the CCSDTQ contribution for both conformers. Unlike the enthalpy of formation for

formaldehyde oxide, there is no reference enthalpy of formation given in the ATcT75 for the
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Table 2.7: Errors for the enthalpy of formation (kcal mol−1) of anti–acetaldehyde oxide
computed with various methods compared to canonical CCSDTQ/CBS+∆ data.

Method Error
CCSD(T)/CBS+∆ 0.68
CCSDT(Q)/CBS+∆ –0.55
Kettner et al.73 0.01

two conformers of acetaldehyde oxide. However, Kettner et al. computed the enthalpies of

formation of anti–acetaldehyde oxide and syn–acetaldehyde oxide as 15.63 and 12.26 kcal

mol−1, respectively.73 The absolute errors of these values compared to the CCSDTQ/CBS+∆

enthalpies of formation are shown in Tables 2.7 and 2.8, respectively. For both molecules,

the literature values agree with the computed CCSDTQ/CBS+∆ values.

The absolute errors in the enthalpy of formation computations of anti–acetaldehyde oxide

and of syn–acetaldehyde oxide without higher-order energy corrections is shown in Tables

2.7 and 2.8, respectively. The computed CCSD(T)/CBS+∆ enthalpy of formation of anti–

acetaldehyde oxide is 16.30 kcal mol−1, while the computed CCSD(T)/CBS+∆ enthalpy

of formation of syn–acetaldehyde oxide is 12.77 kcal mol−1. These computed enthalpies

of formation are 0.62 and 0.68 kcal mol−1 less than their CCSDTQ/CBS+∆ counterparts.

Therefore, we again conclude that higher-order corrections are necessary for truly reliable

relative energy computations for CIs. Additionally, the CCSDT(Q)/CBS+∆ enthalpies of

formation have absolute errors of −0.54 and −0.53 kcal mol−1 compared to CCSDTQ/CBS+∆.

Similar to the formaldehyde oxide computations, CCSDT(Q)/CBS+∆ is more accurate than

CCSD(T)/CBS+∆, but both methods are still not adequate for precise enthalpy of formation

computations.
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Table 2.8: Errors for the enthalpy of formation (kcal mol−1) of syn–acetaldehyde oxide
computed with various methods compared to canonical CCSDTQ/CBS+∆ data.

Method Error
CCSD(T)/CBS+∆ 0.62
CCSDT(Q)/CBS+∆ –0.53
Kettner et al.73 0.11

Table 2.9: Incremented focal point table for the enthalpy of formation of acetone oxide
[(CH3)2COO]. 50% of the optimized virtual orbital space for both molecules has been
retained. All energies are given in kcal mol−1 relative to the isolated reactants. The final
enthalpy of formation at both the CCSDTQ/CBS and the CCSD(T)/CBS levels is presented
as ∆fH = EFPA + ∆DBOC + ∆core + ∆relativistic + ∆ZPVE below the table.

Basis Set ∆Ee HF +δMP2 +δCCSD +δ(T) +δT +δ(Q) +δQ ∆Ee NET
cc-pVDZ 16.03 –1.75 –4.93 –3.29 –0.13 –0.51 +0.24 [+5.66]
cc-pVTZ 15.10 –2.85 –4.88 –3.42 –0.12 [–0.51] [+0.24] [+3.56]
cc-pVQZ 15.11 –3.09 –4.30 –3.70 [–0.12] [–0.51] [+0.24] [+3.63]
cc-pV5Z 14.82 –3.58 –4.06 –3.86 [–0.12] [–0.51] [+0.24] [+2.93]
cc-pV6Z 14.78 [–3.58] [–4.06] [–3.86] [–0.12] [–0.51] [+0.24] [+2.89]
CBS [14.77] [–4.09] [–4.23] [–3.96] [–0.12] [–0.51] [+0.24] [+2.10]
CCSDTQ/CBS+∆: ∆fH = 2.10 + 0.03 + 0.16 + (–0.17) + (–2.19) = 0.10 kcal mol−1

Table 2.10: Errors for the enthalpy of formation (kcal mol−1) of acetone oxide computed
with various methods compared to canonical CCSDTQ/CBS+∆ data.

Method Error
CCSD(T)/CBS+∆ 0.39
CCSDT(Q)/CBS+∆ –0.24
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2.4.3 Acetone Oxide

The incremented focal point table for the formation of acetone oxide [(CH3)2COO], along with

the enthalpy of formation, is shown in Table 2.9. The enthalpy of formation for this system

is computed to be 0.10 kcal mol−1. As with the mono-substituted CIs, the contribution of

CCSDT(Q) is twice as large as that of CCSDTQ. Additionally, the CCSDT(Q) contribution

with 50% of the retained orbital virtual space is less than 1 kcal mol−1. We again attribute

this to the decreased size of the optimized virtual space. Even still, the CCSDT(Q) correction

is twice as large as the CCSDTQ correction.

The absolute errors of enthalpy of formation computations of acetone oxide without higher-

order energy corrections is shown in Table 2.10. The CCSD(T)/CBS+∆ enthalpy of formation

is 0.49 kcal mol−1. With respect to the computed CCSDTQ/CBS+∆ enthalpy of formation,

the absolute error of the CCSD(T)/CBS+∆ enthalpy of formation is +0.39 kcal mol−1.

Similarly to formaldehyde oxide and acetaldehyde computations, higher-excitation energy

corrections are necessary for truly reliable energy computations. The CCSDT(Q)/CBS+∆

enthalpy of formation is −0.14 kcal mol−1. With respect to the computed CCSDTQ/CBS+∆

enthalpy of formation, the absolute error of the CCSDT(Q)/CBS+∆ enthalpy of formation

is −0.24 kcal mol−1. These enthalpy of formation computations are still more accurate than

the CCSD(T)/CBS+∆ computations. However, the overcorrection of CCSDT(Q)/cc-pVDZ

leads to inaccuracies in computations.

2.4.4 Error Analysis

For all computed enthalpies of formation, both the diagonal Born–Oppenheimer correction and

the relativistic correction are relatively small in magnitude, and therefore are not considered

to be large sources of error. The frozen core approximation is larger than expected (<0.20 kcal

mol−1) for all computed enthalpies of formation, but is still within the bounds of reasonable
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approximation and is also not considered to be a large source of error. For the enthalpies

of formation of formaldehyde oxide and both conformers of acetaldehyde oxide, the basis

set extrapolation from cc-pV6Z to the CBS energy is less than −0.10 kcal mol−1, so this is

also within the reasonable bounds of error. However, the extrapolation for the enthalpy of

formation of acetone oxide is −0.79 kcal mol−1. This larger extrapolation can be attributed to

the reduced size of the optimized virtual space, as shown by the increase in the extrapolation

energy of formaldehyde oxide as the optimized virtual space is reduced from the canonical

(Table 2.1, −0.03 kcal mol−1) to 50% (Table 2.4, −0.32 kcal mol−1).

For all computed enthalpies of formation, the relative zero-point vibrational energy is

greater than 1.50 kcal mol−1. In the case of acetone oxide, the contribution from the zero-

point vibrational energy (−2.19 kcal mol−1) is larger in magnitude than the enthalpy of

reaction (2.10 kcal mol−1). Alternate reactions were explored to alleviate this, but no other

reactions explored had smaller zero-point vibrational energy corrections.

The largest uncertainty for these computations likely comes from the higher-excitation

additive corrections for correlation energy. For formaldehyde oxide, the only enthalpy of

formation computed with a canonical orbital virtual space, the correlation energy contribution

of these higher-order additive corrections is −0.86 kcal mol−1. This contribution decreases in

magnitude as the size of the molecule increases, but this again is attributed to the decreased

size of the optimized virtual space required for these computations. Therefore, we expect this

contribution to be of a similar size or larger with all canonical orbitals. Additionally, there is a

significant basis set dependence in CCSDT(Q) and CCSDTQ energy computations, as shown

in Table 2.4. This basis set dependence could not be further explored with larger systems or

with a larger optimized virtual space due to the computational cost of CCSDTQ/cc-pVTZ.

Finally, we estimate the error for the computed enthalpy of formation of all considered

molecules through the focal point analysis technique developed by Allen and coworkers7,9,79.

From this, we present the enthalpies of formations for the considered CIs as 26.49 ± 0.12
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kcal mol−1 for formaldehyde oxide, 15.62 ± 0.10 kcal mol−1 for anti–acetaldehyde oxide,

12.15 ± 0.09 kcal mol−1 for syn–acetaldehyde oxide, and 0.10 ± 0.13 kcal mol−1 for acetone

oxide. It is important to note that the error bar for the enthalpy of formation of acetone oxide

is larger than the enthalpy of formation itself. However, since the magnitude of this error

bar is comparable to the others, we conclude that the value for the enthalpy of formation is

still accurate.

2.5 Conclusions

In this study, high-level coupled cluster techniques were used to compute the enthalpies

of formation of various Criegee intermediates. The geometries for formic acid, acetic acid,

formaldehyde oxide, anti–acetaldehyde oxide, and syn–acetaldehyde oxide were optimized

at the CCSD(T)/ANO2 level, while the geometries for acetone oxide and propanoic acid

were optimized at the CCSD(T)/ANO1 level. Computed energies for each species were ex-

trapolated to the CBS limit and included corrections for the zero-point vibrational energy,

diagonal Born–Oppenheimer correction, the frozen core approximation, relativistic correc-

tions, and higher-order energy corrections. As a cost reduction strategy, energy computations

for acetaldehyde oxide conformers and acetic acid were computed with 75% of the optimized

virtual orbital space retained, while energy computations for acetone oxide and propanoic

acid were computed with 50% of the optimized virtual orbital space retained. Computed

enthalpies of formation for formaldehyde oxide, both acetaldehyde oxide conformers, and

acetone oxide are reported at these levels.

The results for formaldehyde oxide indicate that the correlation energy for this system

appear converged at the CCSDTQ level, as confirmed by the small (0.05 kcal mol−1) CCS-

DTQ(P) contribution to the CCSDTQ(P)/CBS+∆ result. This CCSDTQ(P)/CBS+∆ result

agrees with the enthalpy of formation given in ATcT, with an absolute deviation of 0.07

kcal mol−1. However, there is a large deviation between our results and other theoretical
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predictions in the literature, as shown in Table 2.2. Each literature value presented has a

deviation of at least 1 kcal mol−1 compared to the CCSDTQ(P)/CBS+∆ results. Because

the computed enthalpy of formation of formaldehyde oxide with 50% of the optimized virtual

orbital space retained has an error of less than 0.10 kcal mol−1 compared to the canonical

computation, we conclude that this approximation is a feasible cost-saving technique for more

computationally expensive computations, such as those of acetaldehyde oxide and acetone

oxide.

The quadruples contribution of CCSDT(Q)/cc-pVDZ for all four investigated CIs is

approximately twice as large as that of CCSDTQ/cc-pVDZ. A similar trend is shown

with the contributions of CCSDT(Q)/cc-pVTZ and CCSDTQ/cc-pVTZ for the formation of

formaldehyde oxide with 50% of the optimized virtual space retained. Given this, we conclude

that CCSDT(Q) is a questionable high-level additive correction for energy computations

involving Criegee intermediates. As a result, we do not recommend the inclusion of CCSDT(Q)

in composite approaches for such molecules. Because the CCSDT(Q) additive correction

is approximately twice as large as that of CCSDTQ, we suggest the inclusion of one half

of the CCSDT(Q) additive correction for this class of molecule as an approximation to the

full CCSDTQ results, as methods beyond CCSDT(Q) are generally considered to be too

computationally expensive. However, due to the similar chemical motif of the molecules

studied, we recommend that one uses judgement before the implementation of this treatment

based on the size of the CCSDT(Q) additive correction compared to the CCSDT additive

correction.
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Chapter 3

Diatomic Molecules at the
Highest Levels of Electronic

Structure1

1J. M. Begley, J. M. Turney, and H. F. Schaefer III. To be submitted to a peer-reviewed journal.
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3.1 Introduction

The widespread use of coupled cluster theory5,111,112 has paved the way for countless highly

accurate studies in ab initio quantum chemistry. In particular, coupled cluster with single,

double, and perturbative triple excitations [CCSD(T)]88–90 has received a great deal of praise

due to the lower cost compared to configuration interaction methods and relatively high

accuracy compared to DFT methods. As such, it has been termed the "gold standard" of

computational chemistry. In a similar manner, the more accurate CCSDT(Q)94,95 method,

with its perturbative quadruple excitations, has been termed the "platinum standard".113,114

Previous studies have shown that for "well-behaved systems", such as the isometrization

between dimethylcarbene and propane, CCSDT(Q) approximates CCSDTQ energies quite

well.68 For the water dimer, it was also shown that the geometry obtained at the CCSD(T)

level of theory is very similar to that of CCSDT, and the geometry obtained at the CCSDT(Q)

level of theory is very similar to that of CCSDTQ.115 In terms of diatomic molecules, it has

also been shown by Sordo that CCSD(T) can obtain similar dissociation energies and electron

affinities to those computed with CCSDT.116 For these reasons, perturbative excitations have

been used frequently for mostly single-reference systems.

The use of perturbative excitations in coupled cluster theory may not prove as accurate

when used on multi-reference systems, however. For example, in the Sordo study on diatomic

molecules, it was shown that the multi-reference C2 molecule produced inaccurate dissociation

energies and electron affinities with CCSD(T). It was also shown that for a set of 13 multi-

reference molecules including XO and XOO radicals, CCSDT was necessary to compute

accurate enthalpies of formation and molecular geometries.117 For Criegee intermediates, it

has been shown in both a previous study by the authors as well as one by Matthews that

CCSDT(Q) performs quite poorly compared to CCSDTQ when computing enthalpies of

formation, total energies, equilibrium rotational constants, geometric parameters, harmonic
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frequencies, and harmonic vibrational zero point energies.68,118 In a study by Hobza and

coworkers on dimer systems, CCSDT(Q) energies were consistently less accurate than those

computed at the CCSDTQ level of theory when compared to FCI data.119 So, the performance

of perturbative excitations in coupled cluster theory should be further explored to determine

whether CCSD(T) and CCSDT(Q) can be considered as accurate as CCSDT and CCSDTQ,

respectively.

In the present work, potential energy surfaces for a subset of homonuclear diatomic

molecules are computed at varying levels of theory, and spectroscopic constants are presented.

These systems are chosen due to their high symmetry and low cost such that an accurate po-

tential energy surface may be computed with high-order coupled cluster theory. Additionally,

this includes C2 so that these methods may be tested on a system with known multi-reference

character. We aim to compare the performance of each coupled cluster method to determine

whether perturbative excitations perform better than their full excitation counterparts.

3.2 Methods

Potential energy surfaces for the closed-shell ground states of C2, N2, and F2 were com-

puted using coupled cluster theory with single, double, and perturbative triple excitations

[CCSD(T)]85,88,89, with full triple excitations [CCSDT]91–93, with perturbative quadruple

excitations [CCSDT(Q)]94,95 and with full quadruple excitations [CCSDTQ]96–99. For the

open-shell triplet ground state of O2, potential energy surfaces were computed using CCSD(T),

CCSDT, ansatz B of CCSDT(Q) derived by Kállay and Gauss [CCSDT(Q)/B]120, and CCS-

DTQ. Energies, potential energy surfaces, and spectroscopic constants computed with the

CCSDT(Q)/B method on the triplet ground state of O2 may henceforth be referred to as

"CCSDT(Q)" for simplicity and consistency in comparison among methods.
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Energies using CCSD(T) and CCSDT were computed with a Dunning correlation consis-

tent sextuple-ζ basis set [cc-pV6Z]82. Energies using CCSDT(Q), CCSDT(Q)/B, and CCS-

DTQ were computed with a Dunning correlation consistent triple-ζ basis set [cc-pVTZ]82.

All energies were computed through the PSI4 quantum chemistry package and its integration

to the MRCC quantum chemistry package when necessary.102,103,121

From each potential energy surface for the homonuclear diatomic molecules of interest, four

spectroscopic constants were computed at each level of theory: re (equilibrium interatomic

distance), ωe (harmonic vibration wavenumber), ωexe (vibrational anharmonicity constant),

and De (centrifugal distortion constant). These spectroscopic constants were computed

through the PSI4 quantum chemistry package.121,122

3.3 Results and Discussion

The computed potential energy surfaces for the ground states of C2, N2, O2 and F2 are shown

in Figures (3.1–3.8). Potential energy surfaces computed at the CCSD(T) and CCSDT levels

of theory are shown separately from those computed at the CCSDT(Q) and CCSDTQ levels

of theory due to the differences in basis sets used. From inspection, there is almost no

difference in the potential energy surfaces of each molecule between CCSD(T) and CCSDT

nor between CCSDT(Q) and CCSDTQ.
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Figure 3.1: Potential energy surface for C2 at the CCSD(T) and CCSDT levels of theory.

Figure 3.2: Potential energy surface for C2 at the CCSDT(Q) and CCSDT(Q) levels of theory.
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Figure 3.3: Potential energy surface for N2 at the CCSD(T) and CCSDT levels of theory.

Figure 3.4: Potential energy surface for N2 at the CCSDT(Q) and CCSDT(Q) levels of theory.
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Figure 3.5: Potential energy surface for O2 at the CCSD(T) and CCSDT levels of theory.

Figure 3.6: Potential energy surface for O2 at the CCSDT(Q) and CCSDT(Q) levels of

theory.
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Figure 3.7: Potential energy surface for F2 at the CCSD(T) and CCSDT levels of theory.

Figure 3.8: Potential energy surface for F2 at the CCSDT(Q) and CCSDT(Q) levels of theory.
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The obtained values for re, ωe , ωexe, and De at each level of theory are presented in

Tables (3.1–3.4), along with the respective experimental values from the CRC Handbook of

Chemistry and Physics123. The errors of the obtained constants compared to the literature

values are presented in Tables (3.5–3.8).

Table 3.1: Computed re values for C2, N2, O2 and F2 and the literature experimental value.
Constants are reported in Å.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ Experimental
C2 1.2383 1.2380 1.2465 1.2457 1.24244
N2 1.0923 1.0917 1.0969 1.0965 1.09769
O2 1.1985 1.1978 1.2060 1.2053 1.20752
F2 1.4045 1.4041 1.4143 1.4135 1.41264

Table 3.2: Computed ωe values for C2, N2, O2 and F2 and the literature experimental value.
Constants are reported in cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ Experimental
C2 1833.89 1836.34 1812.37 1817.57 1855.01
N2 2405.00 2415.39 2374.09 2380.79 2358.56
O2 1627.42 1635.42 1571.78 1579.44 1580.19
F2 933.13 936.69 899.34 903.56 916.93

Table 3.3: Computed ωexe values for C2, N2, O2 and F2 and the literature experimental
value. Constants are reported in cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ Experimental
C2 19.46 19.76 20.60 20.81 13.56
N2 28.36 27.95 29.99 29.52 14.32
O2 26.13 25.72 28.64 28.21 11.98
F2 19.59 19.08 21.00 20.68 11.32

Table 3.4: Computed De values for C2, N2, O2 and F2 and the literature experimental value.
Constants are reported in 10−6 cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ Experimental
C2 7.3 7.3 7.2 7.2 6.96
N2 5.7 5.7 5.7 5.7 5.737
O2 4.8 4.7 4.9 4.9 4.839
F2 3.3 3.3 3.5 3.4 3.3
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Table 3.5: Errors of computed re values for C2, N2, O2 and F2 relative to the literature
experimental value. Errors are reported in Å.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ
C2 –0.0041 –0.0044 0.0041 0.0033
N2 –0.0054 –0.0060 –0.0011 –0.0015
O2 –0.0090 –0.0097 –0.0015 –0.0022
F2 –0.0085 –0.0089 0.0013 0.0005

Table 3.6: Errors of computed ωe values for C2, N2, O2 and F2 relative to the literature
experimental value. Constants are reported in cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ
C2 –21.12 –18.67 –42.64 –37.44
N2 46.44 56.83 15.53 22.23
O2 47.23 55.23 –8.41 –0.75
F2 16.20 19.76 –17.59 –13.37

Table 3.7: Errors of computed ωexe values for C2, N2, O2 and F2 relative to the literature
experimental value. Constants are reported in cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ
C2 5.90 6.20 7.04 7.25
N2 14.04 13.63 15.67 15.20
O2 14.15 13.74 16.66 16.23
F2 8.27 7.76 9.68 9.36

Table 3.8: Errors of computed De values for C2, N2, O2 and F2 relative to the literature
experimental value. Constants are reported in 10−6 cm−1.

Molecule CCSD(T) CCSDT CCSDT(Q) CCSDTQ
C2 0.3 0.3 0.2 0.2
N2 0.0 0.0 0.0 0.0
O2 0.0 –0.1 0.1 0.1
F2 0.0 0.0 0.2 0.1

3.3.1 Equilibrium Interatomic Distance (re)

For re, CCSD(T) reported closer values to the experimental values than CCSDT for all

molecules. However, CCSDT(Q) values were closer to the experimental values compared

to those from CCSDTQ for N2 and O2, but were further from the experimental values
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for C2 and F2. So, methods with perturbative excitations were slightly more accurate in

computing re values than those without except for CCSDT(Q) on F2 and the multi-reference

C2. However, due to the minor differences in distances between those computed with and

without perturbative excitations, it can be seen that perturbative excitations do accurate

approximate re values computed with full coupled cluster.

3.3.2 Harmonic Vibration Wavenumber (ωe)

For ωe, CCSD(T) reported closer values to the experimental values than CCSDT for all

molecules except for C2, and the computed CCSDT(Q) values were further from the experi-

mental values compared to those from CCSDTQ for all molecules except for N2. Therefore,

for single-reference molecules, perturbative excitations generally performed well. However,

for the multi-reference C2, both CCSD(T) and CCSDT(Q) were less accurate than CCSDT

and CCSDTQ, respectively.

3.3.3 Vibration Anharmonicity Constant (ωexe)

CCSD(T) reported ωexe values further from the experimental values than CCSDT for all

molecules except for C2. Also, the computed CCSDT(Q) values for ωexe were further from

the experimental values compared to those from CCSDTQ for all molecules except for C2.

So, both CCSD(T) and CCSDT(Q) were not as effective at predicting ωexe at the CCSDT

and CCSDTQ levels of theory. The discrepancy in predictive behavior between C2 and the

rest of the diatomic molecules can likely be attributed to the multi-reference character of C2,

although it must be noted that the ωexe values computed with CCSD(T) and CCSDT(Q)

were still more accurate than those computed with CCSDT and CCSDTQ for C2.
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3.3.4 Centrifugal Distortion Constant (De)

For De, reported values for at the CCSD(T) and CCSDT levels of theory were identical for

all molecules besides O2, for which only CCSD(T) reported the experimental value exactly.

Reported values for CCSDT(Q) and CCSDTQ were identical for all molecules besides F2,

for which CCSDTQ reported a closer value to the experimental value. Further analysis on

values for De is not possible due to the numerical cutoffs for displayed data in the most

recent implementation of the software used. However, it can be seen that the methods with

perturbative excitations perform well in predicting values using full excitation methods when

computing De.

3.4 Conclusion

In general, the spectroscopic constants computed for this subset of diatomic molecules at the

CCSD(T) level of theory are nearly as accurate, if not more accurate, than those computed

at CCSDT. Additionally, the spectroscopic constants computed at the CCSDT(Q) level

of theory were nearly as accurate as those computed at CCSDTQ. Because methods with

perturbative excitations are more computationally cost-effective methods than their full

excitation counterparts, but have shown here to computed spectroscopic constants with

similar performance, we suggest that CCSD(T) and CCSDT(Q) are good approximations to

CCSDT and CCSDTQ, respectively.

However, due to the discrepancies in behavior between the multi-reference C2 and the

more single-reference diatomic molecules of interest, we suggest that the use of perturbative

excitations for multi-reference systems may not be as reliable as their full excitation coun-

terparts of the same order. Therefore, one must use caution when utilizing such methods on

multi-reference systems, such as C2.
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It must be noted that the potential energy surfaces, and therefore the spectroscopic

constants from them, were not able to be computed at the full configuration interaction limit

with a large enough basis set (e.g. cc-pVTZ) to be reported with confidence for any of the

molecules of interest. With improved hardware, this may be realized, and further studies

may be conducted with FCI computations included to which data computed at each level of

theory may be compared.
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Chapter 4

Concluding Remarks
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In Chapter 1, various quantum chemical methods were discussed, including perturbation

theory and how it could be applied to coupled cluster theory. In Chapters 2 and 3, the use

of perturbative excitations within coupled cluster theory has been benchmarked through

studies of the enthalpies of formation for simple Criegee intermediates as well as of both

spectroscopic constants and of potential energy surfaces for homonuclear diatomic molecules.

In the study of Criegee intermediates in Chapter 2, it was shown that coupled cluster

energies computed with perturbative quarduple excitations do not agree well with the cou-

pled cluster energies computed without perturbative excitations of the same order for those

systems, which can be attributed to the mid multi-reference character of Criegee intermedi-

ates. CCSDT(Q) energies over-estimated the contribution of CCSDTQ by a factor of two for

energies computed on all four studied Criegee intermediates, with and without the inclusion

of optimized virtual orbitals as a cost-saving technique. Because CCSDTQ energies were

computed on these systems, highly-accurate enthalpies of formation were still reported for

all four Criegee intermediates of interest.

This idea is supported by the work in Chapter 3 on diatomic molecules, in which spectro-

scopic constants of the multi-reference C2 computed with perturbative excitations in coupled

cluster were often less accurate to experimental values when compared to those computed

using coupled cluster methods of the same order but with standard excitation procedures

used. However, on molecules with more single-reference character, constants computed with

perturbative excitations were often just as accurate, if not more accurate, than their standard

coupled cluster counterparts. In cases where CCSD(T) or CCSDT(Q) were more accurate

than CCSDT or CCSDTQ respectively for computations on the multi-reference C2, the op-

posite was true on the other systems. So, methods with perturbative excitations should be

used with caution on systems with discernible multi-reference character.

From these studies and discussions, it has been shown that the use perturbative excita-

tions in coupled cluster theory is may not be as an effective approximation when used on
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systems with multi-reference character compared to those with more single-reference charac-

ter. However, when used on single-reference systems, it is often an accurate, cost-effective

approximation to standard coupled cluster theory.
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