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ABSTRACT

Research has found that experiencing victimization significantly increases the risk
of subsequent victimization, which is consistent with state dependence theory. This thesis
investigates whether cybervictimization similarly affects risk of offline victimization, as
well as whether psychological distress and gender play in role in the link between
cybervictimization and risk of offline victimization. Using data from the National Crime
Victimization Survey (2018-2020) and the 2019 NCVS Supplemental Victimization
Survey, I test arguments derived from routine activities theory about the role of
cybervictimization in shaping offline victimization risk. I used propensity score matching
with inverse probability treatment weighting to isolate the effect of cybervictimization.
Logistic and firth regressions with IPTW estimates showed a positive and significant
relationship between online victimization and offline victimization. Psychological
distress did not significantly predict subsequent offline victimization experiences.
Further, gender was not a significant predictor of property or violent crime victimization.
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CHAPTER 1
INTRODUCTION

Stalking is continued unwanted harassment that causes feelings of distress. It can have
adverse effects on psychological health, is associated with increased risk of physical harm, and
disrupts victim’s routine activities (Abrams and Robinson 2002). There is a large literature on
stalking, which is one of the only crimes that is defined by its effect on the victim. Considerable
research documents the negative effects of stalking (DreBing et al. 2014; Pathé and Mullen
1997). The social responses to stalking (McKeon, McEwan, and Luebbers 2015), perceptions of
what is considered to be stalking (Scott and Sheridan 2011), law enforcement response to
incidents of stalking and conviction rates (Brady and Nobles 2017; (Jordan et al. 2003) have
additionally been well researched.

While stalking is a clearly and consistently defined phenomenon, cyberstalking is more
difficult to define and measure. Wilson and colleagues (2022) define cyberstalking as the
continued intentional harassment of an individual by another individual or group over a specific
period using the internet. Like stalking, it involves a particular focus on a victim’s feelings of
unease from the harassment they experience. However, a cemented requirement for fear is far
less involved in operative definitions. Like stalking more generally, cyberstalking has been
widely studied (DreBing et al. 2014; Jansen van Rensburg 2017; Short et al. 2015).

Little research, though, has examined the relationship between cyberstalking and offline
victimization. Specifically, we do not know how experiencing cyberstalking affects the

likelihood of future offline victimization. Researchers have found a positive relationship between



stalking and psychological distress, with effects comparable to post-traumatic stress disorder
(Dardis, Amoroso, and Iverson 2017; Diette et al. 2014; Westrup et al. 1999). People who
experience stalking are also more vulnerable to subsequent violent victimization (Cougle,
Resnick, and Kilpatrick 2009; McCart et al. 2012). This suggests that cyberstalking may also
increase the risk of violent victimization, though published research has not examined this
question.

Here, I use state dependence theory and routine activities theory to understand the
relationship between cyberstalking and offline victimization. State dependence theory argues that
victimization affects the likelihood of experiencing further victimization (Pease 1998). I will use
it to explain why a psychologically distressed victim would appear to be a more suitable target to
potential offenders, thus increasing their likelihood of experiencing subsequent offline
victimization. Routine activities theory examines crime as an event that can occur when a
motivated offender encounters a suitable victim in the absence of a capable guardian. I use it to
explain how cybervictimization is a tool through which offenders increase the suitability of their
would-be victims for offline victimization. Additionally, I will incorporate literature on gendered
experiences of cybervictimization to explain the effect of gender on victims’ psychological
distress.

This study seeks to fill the gaps in knowledge about the relationship between online and
offline victimization. This project has two main goals: The first goal is to understand how online
victimization may increase vulnerability to offline victimization, and, if there is a relationship, to
determine if higher reports of psychological distress among those affected by cybervictimization
relates to an increase in subsequent offline victimization. The second goal is to build on

emerging work investigating the gendered dynamics of online and offline victimization. I utilize



propensity score matching, which models the effects of cyberstalking on offline victimization
controlling for underlying differences between victims and non-victims (population

heterogeneity) (Rosenbaum and Rubin 1983).



CHAPTER 2
THEORETICAL FRAMEWORK
Theories: State dependence vs. Population heterogeneity

State dependence theory stipulates that victimization changes individuals and/or their
social environments in ways that alter the risk of future victimization (Pease 1998). Positive state
dependence theory predicts that initial victimization increases the risk of subsequent
victimization, largely through victim engagement in high-risk activities, withdrawal from
prosocial activities and institutions, and changes in the way they are treated by others (Pease
1998). Negative state dependence theory predicts that people experience a victimization event as
motivation for changing behavior in ways that minimize future victimization risk.
Fundamentally, both versions of state dependence theory view victimization as an incident that
alters the life course and, in doing so, affects the likelihood of subsequent victimization.

It is necessary to control for population heterogeneity as a competing theoretical
explanation when testing state dependence theory. The population heterogeneity perspective
argues that the relationship between initial victimization and repeat victimization is spurious, as
time-invariant factors (Ousey, Wilcox, and Brummel 2008) and role behaviors account for the
risk of both initial and subsequent victimizations (Hindelang, Gottfredson, Garafalo 1978). For
example, Cho and colleagues (2022) found that family violence and peer delinquency mediated
the effects of bullying on victimization outcomes for Black girls. In this example, higher rates of

bullying can be explained by pre-existing conditions (familial violence and peer delinquency)



that themselves introduce risk for victimization, rather than bullying itself being a significant
predictor of future bullying.

There is support for positive state dependence processes in the field of victimization.
Clay-Warner and colleagues (2016) found that those with a high underlying risk for violent
victimization were more likely to be subsequently victimized after controlling for the effects of
population heterogeneity. This suggests that even after controlling for predisposing risk factors,
cybervictimization may be a significant moment in someone’s life course that contributes to
increased odds of victimization. Ousey and colleagues (Ousey et al. 2008) similarly found
support for state dependence theory, though strength of support varied depending upon the
statistical modeling approach.

The debate between state dependence and population heterogeneity as explanations for
victimization risk has been ongoing in large part due to limitations in the ability to control for
confounding variables. Findings are frequently limited by the strength of the analytical method,
model fit, and thoroughness of data in the presence of known and unknown confounders. As
research addressing this debate is limited, and new analytical methods capable of properly testing
the theories become available, this study must address both theories to contribute to the debate.

This project builds on state dependence literature through the exploration of the effect of
online victimization on offline victimization. By examining the effects of cybervictimization on
the risk of offline victimization, I will offer a more complete understanding of how people are
affected by cybervictimization, with specificity to cyberstalking. Additionally, utilizing
propensity score matching with inverse probability treatment weighting will allow for a test of

the state dependence theory that controls for population heterogeneity without overcontrolling



for time variant variables that may mediate the relationship between cybervictimization and

offline victimization.

Theory: Lifestyle-Routine Activities

To understand how cybervictimization increases risk of offline victimization, I turn to
routine activities theory. According to this theory, crime can only occur when there is a space-
time convergence between a motivated offender and a suitable victim, in the absence of a
capable guardian (Felson and Cohen 1980). The motivated offender is described as someone
with sufficient desire to commit a crime. The suitable victim is an individual who appears
vulnerable to the would-be offender. Capable guardianship is a person or thing that can
sufficiently deter criminal activity. I utilize this framework to explain state dependence within a
lifestyle-routine activities framework (Holt and Bossler 2008).

While initially constructed as a macro-level theory, routine activities theory also applies
on the micro-level. Micro-routines are the constrained contextual movements of an interaction,
or event processes, that compose macro-routines within the routine activities framework
(Olaghere and Lum 2018). In this way, integral interactions between motivated offenders,
suitable victims and capable guardians determine whether and when, exactly, crime will occur.
For example, Jean (2008) uses micro-routines to explain differential outcomes within areas that
should be similarly criminogenic, explaining the difference by analyzing which areas are most
suitable to the micro-routines of crime commitment as a result of uneven development. I
similarly utilize this approach, arguing that offenders continually engage victims because of

microprocesses that make it easier to victimize them.



Lifestyle theory is similar to routine activities theory, and its probabilistic approach to
crime is complemented by the mechanisms of crime detailed in routine activities theory (Pratt
and Turanovic 2016). Lifestyle theory describes the propensity for victimization as related to an
individual’s everyday routine activities, as well as their role behaviors, which inherently
influence the likelihood of and response to experiencing victimization (Hindelang, Gottfredson,
and Garofalo 1978). Risky behaviors involve everyday activities that bring an individual into
close proximity to risky actors at particular times in specific spaces, a convergence in space and
time that alters the risk of victimization.

Because of the similarities between routine activities theory and lifestyle theory, they are
frequently used together as “lifestyle-routine activities theory (Maxfield 1987; Pratt and
Turanovic 2016). Lifestyle-routine activities theory serves as a synthesis of both theories,
highlighting their similarities and capitalizing on their differences to properly understand how
risk of victimization operates, in this case within the online space. Lifestyle theory is central to
understanding the significance of behaviors in the perpetration of crime, but routine activities
create an environment where crime is possible. To understand cybervictimization, I utilize both

theoretical perspectives.



CHAPTER 3
LITERATURE REVIEW
Cybervictimization

Online activities are quite varied in nature, so it should be expected that online
interactions reflect different levels of risk. Varying styles of cybervictimization (scams, hacking,
phishing, cyberstalking, etc.) come with their own risky behaviors that alter the probability of
being victimized due to differences in what constitutes a risky space, contributes to the
identification of a suitable victim, reduces the effectiveness of an otherwise capable guardian,
and reduces the capacity of motivated offenders to do harm to others. For the purposes of this
study, it is important to understand the different ways in which cybervictimization may increase
the risk of victimization.

Having information about a victim increases the risk of victimization, as cyber aggressors
can utilize a vast array of information about a victim (e.g., home address, places they frequent,
their social network) to understand their location and plan more effectively how to victimize
them (Johnson, Summers, and Pease 2009). Cybervictimization may then increase the likelihood
of experiencing offline victimization by granting offenders more opportunities to victimize their
target. From a routine-activities framework, the offender can isolate the victim from capable
guardianship by knowing when guardians are absent in their schedule. In other words, the victim
becomes a more suitable target when the motivated offender has knowledge of when they are

most vulnerable. This leads to the first hypothesis.



Hypothesis 1: People who have experienced cyberstalking are more likely to experience
offline victimization than those who have not experienced cyberstalking, controlling for

underlying propensity for victimization.

Figure 1 — Online Victimization increases Offline Victimization likelihood

Online Victimization Offline Victimization

A

The significance of psychological distress

Psychological distress is hypothesized to increase the likelihood of subsequent offline
victimization amongst those who have experienced cybervictimization because psychological
distress is associated with the disruption of daily activities (Short et al 2015). Psychological
distress is conceptualized specifically as the emotional distress an individual experiences in
response to their cybervictimization. Psychological distress reflects a broader range of emotional
responses than does fear, which is often assumed to be the primary emotional reaction to
victimization. Fissel and colleagues (2022) found that most respondents did not experience
feelings of fear in response to cybervictimization, and those who did were equally likely to be
feeling an additional emotion, as well. Fear responses varied when the experience made them
feel threatened and harassed, or if they were spied on, tracked, or threatened with the exposure of
private information, with an additional positive relationship between fear and length of time
online/internet use. Within a lifestyle-routine activities framework, respondents with higher

internet use had greater victimization risk due to more frequent proximity to potential offenders.



Victims may also subconsciously display non-verbal cues that make them appear to be
accessible targets for would be perpetrators. These cues are known as signals of vulnerability
(Grayson and Stein 1981; Gunns, Johnston, and Hudson 2002). Uneven walking gait, for
example, is one signal of vulnerability that researchers have used to explain target suitability
(Book, Costello, and Camilleri 2013; Grayson and Stein 1981; Winkel and McCormack 1997).
In addition, Ward and colleagues (2017) focused on the inability of psychologically distressed
participants to identify potentially dangerous signals in would-be offenders, finding a significant
negative effect between psychological distress and being able to detect neuroticism cues in the
face (Ward et al. 2017).

Cybervictimization may then increase the likelihood of offline victimization because
cybervictimization causes people to display signals of vulnerability, and would-be offenders
identify suitable victims through these signals. Culatta and colleagues (2020) found support for
this argument when utilizing depression as a mediating variable between sexual victimization
and later instances of sexual victimization, emphasizing the importance of mental health in the
revictimization process. This leads to my second hypothesis.

Hypothesis 2: Psychological distress will increase the risk of experiencing offline

victimization among those who have experienced cyberstalking.

Figure 2 — Psychological Distress increases likelihood of Offline Victimization

Psychological Distress Offline Victimization

oh
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Psychological distress as a mediator of the relationship between gender and cyberstalking
It is also necessary to take gender dynamics into account when considering how
cyberstalking may influence subsequent offline victimization. Gender is not only a predictor of

who is likely to experience cyberstalking (Dre3ing et al. 2014), but gender also predicts who
experiences the most psychological distress in response to cyberstalking (Englebrecht and Reyns
2011). A gendered approach is then necessary on two fronts. First, men and women are
socialized into different coping styles. These different coping styles affect behaviors that men
and women adopt in response to their victimization (Crawford et al. 2001; Efthim, Kenny, and
Mahalik 2001; Gauthier-Duchesne et al. 2024; Genuchi 2015; Gjerde, Block, and Block 1988),
as well as how they conceptualize their victimization. Men are socialized to externalize their
distress in a way that can present as aggressive and criminogenic behavior, while women are
socialized to internalize their distress in ways that are less aggressive and criminogenic (Joon
Jang 2007; Liu and Miller 2020; Schwartz and Darrell 2017). It would then follow that men may
engage in outwardly destructive behavior that expose them to more opportunities for
victimization from counterretaliation, while women would present with more signals of
vulnerability that would make them susceptible to victimization from their internalized
psychological distress (Jacobs and Wright 2006).

The increased likelihood of women internalizing their victimization may lead to
heightened expressions of anxiety and depression, which may make them appear to be more
suitable victims (Clay-Warner, Bunch, McMahon-Howard 2016). The increased presence of
visible psychological distress may signal to a motivated offender that they are a suitable victim,
and in the absence of a capable guardian would then allow for crime to occur, according to

routine activity theory (Cohen and Felson 1979). This may hold true for women who engage in
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externalized deviant behavior as well, as they are more likely than men to experience
psychological distress from engaging in deviant behaviors and thus may still present those
signals of vulnerability (Broidy and Agnew 1997; Rosenfield, Phillips, and White 2006).

Secondly, patriarchal policing of women’s gender expression may cause additional
distress, which may make one a more vulnerable target. As cyberstalking is largely considered to
be something done by men to women, the psychological impacts of it are most often experienced
by women who recognize the threat as legitimate in comparison to men, who may not take the
risk seriously (Englebrecht and Reyns 2011). This can be explained through socialized
understandings of victimhood, with some experiences of cyberstalking being acknowledged
more readily than others based on how well they fit into understood stereotypes of victimization.
Cyber aggression also tends to occur to women for different reasons than it does to men. Women
often experience cyber aggression as an attack on their identity as a woman, with this motivation
finding its roots in patriarchal assaults on femininity through misogyny (Gentry 2022) and
reinforcing gender expectations (Jones, Trott, and Wright 2020).

Policing gender offline reveals the sometimes-violent responses that can occur when one
is deviating from social scripts (Mittleman 2023). Applying this idea to the online space draws a
connection to how those same efforts to police gender performance may lead to cyber aggressive
behaviors disproportionately impacting those who are perceived to be “straying” from their
gender. For example, women who identify as such online, especially as supporting feminism and
the advancement of rights of women, are frequently exposed to attacks from men to silence or
shame them to exercise patriarchal control (Ging 2019). When experiencing harassment based on
policing gender norms, individuals reported persistent psychological distress (Lewis, Rowe, and

Wiper 2017), which may signal to would-be offenders that they are more suitable targets.
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The way online harassment is directed towards a victim affects how psychologically distressing
it may be. Fladmoe and Nadim (2019) measured the severity of harassment and whether it was
directed at respondent beliefs or identity to classify how victimization was experienced. Men
were more likely to experience harassment online in total, yet this harassment was typically
associated with their espoused personal and/or political beliefs. In contrast, women were
disproportionately more likely to experience negative online interactions based on elements of
their identity, chiefly their gender, supporting previously mentioned research on the utilization of
cyberstalking as a means of control.

Fear of victimization adds an additional avenue for psychological distress amongst
victims. In conjunction with gendered attacks, women’s greater underlying fear of victimization
plays a significant role in increased psychological distress incurred from cyberstalking. Ferraro
(1996) introduced the shadow of sexual assault hypothesis, explaining that women experience a
heightened fear of all violent and (to a lesser extent) property crimes due to an underlying fear of
sexual assault. This suggests that experiencing cyberstalking may increase the likelihood that
women will experience subsequent offline victimization because it taps into a fear of subsequent
violent victimization. I argue that this heightened fear increases the psychological distress
associated with cyberstalking, which leads to signals of vulnerability.

The broader research on cyberaggression, which encompasses cyber-stalking but also
includes other forms of online harassment, further suggests that gender may affect the way that
people experience cybervictimization. For example, studies focused on social media, and Twitter
in particular, found that the negative sentiment of a tweet can be amplified by using gendered
insults and insults based on appearance to reinforce traditional roles of femininity in online

spaces (Felmlee 2019). Gendered insults may function as an additional means of exerting
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patriarchal control over women and their gender expression by what the aggressor determines is

or is not acceptable behavior. In the case of cyberstalking, what is considered harassment is

largely guided by heteronormative scripts of acceptable romantic engagement, which may lead

both perpetrators and outside parties to view the incident as an acceptable interaction rather than

a violation of the autonomy of the woman involved (Becker, Ford, and Valshtein 2020). Becker

and colleagues (2020) additionally found that harassment from offenders previously in a

romantic relationship with the victim were more likely to be seen as acceptable. In that way,

cyberstalking and stalking are both guided heavily by gender scripts that make it normatively

acceptable, particularly for those who have been in romantic relationships with their offender

(Cavezza and McEwan 2014).

Hypothesis 3a: Among victims of cyberstalking, women will have a higher likelihood of

subsequent offline victimization than will men.

Figure 3 — Gendered differences in offline victimization risk

Women

ot

14

Offline Victimization




Hypothesis 3b: Among victims of cyberstalking, psychological distress will mediate the

Figure 4 — Psychological Distress as a mediator of the effects of gender on offline victimization

Women

ot

Psychological

Distress

o

Offline Victimization

effect of gender on subsequent offline victimization, such that women will experience higher

levels of offline victimization than men due to higher levels of psychological distress.
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CHAPTER 4
DATA AND METHODS

Data Description

To answer my research questions, [ use data from the National Crime Victimization
Survey (NCVS) 2018, 2019, and 2020 household and person-level files and the 2019 NCVS
Supplemental Victimization Survey (SVS). The NCVS is a large-scale and ongoing survey of a
nationally representative sample of residential addresses fielded since 1972 and administered by
the U.S. Census Bureau about experiences of victimization for individuals and households. The
survey is administered every 6 months to the same households for 3 years, among residents who
are at least 12 years old. Households are defined by the physical location of the home, not by the
occupants of the residence. As such, residences remain in the survey for a period of three years,
even when the original respondents have moved.

In 2019, NCVS participants over the age of 16 were administered a supplemental survey
about their online victimization experiences via the SVS. The SVS asks respondents about their
experiences with stalking, with some questions geared towards cyberstalking experiences and
respondent reactions to those events. Unlike the main NCVS, the SVS does not allow for proxy
interviews. When restricting the data to those with responses to the SVS, the N drops from
141,300 to 105,000 eligible responses.

Utilizing the NCVS and the SVS offers a nationally representative sample of respondents
who have data on both offline and online victimization experiences. It is preferable to other

crime statistics reports because, in combination, the NCVS and SVS provide longitudinal data on
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offline victimization experiences as well as supplemental data on cybervictimization experiences
over a six-month period. Longitudinal data is necessary to test the causal relationship between
online and offline victimization. Additionally, the administration waves allow me to capture the
effects of victimization closest to the inciting incident.

The specific years of the NCVS and SVS were chosen for a few notable reasons. First,
the most recent iteration of the SVS was 2019, offering the most up-to-date information. This
time frame additionally largely excludes data that would have been collected during COVID-19,
which was a unique event that increased many people’s online activity. The 2018, 2019, and
2020 NCVS datasets were concatenated to create a longitudinal dataset that included

victimization experiences before and after the focal year of 2019.

Figure 5 — How periods are organized in time series
T-1 T1
T2

NCVS 2018 (Q1-4); NCVS 2019 (Q3-4); NCVS 2020 (Q1-2)

NCVS 2019 (Q1-2) NCVS SVS 2019

After constructing the concatenated longitudinal dataset, the initial N of 105,000 is
reduced to 95,700, reflecting how many participants had responses in all NCVS periods (as well
as the SVS). Once filtering for respondents who were present in all time points of the survey and
who answered questions for the dependent and focal independent variable, the N was 36,906.
The descriptive statistics utilizing this final N can be found in Table 1. Figure 5 shows how data
were organized to test longitudinal processes. T-1 includes NCVS response data from all quarters
in 2018 and the first two in 2019. T1 includes NCVS and SVS data from the last two quarters of

2019. T2 includes data from the first two quarters of 2020.
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Dependent variables

There are two dependent variables: violent victimization and property victimization.
Violent victimization includes attempted/completed/threatened aggravated assault, rape, or
sexual assault; completed simple assault with injury; and attempted/completed robbery. Property
crime includes completed/attempted theft, burglary, larceny, motor vehicle theft, and vandalism.
These were included as suitable items for measuring property/violent victimization utilizing the
NCVS in line with prior studies (Clay-Warner, Bunch, and McMahon-Howard 2016; Lauritsen
2001). Participant reports of criminal victimization were coded into separate dichotomous
checklists, where experiencing any form of property/violent crime is coded as 1 and experiencing
no form of property/violent crime is coded as 0. These variables were drawn from the first and
second quarters of the NCVS 2020 administration.
Focal Independent Variable: Cybervictimization

Cybervictimization was measured using three SVS questions regarding cyberstalking
experiences. In the SVS, questions asked if the respondent experienced harassing behaviors in
the following ways: “has anyone posted or threatened to post inappropriate, unwanted, or
personal information about you on the internet,” “has anyone sent unwanted e-mails or messages
using the internet,” or “has anyone monitored your activities using social media apps like
Instagram, Twitter, or Facebook™ [for full description of questions, see Appendix B]. These
items were collected at T1 (see figure 5) and coded into a dichotomous checklist. A participant
was coded 1 for cybervictimization if they reported any of these experiences.
Psychological distress

The variable for psychological distress was collected from the SVS and was constructed

from a 15-item checklist that asks the respondent about their reactions to their cybervictimization
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(e.g., did the respondent feel unsafe or fearful in response) (for full list, see Appendix B). Only
participants who reported cybervictimization were given the psychological distress inventory, as
the inventory asks exclusively about distress in response to the victimization event. The
Cronbach’s alpha was 0.867, indicating strong scale reliability. All items in the psychological
distress checklist are coded dichotomously, with 1 indicating they felt distressed and 0 indicating
they did not. I created an additive checklist from these items.
Gender

Gender was measured dichotomously using respondent sex because of limited data on
respondents identifying as neither male nor female. Women were coded as “1” and male as “0.”
Control variables

The propensity score matching procedure controls for factors that make a person more or
less likely to experience a cybervictimization event at the focal time period. There is limited
research on cybervictimization risk, so I control on factors known to increase risk of criminal
victimization, in general. On the individual level, I controlled for previous property and violent
crime victimization as they have been found to be significant predictors of later victimization
(Gottfredson 1984). I additionally controlled for marital status and educational attainment as
proxies for social bonds (Gottfredson, 1984), as marriage and having completed some college are
protective factors against victimization (Hindelang 1978). I controlled for age as it is a
significant predictor of victimization(Farrington, 1986). I controlled for income as it has been
supported as a significant variable in population heterogeneity research (Wagle 2014).1
additionally control for race and ethnicity (coded as Black and Hispanic respectively) as these
variables are significant predictors of victimization risk compared to dominant racial/ethnic

groups.
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Prior research has additionally found several household level variables to be significantly
associated with victimization risk (Catalano 2006; Rennison 2000; Truman 2011). Victimization
has been found to increase with household size, as well as to be more common in female-headed
households and amongst those who do not own their home. I control for urbanicity as home
location is significant in predicting victimization. Additionally, He and colleagues (2024) found
that resident perception of safety was higher in gated communities than in ungated communities.
Residence in a gated community may then be important when testing hypothesis 3, as location
alters perception of victimization risk.

Prior property/violent victimization are both coded as 1 if a respondent indicated
experiencing victimization in T-1, and 0 if they had not. Married was coded 1 for those currently
married or cohabitating, and 0 for those not. Some College was coded 1 for those who reported
their highest attained education was “some college” or higher, and 0 if they reported their highest
level of education was below “some college.” Black was coded 0 if the respondent is white and 1
if the respondent is Black. Hispanic was coded 1 if the respondent was Hispanic and 0 otherwise.
Residence in a gated community, homeowner status, female-headed household, and urbanicity
were all coded as 1 if the respondent indicated they live in a gated community, own their current
home, the head of the household is female, or the household is in an urban area, respectively.
Income is a categorical variable as reported in the NCVS [see Appendix B], but was used here as
a continuous variable, in line with past research using the NCVS (e.g., Lauritsen 2001). Age and
number of household members were continuous variables that indicate the respondent’s age and

how many individuals live in the home of the respondent, respectively.
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Analytic Strategy

To properly address population heterogeneity, I utilized propensity score matching to test
hypothesis 1. According to the population heterogeneity perspective, underlying stable factors
affect an individual’s likelihood of victimization. To isolate the effect of a particular
victimization event on risk of future victimization, I have matched respondents on their
propensity for victimization. Matching allows for confounding covariate effects to be minimized,
as people are compared to those with similar levels of risk. The matching variables include
educational attainment, marital status, age, race, ethnicity, income, housing, urbanicity, residence
in a gated community, the number of people living in the household, whether it was a female
headed household, and property and violent victimization, as described above. Propensity score
matching utilizes panel data over a minimum of two time periods. This style of analysis has been
used in prior research to account for differences between victimized and non-victimized
respondents by matching the treated with the untreated (in this instance, those who experienced
cybervictimization with those who had not) across similar demographic variables to isolate for
the effect of the treatment (e.g., Clay-Warner et al. 2016).

In implementing the PSM, I used Epanechnikov kernel matching with a bandwidth of .01.
Kernel matching uses untreated groups with similar propensity scores to a treated case to create a
counterfactual. The Epanechnikov specification allows for treated cases to be matched with those
untreated cases most like their scores without sacrificing high volume on treated cases, managing
smoothness of match without introducing undue bias (Cid and von Davier 2015). As propensity
scores match treated and untreated cases based on their underlying propensity for experiencing

victimization, models utilizing propensity scores do not include control variables (Table 3).
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Additionally, I ran an analysis utilizing inverse probability of treatment weighting
(IPTW) as a comparison model. IPTW addresses the over-controlling issue common with
conventional regression models involving time-varying covariates and provides more accurate
treatment effects as a result (Wodtke, Harding, and Elwert 2011; Robins 1999; Robins et al.
2009). As this analysis utilizes three different time points, it is essential that the regression means
capture the effect of time-varying covariates as well as time-invariant covariates to minimize
unexplained effects of unobserved covariates. Standard propensity score matching does not
properly weight for this and often provides more conservative estimates via over-controlling
indirect effects. As such, I examine the effects of cyberstalking on offline victimization using
both propensity score matched data and IPTW logistic models. Because IPTW weights scores
based on available covariates, models using it (Table 4) also do not include control variables.

In lieu of a traditional regression model, I utilize a Firth estimator regression model for
the matched data. This model type is used for data with rare occurrences (Firth 1993), such as
victimization (e.g., Clay-Warner et al. 2016; Bunch, Clay-Warner, and McMahon-Howard 2014;
(Gim and Ko 2017). I use only firth regression models to test hypotheses 2, 3a, and 3b, as these
hypotheses involve only the subsample that has experienced cybervictimization. The tests for
Hypotheses 2 and 3a included all matching variables as control variables in the firth regression.
The test of Hypothesis 3b first models the relationship between gender and property/violent
victimization, then introduces psychological distress, and finally introduces all variables

previously used for matching as controls.
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CHAPTER 5
RESULTS

The first step in analyzing data using propensity score matching is to assess whether the
matching procedure produced balanced data. Table 2 displays the tests for covariate imbalance
before and after matching. The matching table is used to show that significant differences exist
between respondents who experienced cybervictimization and respondents who did not. After
matching, no variables should be significantly different. Previous property crime victimization,
previous violent crime victimization, race, ethnicity, educational attainment, marriage, age,
number of household members, residence in a gated community, homeownership, and living in a
female headed household were all statistically significant before matching. Income and
urbanicity were not significant (p > .05). As such, there was a significant difference between the
two groups for most variables, with sufficient variation when cases are unmatched that the
effects of cybervictimization cannot be ascertained via standard regression. After matching,
violent crime victimization and age in (T-1) were the only variables that remained significant.
This would suggest that matching could not completely account for the influence these variables
had on subsequent offline victimization, which reemphasizes the importance of using inverse
probability weighting for additional robustness. The reduction in bias was consistent amongst all
variables after matching, however. As such, conducting propensity score matching was suitable
for the data structure and controls for population heterogeneity. For cybervictimization in H1, the

N treated cases is 582, and untreated cases 36,324.
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Hypothesis 1

To test hypothesis 1, which predicted that cybervictimization would increase risk of
offline victimization, I examined the effects of cybervictimization on property victimization and
violent victimization after adjusting for underlying victimization propensity using PSM (shown
in Table 3). The PSM model coefficient for property victimization was .0308 and .0174 for
violent crime victimization. This means that there is a 3.08% and 1.74% increase in the
likelihood a respondent will experience property or violent crime victimization, respectively,
after experiencing cybervictimization in the previous time point, controlling for underlying
propensity to experience property or violent victimization. Both relationships are statistically
significant (p<.01).

For property crime victimization, I ran an IPTW analysis with robustness checks (shown
in Table 4). The coefficient average treatment effect was .0246 and significant at the 95%
confidence level (p =.005), indicating that experiencing cybervictimization in T1 led to a 2.46%
increase in the likelihood of experiencing property crime victimization in T2. Next, I ran a Firth
logistic regression (Table 5) to calculate odds of victimization among those who experienced
cybervictimization compared to those who did not. This analysis indicated that experiencing
cybervictimization led to 2.625 times higher odds of experiencing property crime victimization
(p <.01).

For violent victimization, I ran an IPTW analysis with robustness checks (shown in Table
4). The coefficient average treatment effect was .0109 and significant (p < .05), indicating that
experiencing cybervictimization in T1 led to a 1.09% increase in the likelihood of experiencing
violent crime victimization in T2. Running a firth regression (shown in Table 5) resulted in a

coefficient of 3.959, indicating a 3.959 times increase in the odds of a respondent experiencing
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violent crime in T2 after experiencing cybervictimization in T1 (p<.01). These results
corroborate the findings from the PSM for both violent and property victimization.
Hypothesis 2

To test the effect of psychological distress on likelihood of offline victimization (H2), I
conducted a subsample analysis amongst those who reported experiencing cybervictimization.
Firth estimates showed that psychological distress associated with cybervictimization did not
significantly predict property crime or violent crime (Table 6). Firth estimates were similarly not
significant when including additional controls (Table 6). Thus, psychological distress did not
predict increased odds of either property or violent crime victimization. Hypothesis two was not
supported.
Hypothesis 3a

I found partial support for hypothesis 3a. Hypothesis 3a predicted that, amongst the
subsample of cyberstalking victims, gender would significantly predict offline victimization risk.
Firth estimation models (Table 7) showed a marginally significant relationship between gender
and property crime victimization (p<.1), such that women cyberstalking victims had a 2.27 times
increase in the odds of experiencing property crime victimization in T2. There was no significant
relationship between gender and violent crime victimization, however.
Hypothesis 3b

I did not find support for hypothesis 3b. Hypothesis 3b predicted that psychological
distress would mediate the effect of gender on offline victimization amongst those who
experienced cyberstalking. Firth estimation models (Table 8) showed a marginally significant
relationship between gender and T2 property crime victimization (p <.1), such that women who

experienced cybervictimization in T1 have a 2.27 times increase in the odds of experiencing
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property crime victimization in T2. Gender was still marginally significant when including
psychological distress in the firth model (p <.1). Thus, psychological distress did not mediate

the effects of gender on property victimization among victims of cyberstalking.
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CHAPTER 6
DISCUSSION

The results of this study show that there is a relationship between online victimization
and offline victimization. In testing hypothesis 1, I find support for positive state dependence
theory. Experiencing cybervictimization increased the likelihood of experiencing subsequent
violent and property victimization. There was no support, though, for the argument that
psychological distress would increase the likelihood of experiencing offline victimization
(hypothesis 2) among those who experienced cybervictimization. There was limited support for
hypothesis 3a, as gender had only a marginally significant effect in predicting later property
crime victimization. There was no support for the prediction that the effect of gender on offline
victimization is mediated by psychological distress (hypothesis 3b).

In this study, cybervictimization was found to significantly increase the likelihood of
experiencing property and violent crime victimization at a later time point, but the effects on
violent victimization seem particularly strong. I speculate that cybervictimization may have a
particularly powerful effect on violent victimization because of cyberIPV. This phenomenon
describes violent intimate partners as using online tools to better control and abuse their partners.
If this is the case, it would be in line with previously mentioned research describing how online
victimization allows offenders to gather information on a victim (Johnson et al, 2019). An
intimate partner would be able to use online tools to monitor far more of their partner’s activities,
making them easier to control. Stranger victimization may also contribute to increased risk of

violent victimization through signals of vulnerability. In addition, cybervictims may be
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susceptible to stranger violence because their victimization changes how they perceive threat.
This explanation would be in line with Ward and colleagues’ (2017) finding that victims had
greater difficulty identifying potential offenders than did their non-victimized peers.

Hypothesis 2 and 3b were not supported. Psychological distress does not affect the
likelihood of offline victimization among victims of cyberstalking. It also does not explain the
relationship between gender and offline victimization amongst those who experienced
cyberstalking. Gender was a marginally significant predictor of property victimization, though
this relationship disappeared once control variables were included. Failure to find effects for
gender may be because this study did not isolate the effects of identity-based harassment.
Fladmoe and Nadim (2019) found that men experience cybervictimization more often based on
their views than their identity, while women experience more identity-based victimization.
Future research should examine how experiencing cyberstalking related to gender identity affects
future victimization risk.
Strengths and limitations

Utilizing propensity score matching allows for the measurement of the state dependence
effect while also controlling for spurious association that would support population
heterogeneity. In doing so, this study tests the positive state dependence theory by controlling for
predisposing characteristics. Incorporating inverse probability of treatment weighting allowed
me to reduce bias over multiple time points, as well as partially control for unmeasured
covariates that may impact these results. In utilizing a nationally representative sample, the
results can be generalized to the US population without significant impact from regional

differences, though data loss due to nonresponse affects the generalizability of findings.
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This project is not without its limitations. In conceptualizing cybervictimization as
cyberstalking, there are notable cyber aggressive acts that are outside the scope of this study due
to the structure of the NCVS. Follow-up studies should incorporate a more robust analysis of
additional cyber aggressive behaviors like phishing or doxing to see if they similarly increase
risk of offline victimization. Different types of cybervictimization were additionally compiled
into a checklist, though the effects of different styles of cybervictimization may differ.

There are notable data limitations in this study. Due to the lack of data on non-victim
psychological distress it was not possible to test the mediating effect of psychological distress on
the relationship between cybervictimization and offline victimization. This limitation constrained
my analysis to a subgroup of cybervictims, meaning that the effect of psychological distress on
offline crime only applies to cybervictims. Further, NVCS data are nationally representative, but
that generalizability is greatly reduced due to listwise deletion of missing data. The three-year
panel design additionally limited the data available for analysis, as not all respondents in a cycle
were present before and after taking the supplemental survey. The study additionally has
elements of the 2020 COVID-19 pandemic, as the second quarter of the NCVS 2020 survey
would incorporate March to June, which may influence results.

Future Research

Future research should investigate the relationship between cybervictimization and
offline crime with a dataset that has more abundant measures of cybervictimization. The SVS is
limited in the range of online behaviors it captures, making it impossible to capture the effects of
different types of cybervictimization (such as scamming, phishing) as well as the depth of these
interactions. These data could investigate a potential threshold effect that determines when

experiencing cybervictimization become significant in predicting offline victimization.
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Additionally, having data on the mental health of participants unrelated to their experiences of
cybervictimization would make it possible to examine the role of psychological distress in
shaping victimization risk. Future studies should incorporate more questions on the
psychological state of both those affected by cybervictimization as well as those who were not to
better isolate the effect of psychological distress in the continuity of victimization over time.

Material cybercrimes should be considered as well, such as doxing, which involves a
transfer of online to offline victimization that could leave lasting psychological distress. Phishing
should also be considered, since phishing directly increases target suitability. Regarding these
crimes, the role of data brokering needs additional research. The selling of information may
make someone more accessible for potential phishing attempts, but assessing the causal
relationship requires more research.
Conclusion

This project sought to test the applicability of state dependence theory to explain the
relationship between online and offline victimization. My results show that there is a causal
relationship between cybervictimization and both property and violent crime victimization. This
is an important step in understanding how online routines impacts offline routines, and future
research should investigate this relationship further to explain the mechanisms behind this
relationship.

In addition to testing theory, the central idea behind the project was to bring attention to
the potential long-term harm that could be incurred by those experiencing online victimization,
particularly as it becomes a more common aspect of social life. The 2020 pandemic saw an

increase in violent hate crimes worldwide (Gray and Hansen 2021; Lantz and Wenger 2023;
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Piatkowska and Whittington 2024), which was additionally a point of concern and motivation for

testing the effect of cybervictimization on offline crime.

Hopefully, this work can contribute to the development of policy around properly
monitoring the online space for cyber aggressive behaviors, including cyberstalking, as well as

push law enforcement to legitimately consider it as a criminal offense.
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APPENDICES
APPENDIX A: TABLES

Table 1 - Descriptive Statistics (N: 36,906)

Variable Mean Std. Dev. Min Max
Cybervictimization .016 125 0.000 1.000
Property Crime (T1) .035 183 0.000 1.000
Property Crime (T2) .016 124 0.000 1.000
Violent Crime (T1) 012 110 0.000 1.000
Violent Crime (T2) .005 071 0.000 1.000
Black .091 .288 0.000 1.000
Hispanic 106 308 0.000 1.000
Female 465 499 0.000 1.000
Income 12.749 3.889 1.000 18.000
Some College 469 499 0.000 1.000
Married 592 491 0.000 1.000
Gated 921 269 0.000 1.000
Homeowner 216 412 0.000 1.000
Urban 239 426 0.000 1.000
Household Size 2.482 1.339 1.000 13.000

Female-headed 179 421 0.000 1.000

household

Property Crime (T2) .016 124 0.000 1.000

Violent Crime (T2) .005 071 0.000 1.000
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Distress .003 .055 0.000 1.000

*Psychological Distress is part of the subgroup analysis, with an N of 329
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Table 2 — Comparison of matched and unmatched groups (N: 36,906)

Unmatched/ Mean %reduction t-test t-test V(T)/
Variable Matched Treated Control %bias p>t V(C)
Violent U 0.041 0.012 18.3 6.38 0.000
Crime(T-1) | M 0.041 0.015 16.0 12.3 2.65 0.008
Property U 0.072 0.034 16.9 4.95 0.000
Crime (T-1) | M 0.072 0.051 9.2 45.7 1.46 0.145
Black U 0.056 0.092 -13.7 -2.99 0.003
M 0.056 0.056 0.0 100.0 0.00 1.000
Hispanic U 0.061 0.108 -16.7 -3.60 0.000
M 0.061 0.056 1.8 89.0 0.37 0.710
Female U 0.402 0.466 -13.3 -3.16 0.002
M 0.402 0.414 -2.8 79.2 -0.47 0.635
Age U 50.196  52.795 -15.2 -3.55 0.000 0.90
M 50.196  52.557 -13.8 9.2 -2.35 0.019 0.88
Some U 0.591 0.467 25.0 5.98 0.000
College M 0.591 0.591 0.0 100.0 0.00 1.000
Married U 0.491 0.594 -20.8 -5.04 0.000
M 0.491 0.499 -1.7 91.7 -0.29 0.771
Income U 13.034  12.745 7.4 1.79 0.074 1.03
M 13.034  13.000 0.9 88.2 0.15 0.883 0.99
Gated U 0.894 0.922 -9.4 -2.43 0.015
M 0.894 0.891 1.2 87.5 0.19 0.851
Homeowner | U 0.264 0.217 11.1 2.76 0.006
M 0.264 0.266 -0.4 96.4 -0.07 0.947
Urban U 0.221 0.238 -3.9 -0.94 0.349
M 0.221 0.225 -0.8 79.5 -0.14 0.889
Household U 2.337 2.482 -10.8 -2.60 0.009 1.00
Size M 2.337 2.325 0.9 91.8 0.16 0.876 1.12
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Female- U 0.671 0771  -22.4 -5.69  0.000
headed

Household M 0.671 0.673 -0.4 98.3 -0.06 0.950
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Table 3 - Effect of Cybervictimization on offline victimization with Epanechnikov kernel

matching procedures (N:37,362)

Variables Property Crime  Violent Crime
Cybervictimization 0.0308*** 0.0174%**
-0.0052 -0.0029
Constant 0.0152%** 0.00476%**
-0.0006 -0.0004
R-squared 0.0010 0.0010
Standard errors in parentheses
*x% p<0.01
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Table 4 - IPTW logistic regression for the effect of cybervictimization on property and
violent crime victimization (N: 36,906)

Cybervictimization Coefficient Standard Error z P>z  [95% Confidence Interval]
Property Crime 0.0245736 0.0087424 2.81 0.005 0.0074389 0.041708
Violent Crime 0.01086 0.0046356 2.34 0.019 0.0017744 0.019946
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Table 5 — Firth regression for cybervictimization on property and violent crime (N:36,906)

Variables Property Crime Violent Crime
Cybervictimizatio 2 G4k 309Gk
n

-0.54 -1.16
Constant 7.21e+07***  3.00e+08%**

-1.89 -1.13

Standard errors in parentheses
**% p<0.01
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Table 6 — Firth logit estimation for regression of psychological distress and control
variables on property and violent crime victimization (N:329)

Property Violent Property Violent
Variables Crime(T2) Crime(T2) Crime(T2) Crime(T2)
Distress 1.781 2.133 1.811 2.457
-1.651 -1.658 -1.868 -2.014
Violent Crime 0.994 1.256
-0.761 -0.975
Property Crime 0.645 -0.079
-0.647 -0.951
Black -1.384 -0.234
-1.449 -0.908
Hispanic 0.444 -0.886
-0.739 -1.459
Female 0.996 0.005
-0.611 -0.879
Age 0.014 -0.029
-0.018 -0.019
Some College 0.081 -0.083
-0.541 -0.617
Married -0.306 0.213
-0.678 -0.944
Income 0.005 -0.060
-0.067 -0.081
Gated 0.022 -0.561
-0.923 -0.825
Homeowner 0.093 -0.293
-0.601 -0.744
Urban -1.012 -1.963
-0.879 -1.479
Household Size 0.156 -0.212
-0.203 -0.263
Female-headed
Household -0.287 -1.145
-0.751 -0.946
Constant -2.879%** -3.232%** -3.860** 0.940
-0.246 -0.288 -1.753 -1.898

Standard errors in parentheses; *** p<0.01, ** p<0.05
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Table 7 - Firth logit estimation for the effects of gender on property and violent crime

victimization (N:329)

Variables Property Crime  Violent Crime  Property Crime  Violent Crime
(T2) (T2) (T2) (T2)
Female 2.2697* 0.563 1.008%* 0.014
-1.109 -0.402 -0.610 -0.878
Violent Crime 0.998 1.258
-0.761 -0.976
Property Crime 0.649 -0.078
-0.647 -0.951
Black -1.387 -0.235
-1.450 -0.908
Hispanic 0.450 -0.882
-0.739 -1.459
Age 0.014 -0.029
-0.018 -0.019
Some College 0.083 -0.081
-0.541 -0.617
Married -0.312 0.208
-0.679 -0.944
Income 0.006 -0.060
-0.067 -0.081
Gated 0.014 -0.563
-0.922 -0.825
Homeowner 0.087 -0.297
-0.601 -0.744
Urban -1.010 -1.960
-0.879 -1.479
Household Size 0.154 -0.215
-0.203 -0.263
Female-headed -0.296 -1.150
household
-0.751 -0.947
Constant -3.163%%* -3.058%** -3.857** 0.945
-0.331 -0.316 -1.754 -1.898

Standard errors in parentheses
*EE p<0.01, ** p<0.05, * p<0.1
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Table 8 — Firth logit estimation for psychological distress mediating the effects of gender on
property and violent crime victimization (N:329)

. Property Violent Property Violent Prop erty qulent
Variables Crime Crime (T2) Crime (T2) Crime (T2) Crime Crime
(T2) (T2) (T2)
Female 2.2697* 0.563 2.2595% 0.561 0.996 1.006
-1.109 -0.402 -1.104 -0.400 -0.611 -0.884
Distress 7.842 7.063 1.811 11.672
-13.067 -11.748 -1.868 -23.512
Violent Crime 0.994 3.511
-0.761 -3.423
Property 0.645 0.924
Crime
-0.647 -0.879
Black -1.384 0.791
-1.449 -0.718
Hispanic 0.444 0.412
-0.739 -0.602
Age 0.014 0.971
-0.018 -0.019
Some College 0.081 0.921
-0.541 -0.568
Married -0.306 0.213
-0.678 -0.944
Income 0.005 0.942
-0.067 -0.076
Gated 0.022 0.571
-0.923 -0.470
Homeowner 0.093 0.746
-0.601 -0.555
Urban -1.012 0.140
-0.879 -0.208
Houschold 0.156 0.809
Size
-0.203 -0.213
Female-
headed -0.287 0.318
Household
-0.751 -0.301
Constant 0.042%** 0.047%** 0.043%** 0.047*** .3 860** 2.559
-0.014 -0.015 -0.014 -0.015 -1.753 -4.857

Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1
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Appendix B: Verbatim questions from the NCVS and SVS

V2026 — Household income

Value | Label

1 Less than $5,000

2 $5,000 to $7,499

3 $7,500 to $9,999

4 $10,000 to $12,499
5 $12,500 to $14,999
6 $15,000 to $17,499
7 $17,500 to $19,999
8 $20,000 to $24,999
9 $25,000 to $29,999
0 $30,000 to $34,999
11 $35,000 to $39,999
12 $40,000 to $49,999
13 $50,000 to $74,999
15 $75,000 to $99,999
16 $100,000-$149,999
17 $150,000-$199,999
18 $200,000 or more
98 Residue
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Property Victimization Variables: These variables were used to create the dichotomous
variable for having experienced property victimization. Data from all quarters in 2018, as
well as the first two in 2019, were used to create an indicator for having experienced
property victimization before receiving the treatment (cybervictimization) in the 2" and
374 quarters of 2019. Responses in the first two quarters of 2020 were used to indicate
having experienced victimization after experiencing the treatment.

Something stolen or attempt: I'm going to read some examples that will give you an idea of the
kinds of crimes this study covers. As I go through them, tell me if any of these happened to you
in the last 6 months, that is, since ,20 . Was something belonging to
YOU stolen, such as

MARK OR ASK - Did any incidents of this type happen to you?

(a) Things that you carry, like luggage, a wallet, purse, briefcase, book

(b) Clothing, jewelry, or calculator

(c) Bicycle or sports equipment

(d) Things in your house - like a TV, stereo, or tools

(e) Things outside your home such as a garden hose or lawn furniture

(f) Things belonging to children in the household

(g) Things from a vehicle, such as a package, groceries, camera, or cassette tapes OR
(h) Did anyone ATTEMPT to steal anything belonging to you?

First, second, and/or third incident — (The following had no accompanying question, but
were indicated by the respondent).

Burglary

Attempt burglary
Larceny

Attempt larceny
MV theft
Attempt MV theft
Vandalism
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Violent Victimization Variables: These variables were used to create the dichotomous
variable for having experienced violent victimization. Data from all quarters in 2018, as
well as the first two in 2019, were used to create an indicator for having experienced violent
victimization before receiving the treatment (cybervictimization) in the 2" and 3" quarters
of 2019. Responses in the first two quarters of 2020 were used to indicate having
experienced victimization after experiencing the treatment.

Attack, threat, theft: Location Cues: : (Other than any incidents already mentioned,) since
,20__, were you attacked or threatened or did you have something stolen from you

MARK OR ASK - Did any incidents of this type happen to you?

(a) At home including the porch or yard

(b) At or near a friend's, relative's, or neighbor's home

(c) At work or school

(d) In places such as a storage shed or laundry room, a shopping mall, restaurant, bank, or
airport

(e) While riding in any vehicle

(f) On the street or in a parking lot

(g) At such places as a party, theater, gym, picnic area, bowling lanes, or while fishing or
hunting OR

(h) Did anyone attempt to attack or attempt to steal anything belonging to you from any of
theseﬂplaces‘?

First, second, and/or third incident — (The following had no accompanying question, but
were indicated by the respondent).

Rape

Attempt rape

Robbery

Attempt robbery

Assault

Attempt assault

Unwanted sexual contact against household member (With and without force)

Cybervictimization Variables: These variables were used to create the dichotomous
variable for having experienced cybervictimization.

[Has anyone] Posted or threatened to post inappropriate, unwanted, or personal information
about you on the Internet, this includes private photographs, videos, or spreading rumors?

. [Has anyone] Sent unwanted e-mails or messages using the Internet, for example, using
social media apps or websites like Instagram, Twitter, or Facebook?
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[Has anyone] Monitored your activities using social media apps like Instagram, Twitter, or
Facebook?

Psychological Distress Variables: These variables were used to create the dichotomous
checklist for respondent psychological distress.

Did any of these unwanted contacts or behaviors make you fear for your safety or the safety of
someone close to you

Did any of these unwanted contacts or behaviors cause you substantial emotional distress?

Unwanted contacts or behaviors may affect people in different ways. Next I would like to ask
you some questions about how the unwanted contacts or behaviors you experienced may have
affected you. Q33. Did experiencing these unwanted contacts or behaviors lead you to have
significant problems with your job or schoolwork, or trouble with your boss, coworkers, or
peers?

Did experiencing these unwanted contacts or behaviors lead you to have significant problems
with family members or friends, including getting into more arguments or fights than you did
before, not feeling you could trust them as much, or not feeling as close to them as you did
before?

How distressing were these unwanted contacts or behaviors to you? Were they not at all
distressing, mildly distressing, moderately distressing, or severely distressing?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel... Fearful or terrified?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...worried or anxious?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...sad or depressed?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...vulnerable or helpless?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...like you couldn’t trust people?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...sick?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...stressed?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...unsafe?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...suicidal?

Considering all of these unwanted contacts or behaviors that have occurred over the past year,
did you feel...some other way?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of...being killed?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of...someone close to you being harmed?
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What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of...losing your job or job opportunities?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of... losing your social network, peers, or friends?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of... losing your freedom?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of...not knowing what might happen next?

What were you afraid of happening as these unwanted contacts or behaviors were occurring?
Were you afraid of...losing your mind?
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