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ABSTRACT

Military alliances are an essential cornerstone of the international system. However, scholarship often overlooks

how states strategically manage the alliance design process to address their core concerns regarding abandonment and

entrapment. This dissertation argues that the states manipulate the level of precision regarding activation conditions and

the degree of institutionalization of military integration, which combine to define the depth of the alliance agreement to

mitigate the risks of abandonment and entrapment. In Chapter 1, using a large-n analysis of bilateral defensive military

alliances post-WWII, I assess how state reliability influences alliance design. My results indicate the presence of a

non-linear relationship: institutionalization initially decreases as weak state reliability increases before increasing. In

contrast, precision increases as strong state reliability increases before tapering off. In contrast to expectations, deeper

alliances correlated with a higher likelihood of conflict, suggesting states may form alliances in anticipation of conflict

or that deeper agreements embolden more risky behavior by allies. In Chapter 2, I employ a survey experiment of

UGA students to evaluate how variation in threat level and alliance precision influence the perception of reputational

damage from violating an alliance and alliance commitment. My results indicate that precise agreement increases the

expected reputational damage and the feelings of alliance commitment. However, if weaker alliance partners seek to

renegotiate the terms of the alliance agreement, feelings of alliance commitment abate. In Chapter 3, I survey South

Korean citizens to assess how variation in alliance partner reliability impacts respondent attitudes regarding alliance

security and renegotiation efforts. I find that unreliable partners reduce trust in the agreement and increase South

Korean citizens’ desire to lessen the degree of military integration between allies. Together, these studies demonstrate

how variation in state reliability influences how prospective allies approach the alliance negotiation process, leveraging

the dimensions of both precision and institutionalization to address their key concerns.
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1

INTRODUCTION

In 1951, the United States and the Philippines formalized their military relationship through the Mutual Defense

Treaty (MDT). As the United States sought to stabilize the region following the end of World War II and establish a

firm sphere of influence during the early phases of the Cold War, the Philippines provided a strategically important

position within the Pacific. The newly independent nation provided access to military bases and staging locations,

which enabled the US to project its forces into the region, especially in South and South-East Asia, which US officials

highlighted as particularly vulnerable to communist expansion due to its proximity to China1 Despite its strategic

importance, the United States appeared reluctant to commit to an agreement with the Philippines deeply, wary of its

domestic instability and ongoing regional tensions (US Department of State 1950, Doc. 85).

To address this concern, the US specifically sought to create a simplified treaty that provided vague conditional

support but also granted the US greater institutional control over the forces in the region.2 For the Philippines, however,

US pursuit of a vaguer agreement represented a grave security vulnerability. Without the capacity to adequately defend

itself and being surrounded by rising regional threats, the US alliance was more than an agreement of strategic

convenience; it was one of existential importance. To this end, the Philippine government repeatedly pressed for

greater, more precise commitments from the US, much like those granted to Australia and New Zealand3

On a surface level, the strategic logic demonstrated through the US-Philippine MDT reflects a longstanding

perspective of alliance within international relations. Traditionally, these agreements serve as a means for states to

aggregate their power to deter or defeat a common threat, created not out of trust between states but to address a

strategic challenge (Morgenthau 1948; Liska 1962; Waltz 1979). As threats emerge, states can either balance against

this power or bandwagon with the power to maximize security (Walt 1987; Schweller 1994).

Alliances also serve to advance the policy preferences of its members. Strong states do not offer security guarantees

solely for altruistic purposes or mutual interests. Instead, these states seek to extract some beneficial concession from

weaker partners (Morrow 1991; Lake 1999; 2009; Palmer and Morgan 2006; Johnson 2015). These concessions can

take the form of basing rights, foreign policy alignment, material resource access, etc. In this way, alliances function

as vehicles for capability aggregation and as a means to exchange autonomy concessions for security gains. In this

light, alliances represent a transactional relationship, serving a capability aggregation function and a means of strategic

bargaining. In essence, alliances are not free or merely the product of interest alignment. Instead, they are negotiated
1US Department of State. (1950). Foreign relations of the United States, 1950, Volume I: National security affairs; foreign economic policy

(Doc. 85).
2US Department of State. (1951). Foreign relations of the United States, 1951, Volume VI, Part 1: Asia and the Pacific (Doc. 88).
3US Department of State. (1951). Foreign relations of the United States, 1951, Volume VI, Part 1: Asia and the Pacific (Doc. 95).
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relationships shaped by the preferences and calculated concessions of the states within them.

Concessions and guarantees are not the only costs states incur when entering alliance agreements. Concerns

related to abandonment—when states fail to fulfill their alliance obligations— and entrapment —when states become

embroiled in an undesired or unintended conflict due to alliance obligations—shape alliance relations (Snyder 1984,

1997). The tension between these competing fears forms the core of the alliance security dilemma, and unraveling

how states mitigate the two represents a central focus of alliance design and durability research (Walt 1997; Morrow

2000; Mattes 2012). Yet, much of the scholarship centers on exploring how strong states mitigate entrapment concerns

through vague guarantees (Kim 2011), imprecise language (Fjelstul and Reiter 2019), or post-alliance messaging

(Reiter and Greenhill 2024). This focus results in framing alliance formation as a process dominated by strong state

preferences, relegating weak states to passive participants rather than strategic actors within the negotiation. If states

can eliminate entrapment risks, the alliance security dilemma tilts heavily towards abandonment, a more pressing and

salient concern for weak states. Ultimately, this imbalance presents a fundamental puzzle: If strong states can minimize

or even eliminate the risk of entrapment, then why would weak states concede autonomy in exchange for non-binding

security guarantees?

A deeper understanding of the MDT negotiation process provides a historical counterpoint to this narrative. As

the Philippines initially pressed for a formal agreement, the US exhibited noticeable hesitation. A prior security

agreement, established in 1947, provided the US with adequate security support, specifically basing access, and the

Joint Chiefs saw little benefit in crafting a more precise agreement.4 Despite US reluctance, the Philippines effectively

leveraged policy concessions, notably dropping demands for extracting greater reparations from the Japanese, to gain

additional security guarantees from the US. Although the MDT did not reflect the ideal security guarantee preferred

by the Philippine government, its existence demonstrates an important strategic result: a weak state, constrained by

power asymmetries, managed to extract a more precise security agreement, despite initial strong state reluctance. The

creation of the MDT challenges the implicit assumption of weak-state passivity within the alliance formation process.

The Philippine case underscores the central dilemma within alliance politics: weak states fear abandonment and

seek more precise commitments, while strong states, cautious of entrapment, prefer vague agreements and greater

institutional control. This tension between obligation and flexibility lies at the heart of this dissertation, which

investigates how states can navigate the alliance formation process to address these competing fears. In particular, I

focus on two central alliance design mechanisms—precision and institutionalization— and how states leverage these

tools in response to variations in prospective ally reliability. Within my dissertation, I defined precision as "the extent

to which the language and conditions within the agreement constrain the range of acceptable interpretations of a state’s

obligations" and institutionalization as "the rules, regulations, and structures incorporated into an alliance agreement"
4US Department of State. (1946). Foreign relations of the United States, 1946, Volume VIII: The Far East (p. 876). US Department of State.

(1951). Foreign Relations of the United States, 1951, Volume VI, Part 1: Asia and the Pacific (Doc. 98.
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(See Chapter One for further discussion and coding criteria). My central theoretical argument is that states use

reliability perceptions to anticipate abandonment and entrapment risks. Through a dynamic negotiation process, they

vary the dimensions of precision and institutionalization to procure an acceptable alliance agreement. Across three

empirical chapters, I examine how my theoretical argument influences alliance depth and deterrence (Chapter 1), the

effectiveness of precision as a mechanism to enhance strong state commitment (Chapter 2), and how changes in strong

state reliability impact weak state attitudes towards alliance terms and preferences for renegotiation efforts (Chapter 3).

Within my first chapter, I examine how perceptions of partner reliability influence the institutional design of

bilateral asymmetrical alliance agreements. I identify four components constituting reliability: prior alliance violations,

peacefulness, political stability, and political similarity. From these components, states develop a sense of the level

of abandonment and entrapment risk a prospective ally represents. From this, states adjust their preferred levels of

precision and institutionalization. I theorize that when a weak state perceives a strong state as unreliable and thus

represents a greater abandonment risk, it will seek to increase the precision within the alliance agreement to bind

the strong state more effectively. Conversely, if the strong state perceives the weak state as unreliable—and a greater

entrapment risk—it will seek greater institutionalization to enhance its influence over the weaker state. Combined,

these two dimensions represent what I term the depth of the alliance agreement.

To evaluate my hypothesized relationships, I first conduct a series of OLS regression models to assess the effect

of weak state reliability on institutionalization, strong state reliability on precision, and the reliability of both states on

depth. While I anticipated a linear relationship between each of these variables, the results indicate that the dynamic

is more complex. Concerning weak state reliability, I found that as weak state reliability increases, institutionalization

initially decreases. As the weak state becomes more reliable, however, this effect flattens before decreasing. Conversely,

strong state reliability and institutionalization exhibit the opposite relationship, with precision increasing initially as

reliability increases before flattening and decreasing.

Next, I used a two-stage Heckman Selection Model to assess the impact of reliability on alliance formation (selection

stage) and the effect of alliance depth on deterrence (outcome stage). I theorized that greater reliability would correspond

with a greater likelihood of two states sharing an active alliance agreement in a given year. Additionally, I anticipated

that greater alliance depth would signal a stronger relationship between the alliance partners, subsequently increasing the

deterrent effect of the alliance. This increased deterrent would decrease the probability of the state-dyad experiencing a

militarized dispute in a given year. Although the results of the selection stage aligned with my expectations, with greater

reliability corresponding with an increased likelihood of alliance agreement, the impact of alliance depth corresponded

with an increased likelihood of conflict, suggesting that under certain conditions, deeper alliance agreements may

attract conflict.

My second chapter uses a two-stage survey experiment of University of Georgia undergraduate students to

examine the effectiveness of precise alliance agreements in enhancing expectations or reputational harm and alliance
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commitment. I hypothesized that increased precision enhances respondent expectations of reputational costs for

reneging on alliance agreements, making abandonment more costly by extension. In the first stage of the experiment, I

manipulated both the level of precision and external threat faced by the alliance. Following the treatment assignment,

each respondent provided their level of agreement with two statements: 1) "If the US failed to support the alliance

partner in this scenario, it would harm the US’s international reputation" and 2) "In the event of a conflict, the US

must fulfill this alliance obligation." In support of my hypotheses, I found that increased external threat and precision

increase respondents ’ expectations related to reputational harm, but only precision increases respondent attitudes

concerning alliance commitment.

For the second stage, I assigned respondents to a secondary treatment, where I varied whether the weak state in the

alliance pressed for greater security autonomy and decreased military integration or preferred to maintain the alliance

agreement status quo. I theorized that when the weak state sought to alter the terms of the alliance agreement, this

would upset the balance of the security-autonomy tradeoff and undermine the strong state’s feelings of commitment

to the alliance. In line with my theory, these renegotiation efforts reduced the respondent’s sense of obligation to the

weaker state. This effect, however, is mitigated to some degree when the original treatment scenario characterized the

alliance as more precise.

In my third chapter, I explore how changes in strong state reliability influence weak state attitudes and preferences

related to the alliance agreement. Using an international survey of South Korean citizens, I vary whether the

strong state’s newly elected leader expresses pro-alliance sentiments (reliable), anti-alliance sentiments (unreliable),

or represents an incumbent victory (control). Following the treatment assignment, the respondents provided their

level of agreement with a series of statements. These statements dealt with five themes: trust, national self-reliance,

alliance security and renegotiation, institutionalization, and precision. Regarding trust, as hypothesized, I found that

an unreliable leader decreased the respondent’s trust in both the Strong State and its capacity as an ally. Additionally,

in line with my hypothesis, an unreliable leader increased agreement that the weak state should decrease its military

integration with the strong state, that the alliance agreement did not keep the weak state secure, and that it should

pursue renegotiation efforts.

For institutionalization and precision, I asked respondents if renegotiating certain conditions of the alliance

agreement improved weak state security. I hypothesized that when the leader represented an unreliable partner,

respondents would favor increasing the precision of geographical and support activation terms within the alliance

agreement and decreasing the strong state access to basing and critical infrastructure, such as air, land, and sea

resources. As expected, respondents favored decreasing the level of institutionalization within the alliance agreement.

However, in contrast to my expectations, they disagreed with increasing the precision level. These findings suggest

that respondents anticipate abandonment from an unreliable ally, regardless of the terms of the alliance agreement.

Together, these three chapters present a multi-method investigation of how states manipulate the dimensions
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of precision and institutionalization within the alliance formation process to address competing abandonment and

entrapment concerns. Although prior work recognizes the alliance security dilemma, this dissertation expands on this

research by examining state reliability informs state expectations regarding abandonment and entrapment and how the

resultant agreements influence the incident of militarized conflict (Chapter 1). Additionally, this research demonstrates

the effectiveness of precision as a means for enhancing expected reputational costs from alliance violations and strong

state alliance commitment (Chapter 2). Lastly, this work highlights how unreliability can directly influence attitudes

and perceptions of alliance trust, national self-reliance, and renegotiation preferences.
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CHAPTER 1

THE COST OF COMMITMENT: HOW STATE RELIABILITY SHAPES ALLIANCE DEPTH AND

DETERRENCE5

5Leppo, Philip. To be submitted to the Journal of Strategic Studies
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Abstract

State reliability shapes perceptions of abandonment and entrapment risks, influencing how states structure agreements.

To address these concerns, states mitigate abandonment and entrapment risks through variation in institutionalization

and precision, with the results being the depth of the alliance agreement. To test this argument, I conduct a series of OLS

regression models. The findings suggest a nuanced, non-linear relationship between reliability, institutionalization,

and precision. At lower levels, increasing weak state reliability correlates with decreasing levels of institutionalization;

however, the effect reverses at higher levels of reliability. Interestingly enough, this dynamic is inverted for strong states,

with alliance agreements characterized by increased precision until reaching higher levels of reliability. Concerning

conflict deterrence, I find results contradictory to expectations: deeper alliances correlate with a higher likelihood of

conflict, which suggests deeper agreements may form in anticipation of conflict or embolden conflict-prone behavior,

challenging assumptions that depth inherently promotes stability.
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Introduction

In the months following President Eisenhower’s inauguration, armistice discussions aimed at bringing the Korean War

to a close commenced. During the summer of that year, representatives from the United Nations (UN) Command, the

North Korean Army, and China’s People’s Volunteer Army signed an agreement announcing a cease-fire between the

combatants and dividing the Korean Peninsula along the 38th Parallel (Garamone 2023). Only South Korean President

Syngman Rhee refused to sign the armistice agreement, instead pressing for additional support from the UN to continue

the fight and reclaim the entirety of the peninsula (Republic of Korea 1953). In response to the agreement, President

Rhee unilaterally released thousands of North Korean prisoners of war— an act which alarmed the US and underlined

the rising tensions between the US and its wartime ally (Central Intelligence Agency 1953).

With Cold War relations at a feverish level, the US sought to retain its influence in the region and ensure South Korea

remained an effective buffer against communist China and Russia. To address these strategic interests, the US and

South Korea negotiated how best to formalize the alliance relationship. President Rhee, fearing possible abandonment

by the United States, pressed for strong security guarantees, seeking the inclusion of an automatic activation condition

in the event of a conflict, a permanent commitment to long-term US troop presence, and an agreement that the US

would support offensive reunification efforts by South Korea (US Department of State 1949, doc 237). The US, in

contrast, citing grave concerns about Rhee’s unreliable behavior, sought to limit its commitment to South Korea and

preferred an agreement that included vaguer security guarantees and greater institutional control over forces in the area

(US Department of State 1952, doc 178; US Department of State 1952, doc 285).

The fraught negotiation between the United States and South Korea highlights the central questions explored within

this study, namely: How does state reliability influence alliance agreements? In the face of an unreliable ally, do

weaker states push for greater precision to bind allies more tightly to mitigate the fear of abandonment? Does the fear

of entanglement drive states to include more robust institutionalization conditions to corral destabilizing or aggressive

behavior by emboldened weaker partners? How does variation of these dimensions enhance or degrade the deterrent

effect of an alliance? Within the high-stakes world of international security, states need partners they can trust, and

reliability affects how often states ally and the structure and conditions of the alliance agreement.

In this paper, I argue that state reliability considerations influence abandonment and entrapment concerns. Although

state reliability is a frequently researched concept within international relations, identifying a consensus on how best to

define it remains elusive. To facilitate my research, I define four primary components comprising a state’s reliability:

past alliance violations, peacefulness, political stability, and political similarity. Each component helps inform states

of the level to which a prospective partner represents an abandonment or entrapment risk.

Prospective alliance partners vary the dimensions of precision or institutionalization in response. Within this study,

I define precision as the extent to which the language and conditions within the agreement constrain the range of

acceptable interpretations of a state’s obligations. Highly precise agreements include clear and specific conditions that
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limit a state’s ability to reinterpret its commitments in response to changing political or strategic considerations. By

limiting this interpretive range, the agreement increases the potential reputational cost of reneging on the alliance.

Institutionalization refers to the rules, regulations, and structures incorporated into an alliance agreement.

Provisions regarding basing rights, access to land, air, and sea space, the establishment of a joint command, or

specification regarding operational control of military forces —like those established in the US-ROK agreement

granting the US command over military operations in South Korea— are all examples of institutionalization within

alliance agreements. The intention of these agreements is to limit the ability of a single state within the alliance to act

unilaterally, thus reducing the possibility of pulling the alliance members into an unintended or unwanted conflict.

Precision and institutionalization are dimensions that define the depth of the alliance agreement. When both

dimensions are elevated, the alliance has greater depth because higher levels of precision limit a state’s ability to

reinterpret its obligations politically, and greater institutionalization prevents states from acting erratically or overly

aggressively. Put more succinctly, a deeper alliance strongly mitigates both states’ abandonment and entrapment risk,

increasing the level of commitment between the alliance partners and signaling greater credibility to external threats.

If either of the dimensions is depressed, it can signal a lack of commitment by one of the alliance partners. Using the

US-ROK example, the US’s heightened concerns that South Korea would pull it back into a conflict drove it to seek

defensive activation conditions and a less precise description of the geographic region where the alliance was active.

These less precise commitments indicated that the US did not fully trust its alliance partner and signaled to potential

adversaries that it may not abide by the conditions of the agreement.

To evaluate my arguments, I conducted two linear regression models to evaluate how variation in a state’s reliability

impacted levels of precision and institutionalization within bilateral defensive alliance agreements, specifically looking

at the dynamics between strong state reliability on precision and weak state reliability on institutionalization. Following

this, I evaluated the effects of each state’s reliability on the overall depth of the alliance agreement, including controls

related to external threat environments and state power. Lastly, using a Heckman Selection model to account for

selection biases regarding alliance formation, I examined how state reliability impacted the probability of an alliance

agreement existing between a state-dyad, and how the resultant depth of that alliance agreement impacted the probability

of that dyad experiencing a militarized disputed in a given year.

My findings reinforce the notion that alliance relations are complex and nuanced. In line with my theoretical

argument, I anticipated that as a strong state demonstrated greater reliability (and, by extension, represented a lower

abandonment risk), the level of precision within the alliance agreement would also decrease. In reality, however,

as strong state reliability increased, the level of precision also increased. Moreover, the relationship was not linear

but curvilinear, with strong state reliability’s positive effect on precision flattening before turning negative at higher

levels. Regarding institutionalization, the impact of increasing weak state reliability aligned with my expectations. As

with precision, however, the effect was non-linear, ultimately reaching a minimum level of institutionalization before
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increasing again. The curvilinear effects of reliability on both precision and institutionalization directly influenced the

relationship between the state-dyads reliability score and alliance depth, with depth generally increasing in conjunction

with reliability before flattening and turning negative at the higher levels.

The most surprising finding within my study, however, dealt with the relationship between alliance depth and the

incident of militarized conflict. In contrast to my expectations, alliance depth did not display a deterrent effect on

conflict but instead correlated with an increased incident of conflict. This effect held true across varying types of

conflict, with greater depth corresponding to higher probabilities of fatal militarized disputes and war, although the

effect of depth on war was much less robust than other types of conflict.

From a scholarly standpoint, these findings support the work of others, notably Beckley (2015) and Fjelstul

and Reiter (2019). In these works, the authors noted that stronger states preferred less precise alliance agreements to

maintain political flexibility regarding their commitment obligations. Additionally, this work offers a unique perspective

on Kim’s (2011) discussion regarding the alliance entrapment. As Kim asserts, when entrapment risks are high—as

when the weak state demonstrates high levels of unreliability— states design alliance agreements to provide increased

flexibility. Moreover, when reliability between states is high, they prefer less constraining agreements. The curvilinear

relationship between strong state reliability and precision, however, suggests a strategic window where weak states can

push to more clearly specify the alliance obligations, challenging Kim’s argument that agreements universally reflect

strong state preferences for vaguer security conditions.

For policy professionals, these findings indicate that state concerns regarding excessively robust alliance

agreements are warranted. The relationship between higher levels of alliance depth and greater incidents of militarized

conflict suggests two possibilities: first, states enter deeper alliance agreements in anticipation of future conflict, and

second, adversaries recognize the potential dangers of a deep alliance and proactively move to combat that risk. In

both cases, policy decision-makers would benefit from carefully considering committing too deeply to alliance partners.

Literature Review

Conflict and competition are inevitable within a competitive, anarchical international system characterized by

uncertainty, incomplete information, and an incentive to misrepresent (Morgenthau 1948; Waltz 1979; Gilpin 1987;

Milner 1991; Fearon 1995). When interests collide, States have multiple policy options available, one of which

is alliance building. Alliances allow states to increase their security capability and signal intentions to adversaries

(Morrow 1994). Clear alliance agreements provide states with an avenue to communicate their intentions more directly,

demonstrate commitment, and signal resolve.

By crafting strong, binding alliance agreements, states communicate two messages. First, more costly alliance

agreements demonstrate a heightened level of reliability to allied partners (Fearon 1997; Morrow 2000; Fuhrmann

and Sechser 2014). A formalized agreement with clear support conditions enhances the reliability between alliance
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partners by incurring audience costs. Second, alliance agreements signal to adversaries that each state is committed to

mutual defense. Use of sunk cost measures, such as stationing troops, increasing military aid, or deploying assets, can

signal a state’s resolve to support its ally in the event of conflict.6

These signals provide information related to the alliance partner’s intentions and capabilities, ideally minimizing

any adversary biases or misperceptions (Jervis 1982). Clear signals of support and resolve influence a state’s calculation

of the potential cost of conflict and the probability of success (Fearon 1995; Wright and Rider 2014). When potential

cost increases and the probability of success decreases, we anticipate rational states are more likely to refrain from

conflict, leading to successful deterrence.

However, the relationship between alliance and deterrence is less direct than anticipated. Often, the type of alliance

influences adversary state behavior (Leeds 2003; Johnson and Leeds 2011; Wright and Rider 2014). The deterrent

effect of offensive alliances is limited, often inducing conflict vice preventing it. States that sign offensive agreements

can feel emboldened, seeking out conflict versus avoiding it (Benson et al. 2013). Neutrality and non-aggression pacts

have a similar effect. By formally declaring a willingness to abstain from engaging in the conflict between other states,

as is the case with neutrality agreements, or by committing to refrain from direct action against a particular state due

to a non-aggression pact, the cost of conflict decreases, resulting in aggressive action. Defensive alliance agreements

are the only ones that have demonstrated a notable degree of deterrence.

Benson (2011) takes this one step further, highlighting how the specific condition within the alliance agreement

influences the deterrent effect. Benson’s findings demonstrate that the presence of an agreement is not enough to deter

adversaries; the specifics of the agreement are important as well. These findings support the idea that how states craft

agreements is an important consideration when evaluating their effects on state behavior. States do not craft agreements

indiscriminately but instead deliberately construct agreements that protect and advance their interests (Koremenos et

al. 2001).

External threats are not the only factors states must evaluate when crafting alliance agreements. When states

enter alliances, they also open themselves to abandonment and entrapment concerns. Entrapment occurs when a

state becomes involved in an unwanted or undesired conflict due to the alliance agreement’s constraints and the allied

partner’s actions (Snyder 1984). States fear emboldening their allies to engage in reckless or aggressive behavior and

subsequently craft agreements that allow for greater flexibility concerning commitment obligations. Strong powers

prefer to craft agreements that provide maximum flexibility and minimize the risk of entrapment (Smith 1995; Kim

2011; Benson 2012; Beckley 2015). By including vague or incomplete language within the alliance agreements,

powerful states have greater leeway in interpreting the specific commitments necessary to fulfill their obligations,

which in turn provides a means of decreasing the potential audience costs incurred from reneging and minimizes the
6Fuhrmann and Seschser (2014) demonstrate that even high sunk cost signals such as deploying nuclear weapons in defense of an ally did not

increase the deterrent effect of the agreement. This finding suggests that the alliance’s presence is responsible for inducing deterrence, not necessarily
the magnitude of direct military contribution.
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possibility of incentivizing more aggressive actions by allied partners (Benson et al. 2014).

Crafting less precise agreements, however, exacerbates the other primary concern within the alliance: abandonment.

Abandonment occurs when states fail to meet their alliance commitments (Snyder 1984). For alliance-dependent

states—often weaker states heavily reliant on their allied partner to provide security—abandonment represents a highly

salient risk (Snyder 1997). To alleviate this risks, states seek greater commitments from their partners, often requiring

regular reassurances of the strength of the alliance (Pesu and Sinkkonen 2024).

Incidentally, this presents an interesting paradox concerning alliances with greater powers. Benson (2011) notes that

the deterrent effect associated with defensive agreements is most prominent when allying with great powers; however,

Fjelstul and Reiter (2019) note that these powers are also more likely to seek the inclusion of vague and incomplete

language, which we anticipate would serve to cloud the costly signaling produced via the alliance agreement (see also

Guzman 2005). The dynamic described suggests that exploring the specific conditions within defensive agreements

better explains their deterrent effect.

Evaluating the effects resulting from alliance agreements remains a challenging prospect. When thinking about an

alliance’s effectiveness, two aspects often come to mind. First, we ask if the alliance deterred conflict (Smith 1998).

Evaluating deterrence can be especially difficult. If states fight, we can generally assume deterrence was unsuccessful.

However, when fighting does not occur, we cannot conclude the alliance was the only factor in deterring conflict.

One option for investigating the deterrent effects of an alliance is to examine if a conflict escalated into war. In some

instances, alliances serve to prevent conflict from escalating by encouraging peaceful behavior on the part of both

adversaries and partners. However, in other instances, the presence of an alliance can exacerbate potential conflict,

with allies adopting inflexible bargaining positions once conflict has commenced (Leeds et al. 2005).

Theoretical Argument

This paper focuses on the influence of state reliability on alliance depth and deterrent outcomes for bilateral, defensive

alliances in the post-1945 era. Following the end of WWII, the number of alliances rapidly expanded. From 1815

until 1945, 219 alliances were formed. In the 73 years since the end of the conflict, nearly 600 alliances emerged

(Leeds et al. 2002). Additionally, bilateral agreements account for over 85% of all alliances included within the

ATOP dataset. Lastly, of the five alliance types identified by Leeds et al, only defensive and offensive agreement

require active military support, whereas non-aggression, neutrality, and consultative agreements include no such

requirement. Based on the lack of military support conditions, these types of agreements are fundamentally different

in how they influence state decision making and deterrence. Additionally, offensive and defensive alliance agreements

serve different purposes, with offensive agreements more closely associated with imminent and ongoing conflict,

whereas defensive commitments reflect a focus on future deterrence objectives. As defensive, bilateral agreements in

the post-1945 era represent the most common deterrent alliance type, I focus my theoretical argument on these cases.
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Assumptions

Three assumptions support the theoretical argument presented. First, I assume states are rational actors. States have

specific strategic interests with varying levels of value. When states engage in bargaining or conflict, they recognize

that specific courses of action will influence the likelihood of achieving specific outcomes. Rational states understand

the relationship between their course of action and their desired outcomes and act to maximize their probability of

gaining a preferred outcome.

The second assumption is that for an alliance to exist, a threat must also exist. Alliances are costly in that they

constrain state behavior (Fearon 1997; Fang et al. 2014). States are unlikely to pay the costs of forming an alliance

without a threat. This paper does not assume the perceived threat is constant between parties within the alliance

agreement, as one state likely finds the threat more salient. However, the key assumption is that the threat must be

significant enough for both parties to seek an alliance and willingly pay the cost of committing to that partnership.

Lastly, I assume that the power differential between the alliance partners is imbalanced. Even if prospective

alliance partners are perceived as relative equals in global standing, the likelihood that the states within an alliance

agreement are direct equals in military power is low. Within this argument, the difference in military power establishes

one state as a strong state (referred to as State S throughout the rest of the paper) and the other as a weak state (State

W). This power differential plays a role in how states approach alliance negotiations, which I will discuss shortly.

Prospect Vetting

Before initiating alliance negotiations, a two-stage vetting process occurs, primarily identifying prospective alliance

partners and evaluating their suitability. In the first stage, states evaluate the threat State T poses to them individually,

assessing the difference between their individual military capacity versus State T.7 If a discrepancy exists, states look

for a potential partner to decrease the capability difference. The power difference may provide enough incentive for

State W to seek a partner. Conversely, State S may be able to deter or unilaterally defeat State T, but entering an

alliance with State W provides other security benefits, such as the ability to forward deploy military assets. If the

security benefits gained from allying outweigh the costs, State S and State W continue to the second stage of the vetting

process.8

One way to conceptualize this process is to narrow down a list of candidates for a job opening. The first step

to filling the position is to eliminate candidates who do not possess the minimum requirements for the job. In this

instance, the minimum requirement is a certain level of security capacity. For example, imagine Vietnam is concerned
7This stage in the vetting process is fundamentally identical to the capability aggregation and balancing approaches to alliance building presented

by Walt and Waltz. The theoretical argument presented here asserts these historical models only capture one part of the alliance-building process.
8The calculation of a prospective ally’s military capacity is based on the perception of the other alliance partner. If State W does not anticipate

forming an alliance with State S will help neither deter nor defeat State T nor provide any cost-offsetting benefits, it will not initiate alliance
negotiations with that state.
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with increasing aggression coming from Cambodia. Vietnam recognizes Cambodia as an emerging threat and elects

to combat this threat by allying with another state. Vietnam looks at all the potential alliance partners available and

eliminates states such as East Timor and Brunei, as aggregating their security with Vietnam is not enough to effectively

deter Cambodia from future aggression or defeat it in the event of a conflict.

During the second stage, State S and State W assess the reliability of their prospective partner. Highly reliable

partners fulfill agreements regularly, whereas partners with low reliability do not fulfill obligations regularly. To be

a viable alliance partner, a state must meet a minimal reliability threshold. 9 If a state cannot be trusted to fulfill its

alliance obligations, the benefit of forming an alliance is less than the cost, and a state will not accept that agreement.

Continuing with our previous example, Vietnam evaluates each member’s reliability level in the final stage of the

vetting process. Considering the past behavior of each state, Vietnam eliminates both Thailand and Laos because

they failed to honor a prior alliance agreement, whereas Indonesia has demonstrated consistent support for its allies,

reflecting a higher degree of reliability than either. Vietnam identifies Indonesia as its preferred alliance partner based

on its greater reliability and sufficient military capacity. Most likely, the vetting process occurs in the order described

above. As the emergence of a threat is the initiating event for alliance-seeking behavior, we can anticipate states would

evaluate military capacity first in potential partners before evaluating interest alignment. However, it is also likely

states retain a degree of awareness of other states’ general reliability, which may expedite the process.10 To this end, I

test the following hypotheses:

Hypothesis 1: As Strong state reliability increases, the likelihood of forming an alliance increases.

Hypothesis 2: As Weak state reliability increases, the likelihood of forming an alliance increases.

Alliance Negotiation

Following the vetting process, the focus of each state shifts from external threat concerns to internal risk mitigation.

Once states have identified a prospective partner who addresses their security needs, the alliance negotiation process

deals with abandonment and entrapment concerns (Snyder 1991). While both State S and State W possess abandonment

and entrapment concerns, the experienced magnitude is asymmetrical. For State W, abandonment represents the greatest

risk. First, if State W relinquishes some policy autonomy to gain security guarantees from State S, it wants to ensure it

"gets its money’s worth" from the concession. Additionally, unilaterally deterring or defending against State T is much

more difficult for State W, and abandonment from its alliance partner places it a greater risk.
9Determining a minimally acceptable reliability threshold depends on the threat level from State T. If the threat is overwhelming, State S or State

W may be willing to partner with any state that has the military capacity to diminish the perceived threat. (See Walt 1985, 1987).
10The theoretical argument does not change if State S, as opposed to State W, opens the negotiations. Likely, the initiating state will experience

a more salient threat from T, incentivizing it to pursue an alliance agreement more vigorously. If true, this would place the initiating state at a
bargaining disadvantage relative to the non-initiating state. Future research might shed more light on this possibility.
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State W’s primary aim within the alliance negotiation is to make the alliance agreement as binding as possible,

and it can use the fear of reputational damage to achieve this goal. Increased precision enhances the cost of reneging

on the alliance agreement because it limits the elasticity of the agreement. If the agreement is imprecise, it allows

State S to "fulfill" its obligations under a range of conditions (Fjelstul and Reiter 2019; Gibler 2008). For instance, the

1947 defense agreement between Great Britain and Sri Lanka (then known as Ceylon) only includes vague promises

of military assistance "as it may be in their mutual interest". Within this type of agreement, Great Britain has greater

leeway to determine its required level of support. In contrast, an agreement with precise conditions of fulfillment, like

the 1948 USSR-Finland alliance, which identified both an adversary and a location of interest, limits these options

and makes reneging more apparent, increasing the likelihood that State S will honor its commitments. To support this

argument, I propose the following hypothesis:

Hypothesis 3: As Strong State reliability decreases, the precision of any formed alliance increases.

For State S, the major concern is not abandonment but entrapment. As the stronger power within the alliance, there

is a greater chance that State S could unilaterally defeat or deter State T if necessary. Allying with State W may provide

additional security benefits, which make combating State T more cost-effective. However, it is unlikely that the loss of

State W’s support would eliminate State S’s ability to defend itself effectively.11 However, State S is more concerned

that forming an alliance may influence State W’s behavior in a way that promotes conflict. For instance, prior to an

alliance, State W may accept aggressive rhetoric or demands from State T without pushing back. However, after allying

with State S, State W may be less willing to accept aggression from State T and push back, causing increased friction

and risking possible conflict that may not have occurred absent the alliance.

Faced with this possibility, State S’s primary concern is ensuring conflict occurs only during the time and

place of its choosing, limiting any unilateral action by State W that may provoke conflict. Increasing the level of

institutionalization provides the means to accomplish this by granting State S more influence within the alliance

(Wallace 2008). Historically, we have seen that when a strong state provides military support to a weaker state, the

weaker state begins to adopt the stronger state’s logistical, organizational, and strategic structure. As a major importer

of Russian arms, India’s mirroring of Russian strategy demonstrates this effect (Bowen 2021; Narang 2021). This

argument leads to the following hypothesis:

Hypothesis 4: As Weak state reliability decreases, the institutionalization of any formed alliance increases.

The friction between State W’s drive to minimize abandonment concerns through reliability-enhancing conditions
11While strong states, like the US, can unilaterally address any emerging threats, the cost of protecting geographically dislocated interests is high

(Boulding 1963). By partnering with regional states, great powers can have pre-stage assets, which decreases the cost of protecting interests overseas
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and State S’s desire to limit unilateral action, which may induce conflict, highlights the central tension within the

alliance negotiations. State W is looking to gain the most robust security guarantee possible while maintaining its

greatest level of flexibility. In contrast, State S wants to constrain State W’s ability to act without its input while

gaining maximum policy concessions. Through alliance negotiations, both states pursue an agreement that balances

these competing desires.

Reaching an agreement

As State S and State W work to finalize an agreement, they aim to craft one that reflects their most desired outcome.

State S and State W each have levels of precision and institutionalization they would prefer and levels they would not

accept as part of the agreement. Table 1.1 provides an overview of the type of alliance reflecting each institutionalization

and precision relationship. Variation in precision and institutionalization within agreements, influences the depth of

the alliance. As precision and institutionalization increases, depth increases as well.

Table 1.1: Typology of Alliance Design: Precision and Institutionalization

Low Institutionalization High Institutionalization
Low
Precision

Loose Affiliation

Vague commitments and minimal
integration. States may desire ties
but avoid strong obligations.
Example:
Egypt–Iraq (1958–1977)

Guarded Engagement

State S mitigates entrapment. State
W remains uncertain of support.
Example:
France-Gabon (1960)

High
Precision

Asymmetric Assurance

Reduces abandonment risk for
State W; does not mitigate S’s
entrapment concerns.
Example:
U.S.–Philippines (1951)

Structured Commitment

Mitigates abandonment and
entrapment. Strong relationship,
though trust not absolute.
Example:
U.S.–Panama (1977–1999)

In the upper left cell of Table 1.1, alliances characterized by low precision and institutionalization represent a

“Loose Affiliation” between State S and State W. In these cases, State S and State W recognize the value of crafting

a formal agreement, but remain reluctant to craft an extensive relationship. For both State W and State S, these types

of agreements represent a lower cost than agreements which feature more precise commitments or greater institutional

conditions, which makes then preferable to more asymmetric alliance relationships. However, overall, they don’t

provide a high level of alignment with the "idealized" levels of either institutionalization or precision. The 1958

alliance between Iraq and Egypt exemplifies this type of alliance. Within this agreement, both states committed to

defending each other in the event of an attack but did not include any specifications on how that defense would occur
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or what level of support was required. Additionally, the agreement did not outline any heightened level of integration,

such as training exchanges or strategic planning, which would have increased institutionalization.

Alliance agreements characterized by high institutionalization, but low precision represent instances of “Guarded

Engagement”. These types of agreements more closely represent State S’s “idealized” agreements. However, for State

W, these agreements do not afford them their desired level of precision, and they come at a high cost. An alliance of

this nature would most likely occur if State S views State W as less reliable or if State W lies in an area of characterized

by frequent conflict. In 1960, France and Gabon established an alliance agreement that included very high levels of

institutionalization, such as coordination of military training, promises of foreign aid for troops and equipment, and

establishment of a permanent security council. In this instance, Gabon represents a much less reliable partner within

the alliance. 12 This alliance affords France a great deal of control over Gabon’s security autonomy while providing

much fewer restrictions on the support obligations required.

An “Asymmetric Assurance” represent agreements with high levels of precision but lower levels of

institutionalization. In contrast to Guarded Engagements, these alliances likely occur when State S is less reliable

or if State W possess some strategic leverage. State W favors these alliances because they include the least flexible

fulfillment obligations but limit State S’s influence over security decisions. These types of agreements are the most

preferred by State W. Conversely, State S prefers these agreements the least. The US - Philippine alliance reflects this

type of relationship. Following the end of World War II, the Philippines was able to extract an alliance agreement that

provide greater precision concerning US support commitment, without incurring extensive military institutionalization

conditions. In this instance, the Philippines leveraged their reluctance concerning Japanese restitution following the

conflict to pressure the US to accept a more explicit security relationship.

The final alliance type represents an agreement defined by both high institutionalization and precision, termed

“Structured commitment”. Although these types of agreements more closely reflect State S and State W’s preferred

level of either institutionalization or precision it comes at a greater cost. Generally, alliances of this nature are limited

as the relationship is both heavily integrated and represents a deep commitment.13

One example of this type of agreement is the US - Panama alliance agreement from 1979-1999. This alliance

featured precise conditions regarding when, where, and how each state would support each other, as well as extensive

institutional agreements such as joint training, US military presence, and logistical coordination through US Southern

Command. Notably, however, this agreement heavily centered on protecting both states’ access and usage of the newly

constructed Panama Canal. The presence of this strategic resources likely influenced the type of agreement each state
12I provide further discussion on reliability score calculations in the research design section
13While Structured Commitments represent agreements that produce the greatest anticipated deterrent effect, states often fail to construct

agreements that fall within this region. States often craft sub-optimal agreements. Various factors may influence the negotiations between states,
leading to "satisfactory but suboptimal" agreements (Hopmann 2019). Especially within a charged security environment, achieving a "good enough"
agreement can be more important than crafting a perfectly balanced one. Future research could explore how variation between the maximum
agreement and a minimally acceptable agreement influences the overall deterrent effect of the alliance.
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accepted.

Regardless of the exact type of agreement the states attempt to negotiate, both a power and temporal component

may greatly influence the outcomes. If either State feels conflict is imminent, they may accept an agreement that does

not reflect their long-term desire for the alliance relationship. I anticipate this agreement to be relatively short-term,

as with many agreements before WWII. Additionally, alliance negotiations occur within the shadow of power (Powell

1999). The asymmetric power difference likely affords State S greater leverage in the negotiations, leading to higher

levels of institutionalization than precision.

Guarded Engagements and Asymmetric Assurances reflect alliance agreements slanted in favor of either State S

or State W. However, Loose Affiliations and Structured Commitments are more nuanced, representing agreements

where states accept some cost-benefit trade-off. To help illustrate this argument, envision a car purchase where you are

balancing cost and reliability. If a Loose Affiliation represented a vehicle, they would be inexpensive but unreliable.

Structured commitments, however, are more expensive but more reliable. States may determine that lower cost is

preferable to greater reliability and accept an alliance with low levels of both precision and institutionalization.14

However, I argue that the relative stability of alliance agreements in the post-WWII era reflects a preference for more

costly but long-standing alliance agreements, leading me to argue that Structured Commitments are preferable to Loose

Affiliations.

For Structured Commitments, a dynamic relationship between reliability and depth emerges. Previously, the

strong state leveraged precision and institutionalization to corral or bind unreliable allies. Structured Commitments,

however, likely represent agreements between states that view each other as more reliable. Securing a long-standing

agreement is preferable if both states view their alliance partner as reliable. To create a long-standing agreement,

State S and State W must ensure their partner gains enough from the proposed alliance that seeking other partners is

unnecessary. To obtain this, State S seeks to minimize State W’s abandonment concerns by offering greater, more

transparent fulfillment guarantees. State W offers greater institutionalization, potentially through favorable basing

rights or weapons agreements. The outcome of this trade-off is a deeper alliance relationship, which provides a clear

declaration of the commitment between the allies, enhancing the alliance’s deterrent effect. To assess the validity of

this argument, I test the following hypotheses:

Hypothesis 5: As Strong state reliability increases, the depth of any formed alliance increases.

Hypothesis 6: As Weak state reliability increases, the depth of any formed alliance increases.

14Additionally, alliances between two unreliable states may have no options other than low-precision, low-institutionalization agreements. To
continue the car buying analogy, if a state’s "credit" is low enough, they do not even have the option of purchasing a more reliable vehicle.
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In essence, deterrence is a form of communication. Through alliance commitments, states communicate intentions

and willingness to use force. Increasing precision deepens the alliance commitment because it limits the elasticity

of fulfillment options, making reneging more challenging and costly. Increasing institutionalization decreases the

potential for unilateral action, which increases the likelihood that allies will act in unison when activated. When allies

agree to an alliance with higher levels of both dimensions, they send two signals. First, each state views the other as

a reliable ally. Second, securing an alliance with this ally is worth paying additional costs. By signing an agreement

of this nature, states send a clear and credible signal to potential threats, increasing the chance that the target state

will receive this message and alter its assessment of the situation. To evaluate this argument, I propose the following

hypothesis:

Hypothesis 7: As alliance depth increases, the probability that a militarized dispute occurs decreases.

Research Design

The unit of analysis is the dyad-year dataset, which consists of state-state pairs during the period 1945-2010, based

on Correlates of War (COW) state system membership. The core empirical question examined in this study is how

variation in state reliability and alliance depth impacts alliance formation and deterrence. The dependent variables I

use to evaluate these questions are the presence of an alliance agreement and the presence of a militarized interstate

dispute (MID). Using the Alliance Treaty Obligations and Provisions dataset (Leeds et al. 2002), I create a binary

variable indicating if the state dyad had an active bilateral defensive alliance during the given year. For deterrence, I

created a second binary variable indicating if either state within the dyad experienced an external conflict during the

given year (Gibler et al. 2016).

State Reliability

Since it serves as the starting point for my theoretical argument, the foundational predictor variable is state reliability.

Variation in state reliability influences the dimensions of precision and institutionalization, ultimately impacting the

alliance depth. To create a state reliability score, I focused on state behavior patterns and characteristics that inform

prospective partners of the abandonment and entrapment risks posed by the alliance partner: alliance violations,

peacefulness, political stability, and political similarity.15 To ensure comparability across components with differing

ranges, I normalized the raw values for each before combining the calculated values into a single state reliability score.

Table 1.1 below provides the summary statistics for both the raw values and the normalized values for each component

within the reliability score.16

15See Appendix A1 and Appendix A2 for raw and normalized frequency distributions.
16It is likely states apply varying levels of importance to each of these characteristics. Within my theoretical argument, State S would place

a greater emphasis on state aggression and state stability since the provide more data on the entrapment risk. Conversely, State W has greater
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Table 1.2: Summary Statistics for Reliability Score Components (Raw and Normalized)

Component Raw Values Normalized Values
Min Max Median Mean Min Max Median Mean

Alliance Violation 0.00 160.22 0.00 13.88 0.00 1.00 0.00 0.09
Peacefullness -1.93 121.95 19.73 27.78 0.00 1.00 0.17 0.24
Political Stability -10.96 116.31 3.69 19.83 0.00 1.00 0.12 0.24
Political Similarity -3.47 1.00 0.15 -0.00 0.00 1.00 0.81 0.78

Alliance Violations

Assuming prior behavior predicts future behavior, prior alliance violations represent a strong indicator of future

violations. Expanding on Leeds’ prior work, I create a state violation score based on the number of years since a state

violated an agreement. If a state has an opportunity to violate its agreement (i.e., its allies request support) and the

state violates the agreement, it receives a penalty for its violation score. If, however, the state has an opportunity to

violate and fulfill its obligations, it receives a reward, and its score increases. If no violation opportunities exist in a

given year, its score remains unchanged. In some cases, states have multiple opportunities to violate, whereas others

have limited opportunities. To account for this discrepancy, the number of opportunities scales the state’s penalty for

violating an alliance. This weighted adjustment reflects the notion that violating one of many alliance agreements is

less representative of unreliability than if a state violates its only alliance. Since recent actions are more salient than

historical behavior, I included a decay value that lessened the violation’s impact over time, reflecting a state’s ability

to regain credibility.17 Based on this calculation, a greater violation score indicates that the state consistently fulfilled

its alliance obligations. States often never encounter a violation opportunity, and their score remains zero.

Peacefulness

If a state is often embroiled in conflict, it represents a heighten entrapment risk for alliance partners. To account

for this risk, I created a metric that reflects a states propensity for avoiding conflict, which I call peacefulness. Pulling

from the Gibler MIDS dataset (2016), I calculate a score for each state that decreases if a state initiates or participates

in a militarized conflict. If the state refrains from conflict, the score gradually increases over time based on a decay

function that reduces the impact of the prior conflict behavior. If the state initiated the conflict, the penalty is steeper

than if the state was targeted. If the state remains involved in an ongoing conflict, the peacefulness score decreases.

abandonment concerns, likely weighing prior violations more strongly. For the ease and consistency of analysis, I elected to treat each of these
characteristics equally.

17I used a 5% exponential decay function. Formal research on an appropriate decay value is limited, and I do not have a compelling theoretical
reason for any specific value. Further research on perceptions of alliance violations may provide better insight into a more theoretically appropriate
level of decay. I pulled the alliance violation data from Leeds’ work in 2003, which only covers violations until 1944. I calculated the prior violation
score with the decay function from 1848 until 1944 to create my violation score. From there, I slowed the decay function from 5% down to 2%
to reflect the lack of more recent data. Updating the Leeds dataset to include more recent violations would provide a more accurate reflection of
violation behavior.
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If no conflict event occurs, the score remains unchanged. Based on this calculation, lower scores represent decreased

peacefulness, whereas higher values reflect greater peacefulness.

Political Stability

Political instability poses an entrapment risk on two fronts. First, instability can lead to civil unrest and civil

conflict. Second, states which experience political instability may initiate conflict with rivals more often (Daxecker

2011). In both cases, the risk of entrapment increases, making the partner less reliable. While there are numerous

ways to account for political instability, I elected to calculate its value based on the time since irregular regime changes,

using the Archigos dataset of political leaders (Goemans, Gleditsch, and Chiozza 2009) and the level of religious and

ethnic polarization, using data from "The composition of religious and ethnic groups (CREG) project" (Nardulli et al.

2012).

Regarding irregular regime changes, when a state enters an alliance agreement, it allies with the state and the

leader. Abrupt changes in leadership can undermine trust in the political institution and the leaders themselves.

Irregular regime changes occur outside of the normal rules and regulations of the state. Coups, assassinations, and

removal by external state actors represent irregular changes (Goemans, Gleditsch, and Chiozza 2009). When such

events occur, they indicate a failure of the political system and a high degree of turmoil within the state, which can

either prevent the ally from fulfilling its alliance obligations or indicate growing instability that may result in civil

or external conflict. Polarization is often a factor in research on civil conflict (e.g., Horowitz 1985; Montalvo and

Reynal-Querol 2005). Greater polarization can put the state at risk of greater civil instability, limiting an ally’s ability

to foster support for its obligations, escalate into outright domestic conflict, or destabilize the regional area. Including

fractionalization within my metric on political stability allows me to account for background domestic factors that may

exacerbate political transitions and underlying structural risks that may impact the alliance relationship.

When a state undergoes an irregular regime change event, its political stability score decreases. To account for the

effects of fractionalization, I amplified the penalty associated with an irregular event. In years where no irregular event

occurs, the state incurs a penalty relative to its level of fractionalization. However, it receives no additional penalty for an

event. Using the same decay function as in prior components, a state’s score improves over time, reflecting an improved

level of stability demonstrated by the absence of an irregular regime change event. Based on this calculation, a greater

value of political stability indicates that the state is more stable, whereas lower values indicate a higher level of instability.

Political Similarity

States with similar political and legal systems tend to ally, indicating a higher baseline level of perceived reliability

(Lai and Reiter 2000; Powell 2010). States with similar domestic characteristics tend to form more cooperative
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groups (Edgerton 2024). Generally, states that share political similarities tend to work together, reinforcing the idea

of a higher baseline of reliability. To account for dynamic, I calculated the difference between the states updated

Unified Democracy Scores (UDS). Originally constructed by Pemstein, Meserve, and Melton (2010), Marguez (2016)

expanded the dataset to include information from the 1800s until 2015. The UDS incorporates data from 10 different

measures of democracy, including commonly referenced measures such as Polity and Freedom House scores.18 In

contrast to previous metrics, which calculated a violation, peacefulness, and stability score for each state-year, political

similarity represents a relational score between a state-dyad year. To calculate this score, I subtracted the UDS score

of State A in the dyad from the UDS score from State B and took the absolute value of the result. At this stage, lower

values indicated greater political similarity. However, for the other components within the state reliability score, higher

values represented greater reliability. To address the inverse relationship between similarity and reliability, I subtracted

the absolute value from 1, resulting in higher values demonstrating a greater degree of similarity between the two states.

Institutionalization, Precision, and Depth

Institutionalization reflects the various conditions and obligations coded within the ATOP dataset for each individual

agreement. Prior research classified alliances into three levels (high, moderate, or low) based on the inclusion of select

obligations within the final agreement (Leeds and Anac 2005). I improved upon this approach in two ways. First, I

expand the number of institutionalization conditions to cover all obligations coded within the ATOP. Secondly, I create

a continuous score for institutionalization that increases as the number of conditions increases.19

I classified each condition into four tiers . Tier 1 represented highly institutionalized obligations, such as an

integrated command and common defense policy. Tiers 2 -4 represented conditions with decreasing levels of

institutionalization. Table 1.2 provides a full run-down of each condition and its assigned tier level. To calculate

the total institutionalization score, I counted the number of conditions. included from each tier and multiplied them

by their associated weight.20 After summing the total institutionalization score, I normalized the values from 0-1. In

some instances, the alliance agreement included no specific institutionalization conditions. To differentiate between

dyads that included an alliance with no institutionalization value and dyads that did not have an alliance, I set the value

for non-alliance dyads at 0 and added a negligible value to dyads with an alliance. To walk through an example of this,

I will use the Egypt-Saudi Arabia alliance that existed from 1955 until 1962, as demonstrated in Table 1.3 below:

I calculated the precision score in much the same way (See Table 1.4). Using Fjelstul and Reiter’s work as a guide

(2019), I classified precision conditions into three tiers. The first tier included activation conditions with an easily

identifiable location, target, or adversary. Additionally, this tier included agreements which prohibited renouncement
18UDS values range from -2.5 to 3.5, with larger values indicating higher levels of democracy.
19Prior research classified an institution as “highly institutionalized” if it contained any of the conditions identified as high. These effects were

not cumulative, in that an alliance with multiple “high” conditions was not differentiated from an alliance with a single condition. Additionally,
alliances with multiple “moderate” obligations were never classified as “highly institutionalized”, even if they contained all moderate obligations.

20Tier 1 conditions were multiplied by 1. Tiers 2-4 were multiplied by .75, .50, and .25, respectively.
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Table 1.3: Alliance Agreement Institutionalization Tiers

Tier Condition N (%)
Tier 1 (Value = 1.00):

Integrated command in war and peacetime 9 (7%)
Common defense policy 4 (3.1%)
Joint bases or bases in other nations’ territory 2 (1.5%)

Tier 2 (Value = 0.75):
One state provided basing access 35 (27.1%)
Military aid includes grants/loans and training/tech exchange 7 (5.4%)
Creates a standalone bureaucracy 12 (9.3%)
Organization involved across all areas of interest 8 (6.2%)
States prohibited from establishing separate peace outside the alliance 5 (3.9%)

Tier 3 (Value = 0.50):
Peacetime military planning and coordination 27 (20.9%)
Creates a named organization 18 (13.9%)
Formal military coordination organization 3 (2.3%)
Training or tech exchange in military aid 24 (18.6%)
Subordination of one force under another in conflict 4 (3.1%)
Separate peace requires approval from members 5 (3.9%)
Members promise to provide territory/resources in conflict 41 (31.8%)

Tier 4 (Value = 0.25):
Any other institutional variable included in the agreement 14 (10.8%)
Requires officials to conduct regular meetings 8 (6.2%)
Members agree to increase military investments 18 (13.9%)
Members commit to increasing military armaments 6 (4.6%)

Table 1.4: Example Institutionalization Score: Egypt - Saudi Arabia (1955–1962)

Tier Condition Value
Tier 1 (Value = 1.00):

Integrated command in war and peacetime 1.00
Tier 2 (Value = 0.75):

Creates a standalone bureaucracy 0.75
States prohibited from establishing separate peace outside the alliance 0.75

Tier 3 (Value = 0.50):
Peacetime military planning and coordination 0.50
Training or tech exchange in military aid 0.50

Tier 4 (Value = 0.25):
Members agree to increase military investments 0.25

Institutionalization Score Equation:

Score = 1.00 (intcom) + 0.75 (organ) + 0.75 (seppeace)
+ 0.50 (milcon) + 0.50 (milaid) + 0.25 (contrib)

= 3.75

Normalized Score =
3.75

6
= 0.625
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of the alliance agreement. The second tier included obligations where a target, location, or adversary was mentioned

but was not easily identifiable. Alliances that identified the agreement as perpetual or provided for renouncement after

a specific length of time or aggressive action by a participant also fell in this tier. The third tier included conditions

outlining a specific length of time for the alliance, allowed for renouncement after notifying other partners, or was

renewed automatically fell within this tier. As I did with the institutionalization score, I walk through an example

calculation for precision in Table 1.5. In this case, I use the United Kingdom - Portugal alliance that ended in 1946.

Table 1.5: Alliance Agreement Precision Tiers

Tier Condition N (%)
Tier 1 (Value = 1.00):

Target clearly identified 15 (11.6%)
Location clearly defined 1 (0.8%)
Adversary specifically identifiable 2 (1.5%)

Tier 2 (Value = 0.66):
Target identified but vague 1 (0.8%)
Location identified but vague 6 (4.6%)
Adversary identified but vague 20 (15.5%)
Alliance defined as indefinite 12 (9.3%)
Renounce allowed after set time or in case of aggression 2 (1.5%)

Tier 3 (Value = 0.33):
Alliance established for set time or conditions 87 (67.4%)
Renounce allowed with advance notice 18 (13.9%)
Alliance automatically renewed 69 (53.5%)

Table 1.6: Example Precision Score: United Kingdom - Portugal (1943-1946)

Tier Condition Value
Tier 1 (Value = 1.00):

Target clearly defined 1.00
Location clearly defined 1.00

Precision Score Equation:
Score = 1.00 (target) + 1.00 (location) = 2.00

Normalized Score =
2.00

2
= 1.00

To calculate the total precision score, I counted the number of conditions within each tier and multiplied them by

their respective weights. 21 As with agreements that included non-precise conditions, I added a negligible value to

their precision score to differentiate between allied dyads and non-allied ones, then normalized between 0-1. Once I

had both the precision and institutionalization scores, I added them together, creating my finalized depth score for the

alliance.22

21Tier 1 conditions were multiplied by 1. Tier 2 and tier 3 conditions were multiplied by .66 and .33.
22The base depth score comprises a 50/50 split between institutionalization and precision. However, I do not have a specific theoretical argument

for making these values equal. To evaluate how variation in weight may impact deterrence, I calculated a 66%/33% and 75%/25% ratio for each
dimension. Table A13.1 in Appendix A13 provides the results for models run with these variations.
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Controls

Geographical distance plays a sizable role both in alliance formation and conflict. Chung (2020) points out that

geographical proximity between allies can exacerbate abandonment and entrapment concerns on the part of the weaker

state. Additionally, the effects of contiguity and proximity are well-documented in the conflict literature (See Bremer

1992; Vasquez 1995; Senese 1996). To control for this effect, I include the logged distance between the dyad state

capitals.23

The presence of State T plays a pivotal role in initiating alliance-seeking behavior and can influence the type of

agreements a state may sign. To address this influence, I create a threat environment variable. Using Buzan and

Waever’s (2003) regional security complexes (RSC) as a guide, I identify the region of interest for the weaker state

within the dyad. 24 Next, I calculate a threat score for every dyad for State W within its RSC based on the Interstate

Conflict Barometer Score (ICSB) (Goertz et al. 2023) and average that score.

Lastly, I control for state power using two different measures. First, I include state CINC scores, which provide

information on a state’s military and economic capabilities. Specifically, I include these scores during the alliance

selection phase of my analysis. I include material military power (MMP) values for each state during the conflict

occurrence phases. Including CINC scores during the first stage helps account for characteristics other than military

power, which may influence alliance formation. Poast demonstrates that states often link trade cooperation negotiations

to military alliance negotiations (Poast 2013). While specifically evaluating this relationship lies beyond the scope of

this study, I can account for the potential influence of economic power through the CINC score. Additionally, I use

each states respective CINC score to identify the more powerful stat within the alliance agreement.

In comparison to CINC scores, MMP focuses exclusively on military power metrics. Arguing that military power is

best evaluated based on weapons systems and armament, Souva (2022) constructed the MMP by aggregating a country’s

naval, air, land, nuclear, and ballistic missile systems to account for hard power valuations, which CINC does not

emphasize. To focus the analysis on the impact of military power, I include MMP as a control when assessing the impact

of my models on conflict. I include both controls within my analysis but at different points within my Heckman Selection

model analysis (Discussed in the statistical analysis plan section below). In the first stage of the model, which evaluates

the incident of alliance formation, I include CINC as a control to account for the potential impact that factors apart

from military power may have on alliance formation, such as iron and steel production, which relate to both economic

and military interests. In contrast, I use the MMP control to better account for military armament’s impact on conflict.

Although states may consider population levels and energy consumption when contemplating aggressive action,

the number of tanks, planes, and ships in the potential adversary’s arsenal represents a much more salient consideration.

23See Johnson and Leeds 2011; Wright and Rider 2014
24I use the weaker state as the focal point as it is likely the state closest to State T. If State S allies with State W, it is likely due to a security threat

within its own RSC or an RSC where State S has a strategic interest. In either event, State W’s RSC is more empirically compelling.
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Statistical Analysis Plan

To validate my theoretical argument, I must demonstrate the relationship between state reliability and

institutionalization, precision, and depth functions as anticipated. Generally, stronger states within the dyad

demonstrated higher reliability than weaker ones. Figure A3.1, Appendix A3 displays the reliability density of both

strong and weak states. Based on these results, I conduct an OLS regression with robust standard errors comparing

strong state reliability to precision levels and weak state reliability to institutionalization levels. Following these

models, I explore the interaction between state reliability scores to evaluate its effect on alliance depth.

Although I expect state reliability, precision, and institutionalization will demonstrate a linear relationship, there

are some theoretical reasons to anticipate a degree of non-linearity between these variables. As the reliability

of both the strong and weak states increases, the alliance partners may shift their focus within the alliance from

addressing abandonment and entrapment concerns to prioritizing the military effectiveness of the alliance. If both

states demonstrate high reliability, precision may become less important for ensuring alliance compliance. Additionally,

institutionalization becomes less a tool for corralling destabilizing behavior and more for enhancing cooperation between

two strong partners. To allow for the possibility that state priorities regarding precision and institutionalization may

shift over time and across reliability levels, I included a square term for both strong and weak state reliability25

Influential case analysis of my initial models noted three alliance agreements that disproportionately impacted my

regression results: Finland-USSR (1948-1992), France-Gabon (1960-Present), Russia-Tajikistan (1993-Present).26 To

improve the robustness of my analysis, while maintaining the integrity of the data, I remove these cases from the

dataset. For each model, removing the cases did not substantially impact my results. In the results section, the reported

findings reflect this trimmed dataset.2728

Validating the relationship between reliability, alliance formation, depth, and MIDs requires addressing potential

selection bias concerns. I rationalize that the factors and environmental characteristics that drive alliance-seeking

behavior are also related to conflict. For example, the presence of a threat likely incentivizes alliance-seeking behavior

because it represents a high risk for conflict. States within high-conflict areas may opt into alliances in a non-random

way.

To address this potential bias, I use a Heckman selection model.29 The first stage uses a probit model to estimate
25Initial Breusch-Pagan (1979) and Ramsey (1969) RESET results indicate the presence of non-linearity and heteroskedasticity. To account for

this, I include quadratic terms and calculate robust standard errors for each model. See Table A3.1, Appendix A3.
26The alliance between the USSR and Finland represents an agreement less designed to address external security threats and more threats between

the allies themselves. Following WWII, Finland sought to preserve its independence and exchanged promises to stay out of NATO in return for
guarantees of non-interference from the USSR. France and Gabon signed an alliance agreement shortly after Gabon gained its independence. In
exchange for access to Gabon’s natural resources and to protect its geopolitical influence in the region, France guaranteed Gabon’s security as the
newly independent nation established itself. Lastly, the Russia-Tajikistan alliance was less of a security agreement and more of an effort by the
Russian government to protect one of its last remaining allies following the collapse of the USSR. With civil war occurring in Tajikistan, Russia
signed an agreement to provide troops to protect and assist the fragile government. In each of these cases, the primary focus of the alliance appears
less centered on external threat considerations than domestic dynamics.

27(Belsley et al. 1980)
28Results for all full sample and trimmed models and predicted probability comparison plots are located in Appendices A4-A9.
29Heckman 1990
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the likelihood that an active alliance is present during the state-dyad-year. The primary predictor variables for this

stage are strong and weak state reliability scores. During this stage, I control for state CINC, log distance between the

dyad, and threat environment. In the second stage, I model the effect of alliance depth on MID occurrence, conditional

on alliance existence, using a probit model. In this stage, I control for military power using MMP scores for both

the strong and weak states. Across both stages, Full Information Maximum Likelihood Estimation (FIMLE) jointly

estimates the outcome and selection stages simultaneously, accounting for possible selection bias in the outcome stage.

Results

This study sought to answer two main questions. First, does variation in state reliability influence the level of

precision and institutionalization within alliance agreements? Second, does the level of depth within those agreements,

produced by the combination of precision and institutionalization, influence how often states experience conflict? As

the initial starting point of my theoretical argument, I first turn my attention to the relationship between state reliability,

precision, and institutionalization. As discussed earlier, I built three linear regression models to examine the interplay

between my variables of interest. Due to the presence of non-linearity, I included a quadratic term for both the weak

and strong states within their respective models.30

Precision

In the first model, I explored how strong state reliability impacts the level of precision within alliance agreements,

using strong state reliability as my independent variable and alliance precision scores as my dependent variable. (See

Table 1.6 for results). I argued that weak states would seek to mitigate their abandonment concerns from unreliable

strong states by imposing more precise activation conditions within alliance agreements. The results, however, did not

support this hypothesis, instead revealing that precision and strong state reliability increase in tandem.

Instead, I detected a curvilinear relationship between strong state reliability and alliance precision. At lower levels,

increasing reliability positively and significantly increased alliance precision (𝛽𝑆 = 1.286, 𝑝 < 0.01). As strong

state reliability approaches the midpoint of the distribution (approximately the 43rd percentile), the effect flattens and

turns negative. After that point, any increase in reliability results in a decrease in alliance precision (𝛽𝑆2 = −1.366,

𝑝 < 0.001).

Figure 1.3 illustrates this effect. In this figure, the horizontal axis depicts the strong state reliability score, and

the vertical access represents the level of precision within the alliance agreement. The red line displays the predicted

level of precision at that specific strong state reliability value. Within this figure, I hold weak state reliability constant

at the 25th, 50th, and 75th percentiles, as indicated by the blue, red, and green lines. The convex cure highlights

the curvilinear relationship between the two variables. The figure shows when an unreliable strong state increases its
30𝛽𝑆 and 𝛽𝑆2 represent strong state reliability. 𝛽𝑊 and 𝛽𝑊2 represent weak state reliability. All other variables are identified by 𝛽𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒
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Table 1.7: Effect of State Reliability on Alliance Design Dimensions (Robust SE)

Precision Institutionalization Depth
Strong State Reliability 1.286∗∗∗ 0.140 1.147∗∗∗

(0.153) (0.209) (0.291)
Strong State Reliability2 −1.366∗∗∗ 0.068 −1.076∗∗∗

(0.150) (0.208) (0.286)
Weak State Reliability −0.679∗∗∗ −2.620∗∗∗ −3.798∗∗∗

(0.137) (0.197) (0.266)
Weak State Reliability2 0.877∗∗∗ 2.523∗∗∗ 3.914∗∗∗

(0.173) (0.249) (0.330)
Strong State CINC 0.971∗∗∗ −0.234∗∗∗ 0.964∗∗∗

(0.045) (0.064) (0.091)
Weak State CINC 2.512∗∗∗ 1.081∗∗∗ 4.285∗∗∗

(0.191) (0.270) (0.368)
Threat Environment −0.0002∗∗∗

(0.00004)
Constant 0.023 0.632∗∗∗ 0.868∗∗∗

(0.044) (0.060) (0.084)
Observations 1,699 1,699 1,586
R2 0.442 0.245 0.306
Adjusted R2 0.440 0.242 0.303
Residual Std. Error 0.117 (df = 1692) 0.166 (df = 1692) 0.212 (df = 1578)
F Statistic 223.01∗∗∗ 91.46∗∗∗ 99.27∗∗∗

Note: Robust standard errors in parentheses.
∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

reliability, the level of precision increases as well. However, the effect flattens at approximately the 43rd percentile

level (indicated by the dashed vertical line) and then turns negative.

To ensure the relationship between strong state reliability and precision is not driven by alternative alliance

dynamics, I included weak state reliability and CINC scores for each state. As with strong state reliability, weak state

reliability has a curvilinear relationship with precision. However, the relationship runs in the opposite direction, with

Weak state reliability initially exerting a negative and significant effect on precision (𝛽𝑊 = −0.679, 𝑝 < 0.01) before

flattening and turning positive (𝛽𝑆 = 0.877, 𝑝 < 0.01). Stronger (𝛽𝑆𝐶𝐼𝑁𝐶 = 0.971, 𝑝 < 0.01) and Weaker state

(𝛽𝑊𝐶𝐼𝑁𝐶 = 2.512, 𝑝 < 0.01) power levels do exhibit a positive and significant effect on precision as well.

Although these results contradict my stated hypothesis concerning strong state reliability’s effect on precision, they

do reinforce my broader theoretical argument: Weak states do possess meaningful agency in crafting alliance terms.

Additionally, strong state reliability has a greater impact on precision levels within alliance agreements than weak

state reliability, challenging the assumption that strong states can unilaterally impose vague conditions within alliance

agreements to avoid entrapment.31 Although traditional power and capability considerations remain influential when

determining alliance precision, these results provide evidence that weak state abandonment concerns play a central

role in shaping alliance precision.
31See Table A10.1, Appendix A10 for Relative Importance of Predictors analysis for each model.
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Figure 1.1: Alliance Precision Level Predicted Probability

These results suggest that when a strong state is below a certain threshold of reliability, it may need to "purchase"

trust from weak allies to gain an alliance agreement. However, once a strong state achieves a certain level of reliability,

that cost goes down, which makes intuitive sense within the context of abandonment. Weak states are primarily

concerned with minimizing their risk of abandonment. If a strong state has a prolonged history of fulfilling past

commitments and shares a similar political system, weak states may relax their demand for precise commitments.

These results do highlight an important distinction from my theorized relationship. I predicted that increasing

reliability would contribute to lower precision at all levels of reliability. Instead, it appears strong states must first

demonstrate a acceptable level of reliability before they gain access to "discounted" agreements.

Institutionalization

The relationship between weak state reliability and institutionalization levels is nearly the inverse of strong state

reliability and precision (See Table 6). Based on the results of model two, initially, when an unreliable weak

state increases its reliability, the level of institutionalization decreases in tandem (𝛽𝑊 = −2.620, 𝑝 < 0.01). This

relationship continues until a turning point where the effect flattens and turns positive (𝛽𝑊2 = 2.523, 𝑝 < 0.01). In

contrast to precision, where reliability for both states impacted the alliance agreement, strong state reliability does

not have a statistically significant effect on institutionalization. Although strong (𝛽𝑆𝐶𝐼𝑁𝐶 = −0.234, 𝑝 < 0.01) and
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weak state CINC values (𝛽𝑊𝐶𝐼𝑁𝐶 = 1.081, 𝑝 < 0.01) exhibit a statistically significant negative and positive effect

respectively,weak state reliability acts as the primary driver of this relationship (See Table A10.1, Appendix A10).

Figure 1.4 highlights this relationship. In this figure, the horizontal axis represents the weak state reliability level,

and the vertical axis represents the level of institutionalization within the alliance agreement. The blue red, and green

concave lines depict the predicted institutionalization level across the range of weak state reliability values (holding

strong state reliability constant at the 25th, 50th, and 75th percentiles). As the figure demonstrates, when a weak

state’s reliability score lies below the 85th percentile, increasing reliability is associated with decreased levels of

institutionalization; however, when a weak state’s reliability is above the 86th percentile, institutionalization begins to

increase.

Figure 1.2: Alliance Institutionalization Level Predicted Probability

These findings support my hypothesized relationship between weak state reliability and institutionalization.

Additionally, they suggest an interesting dynamic between weak and strong alliance partners. Placing these findings

back within the context of entrapment, any increase in reliability is associated with lowered institutionalization

"costs" for alliance formation. However, once a weak state proves themselves as highly reliable, we see an increase

in institutionalization indicating that once a weak state has demonstrated itself an exceptionally reliable partner,

states seek to create more heavily institutionalized agreements to take advantage of the military benefits of greater

integration. At lower levels of reliability, institutionalizing may serve as a means of controlling weak state behavior.
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At higher levels of reliability states may seek to form more deeply institutionalized agreements in the interest of greater

strategic alignment (i.e., The US-South Korean alliance)

Depth

In the third model, I evaluate the impact of both strong and weak state reliability on alliance depth. Overall, the

results indicate that my theorized relationship was not accurate. To capture the nuanced relationship between the

variables of interest, in addition to the quadratic forms of state reliability, I also include an interactive term. Since

alliance depth results from the alliance formation process (where states evaluate numerous considerations beyond

reliability), I include threat environment in addition to CINC scores.

The results for the reliability variables (base and quadratic values) reflect the previous findings (See Table 1.6). At

lower levels, weak state reliability was associated with a negative and significant relationship with depth (𝛽𝑊 = −3.798,

𝑝 < 0.01) and at higher levels, increasing reliability for the weak states was positively and significantly associated

with increased depth (𝛽𝑊2 = 3.914, 𝑝 < 0.01). For strong state reliability, it has a positive and significant linear

relationship with alliance depth (𝛽𝑋 = 1.147, 𝑝 < 0.01) at lower levels, but a significant negative effect at higher levels

(𝛽𝑋2 = −1.076, 𝑝 < 0.01).

For both Strong (𝛽𝐶𝐼𝑁𝐶𝑆
= 0.964, 𝑝 < 0.01) and Weak states (𝛽𝐶𝐼𝑁𝐶𝑊

= 4.285, 𝑝 < 0.01), CINC scores had

a positive and significant effect on depth however Weak state CINC scores have a more substantial effect on alliance

depth. Although the relationship between threat environment and depth is statistically significant (𝛽𝑡ℎ𝑟𝑒𝑎𝑡 = 0.00032,

𝑝 < 0.01), the magnitude of the coefficient indicates the effect is substantively minor.

Based on relative importance analysis (See Table A10.1, Appendix A10), weak state reliability and power

considerations acts as the primary drivers for alliance depth.32 Initially, I theorized that when both states are highly

reliable, they will pursue a deeper alliance to capitalize on a preferred partner. However, the results suggest maximum

alliance depth occurs when a reliable, strong state allies with a moderately reliable weak state, which contradicts my

hypothesized relationship.

The results imply an asymmetrical concern regarding abandonment and entrapment between weak and strong states.

While the strong state has concerns regarding entrapment, these concerns are relatively low. As the primary providers

of security capacity within the alliance, Strong states have an advantageous bargaining position within the relationship

to address entrapment concerns (Kim 2011). If the weak state is highly unreliable, the results indicate a strong state

includes institutionalization conditions to corral undesirable behavior, but these conditions abate once the weak state

demonstrates a moderate degree of reliability. Conversely, abandonment concerns remain salient for weak states until

the strong state reaches a moderate level of reliability. Only past that point do weak states begin to relax the precision
32See Thorhallsson (2017) and Pederson (2023) for a discussion on small state foreign policy and shelter theory, which may shed light on this

dynamic.
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within the agreement.

Figure 1.5 serves to illustrate the conditional nature of alliance depth and reliability. In this figure, the horizontal

axis reflects the strong state reliability value, and the vertical axis reflects the alliance depth. The three lines on the chart

depict the predicted depth level at that strong start reliability value. The dashed red line shows weak state reliability

held constant at the 25th percentile. The solid purple line holds reliability at the 50th percentile, and the dotted green

line holds it at the 75th percentile. The shaded area around the lines indicates the 95% CIs. For each line, alliance

depth increases until it reaches a turning point before flattening out and shifting negative.

Contrary to my expectations, depth is highest when weak state reliability is held constant at the 25th percentile,

whereas its predicted value is lowest at the 75th percentile. These findings suggest that crafting a deep alliance

agreement is challenging when both states are unreliable. The lack of deeper alliance commitments when both states

are highly reliable indicates a limited need for deep commitments to ensure cooperation.

Figure 1.3: Effect of State Reliability on Alliance Depth

Alliance Formation and Conflict Deterrence

Having examined how variation in state reliability impacts alliance depth, I want to focus on the second question

explored within this study: Does alliance depth impact the probability the allied dyad will experience an active MID?

The challenge with examining the relationship between state reliability, alliances, and conflict is dealing with a possible
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selection bias. Intuitively, it makes sense that states seek security partners when concerned about potential conflict.

States in high-threat environments or those faced with impending conflict may elect to opt into an alliance agreement,

which may bias the relationship between alliance presence and conflict occurrence. I examine alliance presence and

conflict occurrence using a two-stage Heckman selection model to control for this potential selection bias.33

Figure 1.6 depicts the coefficients for each stage of the Heckman model.34 The dots on the plot represent the

coefficient value for that variable, and the whiskers show the 95% CI around that value. The blue points represent the

variables included in the selection stage, and the red points represent variables associated with the model’s second, or

outcome stage. The vertical dashed line extends from a value of zero. Any variables whose CIs cross that line are

statistically insignificant. Variables to the right of this line are associated with a positive relationship, and variables to

the left are associated with a negative relationship

Figure 1.4: Heckman Selection Model: Coefficients Plot

The Heckman model’s first (or selection stage) evaluates the probability that the state-dyad has an active alliance

commitment for the given year. The relationship is nuanced as with the prior results regarding reliability and its impact

on institutionalization and precision. Interestingly, only strong state reliability has a significant effect on alliance

presence, At lower levels of reliability, as the strong state in the dyad becomes more reliable, the likelihood increases

that the dyad has an active alliance agreement (𝛽𝑋 = 5.320, 𝑝 < 0.01). At higher levels, only strong state reliability
33𝛽𝑋 and 𝛽𝑋2 represent strong state reliability, 𝛽𝑍 and 𝛽𝑍2 represent weak state reliability, and 𝛽𝐷 represents alliance depth. Control variables

are denoted as 𝛽variable.
34See Table A11.1, Appendix A11 for full results
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influences active alliances. When a reliable, strong state increases its reliability, there is a decrease in the likelihood

of an active alliance between the dyad (𝛽𝑋2 = −4.219, 𝑝 < 0.01). Neither the linear weak state reliability variable

(𝛽𝑍 = 0.661) nor its quadratic function (𝛽𝑍2 = 0.016, 𝑝 < 0.01) demonstrated a statistically significant effect. This

counterintuitive relationship between strong state reliability and active alliance agreements indicates formal alliances

may become unnecessary when a strong state is highly reliable. Instead, reliable states may be able to rely on informal

security agreements to secure their interests.35

Figure 1.7 highlights the dynamic relationship between state reliability and active alliances. This figure’s horizontal

axis covers the range of strong state reliability values. The vertical axis indicates the predicted probability of an active

alliance. Note that active alliance agreements are relatively rare events, as illustrated by the small predicted probability

values. The three colored lines represent weak state reliability held constant at the 25th, 50th, and 75th percentiles. As

expected from the results, the probability of an active alliance agreement increases at the lower levels of reliability, but

at higher levels, the relationship flips, and the probability decreases.

Figure 1.5: Heckman Selection Model: Active Alliance Predicted Probability

In a nod to traditional realists, state CINC scores exert a sizable influence on the presence of active alliances.

While strong state CINC scores (𝛽CINC_S = 6.337, 𝑝 < 0.01) are associated with an increased likelihood of active

alliances, weak state CINC scores (𝛽CINC_W = 12.797, 𝑝 < 0.01) ) have the largest effect. These results suggest that

capability aggregation concerns remain the primary driver of initial alliance formation. Weak states with potent levels
35While beyond the scope of this study, the increased usage of defense cooperation agreements (DCAs) may also influence these results. Kinne

(2018) demonstrates that more states are leveraging DCAs to address their security concerns, suggesting a potential evolution in the primary vehicles
impacting the international security environment.
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of power in their own right make for appealing security partners. As anticipated, increased distance between the dyad

resulted in a decreased likelihood of an active alliance agreement between the dyad (𝛽log_dist = −0.436, 𝑝 < 0.001).

Of note, however, while statistically significant, the effect size for threat environment (𝛽thrt = 0.00071, 𝑝 < 0.01) was

effectively zero.

In the second stage of the model, I evaluate the effect of alliance depth on the likelihood that either state in the

dyad experienced an active MID during the year. Inclusion in this stage of the model was conditional on the dyad

having an active alliance agreement at the time. Contrary to my hypothesized relationship, the results indicated that

alliance depth has a positive and significant effect on the probability the dyad experience active MID during that

year (𝛽𝐷 = 0.466, 𝑝 < 0.01). As Figure 1.8 demonstrates, increased levels of alliance depth are associated with an

increased probability of conflict occurrence. Based on these findings, if an alliance were to deepen its agreement from

the 25th percentile to the 75th percentile, the likelihood that the dyad would experience an active MID would increase

by 20.29 percentage points. While weak state military power did not impact the livelihood of conflict, strong state

military power (𝛽S _MMP = 1.728, 𝑝 < 0.01) had the most robust effect. Lastly, the model reported a positive and

significant value for 𝜌 (0.225 𝑝 < 0.01), validating the usage of this approach and suggesting that factors that drive

states to seek alliance agreements may also affect the livelihood they experience a conflict.

Figure 1.6: Heckman Selection Model: Conflict Occurrence Predicted Probability

Notably, these relationship reported held true across the levels of conflict. When I filtered the model to exclusively

evaluate conflicts which entailed the threat of force, the use of force, fatalities, and conflicts that escalated to war,
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deeper alliances were associated with a higher likelihood of incident.36

The positive relationship between alliance depth and conflict suggests a few notable arguments. First, taking the

influence strong state MMP has on conflict, deeper alliance agreements may embolden states to act. One limitation

of the model presented is the inability to differentiate between conflicts initiated by a state within the dyad and ones

where they are the target. Second, deeper alliance agreements may form in anticipation of conflict. Finally, deeper

alliances may disproportionately form in high-conflict areas, resulting in a selection effect. The positive value of 𝜌

in the selection model lends credibility to this last point, implying that unobserved factors may influence both the

formation of alliances and conflict. Evaluating one without the other risks biasing the results.

Conclusion

In this study, I explored the role that state reliability plays on the dimensions of institutionalization and precision

within alliance agreements. While the relationship between weak state reliability and institutionalization functions

as theorized, strong state reliability and precision levels contradict expectations. Moreover, the reliability dynamic

was more nuanced than anticipated, demonstrating a curved relationship where the reliability effects flatten and flip at

higher levels.

This complex relationship carries over into my discussion of alliance depth. Assuming states prefer forming

alliances with highly reliable partners and would be willing to pay additional costs to secure a more reliable ally, I

hypothesized states would accept higher conditional costs within an agreement. For strong states, this would mean

including additional institutionalization conditions to dampen concerns related to entrapment, and for weak states, the

inclusion of more precise activation conditions to alleviate abandonment risks. Increasing both dimensions of depth

would result in a deeper alliance commitment.

However, the data does not support this argument. Instead, the results suggest a potential ceiling effect, where

increasing reliability for one state does not increase the depth of the agreement if the other state is already moderately

reliable. This dynamic suggests that reliable dyads may experience mutual confidence in their partner’s commitment

to the relationship, decreasing their incentive to craft overly institutionalized, precise agreements. This heightened

confidence may incentivize greater diplomatic flexibility and avoidance of over-commitment.

The results of my Heckman model suggest this caution is warranted. Within this model, I looked at how state

reliability affected the probability of a dyad maintaining an active alliance agreement and conditional on that agreement

if greater alliance depth increased the likelihood of the dyad experiencing an external conflict. As expected, more

reliable states would form alliances more often. However, contrary to my hypothesis, greater levels of depth were

associated with an increase in the probability of external conflict, indicating concerns related to emboldenment or

overcommitting are valid.
36See Table A12.1 Appendix A12 for full results
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However, I advise caution in overinterpreting the decreased deterrent effect results. Within my dataset, any incident

of conflict involving a dyad member returned a positive result for conflict in that year, which oversimplifies the concept;

however, limitations related to coding and context necessitated this approach. The MIDs dataset provides a wealth

of information concerning conflict; however, accurately identifying an initiator and a target remains challenging. It

is almost certain that in some cases, alliance members initiated the MID identified in a given year, which would not

indicate a failure of deterrence. Additionally, I only code MIDs as a binary, minimizing the effect of multiple MID

events, which may obscure the deterrent effect of deeper alliance agreements.

The dynamic between precision and institutionalization is also complex. As Fjestul and Rider point out, states often

seek to make agreements deliberately vaguer to afford them greater political maneuverability. Crafting an agreement

with highly precise language may afford a state the same interpretive advantage as a vague agreement. Text analysis

of legal precision has been a core interest for legal scholars, and extending these techniques and theories to alliance

agreements could provide interesting new insights.37.

Additionally, for my analysis, I treated institutionalization as a static characteristic. However, this may not

adequately reflect the reality of alliance relationships. For example, the formal agreement between the US and South

Korea reflects relatively low institutionalization. Yet, this level has radically increased over time, resulting in a highly

integrated, mutually dependent military relationship. This case provides evidence that institutionalization is not static

but a dynamic aspect of the evolving relationship between alliance partners. Future research into how changes along

this dimension of alliance agreements influence the deterrent effect of the alliance may well produce compelling results.
37See Anesa 2007
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READING BETWEEN THE LINES: HOW PRECISION IMPACTS PERCEPTIONS OF REPUTATION AND

COMMITMENT WITHIN ASYMMETRIC ALLIANCES38
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Abstract

Alliances are a fundamental part of international politics. States craft agreements that reflect their objectives and

interests. Small states dealing with abandonment concerns seek a way to generate greater commitment from large

state partners. I hypothesize that greater levels of precision within alliance agreements can increase the expectation

of reputational costs for larger states. Due to these increased costs, larger states are more hesitant to renege on

agreements, resulting in greater commitment levels. Using a two-stage survey experiment of undergraduate students

at the University of Georgia, I demonstrate precise alliance conditions increase respondent agreement that the US has

an obligation to support its ally and that failing to do so will result in greater reputational harm. However, efforts

by smaller states to renegotiate alliance agreements to regain security autonomy and decrease military integration

decreases respondents’ feelings of obligation to the alliance partner.
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Introduction

In early 2024, President Trump spoke about his strong-arm approach to pressuring NATO allies to increase their

monetary contributions. Trump asserted his belief in the transactional nature of alliance agreements, describing

how failure to provide adequate contributions could jeopardize the security relationship (C-Span 2024: Cha 2024).

Throughout the rest of Trump’s 2024 campaign, airing grievances related to underpaying defense partners became a

common refrain. President Trump’s continued belief in the "quid-pro-quo" nature of alliances has shaken European

leaders and exacerbated abandonment concerns, necessitating explicit statements reaffirming commitment from the

NATO Secretary General (Colvin 2024).

Despite Trump’s divisive rhetoric, NATO’s size and level of integration between members alleviate some concerns

about abandonment. However, many smaller nations that maintain bilateral alliance agreements with the US do not

have the degree of support. Trump’s fickle approach to Ukraine highlights the growing risk of abandonment under a

second Trump presidency (Ash 2024). Faced with these concerns, smaller alliance members and other small states have

a vested interest in understanding the best ways to ensure alliance support in the event of conflict. Although Trump’s

assertion that increased investments produce increased security assurances, the ability of a smaller state to achieve or

maintain that level of commitment is limited. Finding another avenue to improve partner reliability through alliance

agreements represents a path toward greater security. Given these concerns, I focus this study on two questions. First,

what factors influence a strong state’s perceptions of its alliance commitment to a weaker partner? Second, can weaker

states mitigate abandonment risks by devising more precise alliance conditions?

By increasing precision within alliance agreements, smaller states can enhance the reputational damage a strong state

expects to suffer if it fails to fulfill its alliance obligations adequately. As the strong state is often the primary supplier

of military power within the alliance, vague language and imprecise activation conditions grant greater flexibility and

provide the strong state a range of response options, some of which may fulfill the letter of the agreement, but not the

spirit. For example, each bilateral defense treaty between the US and Japan, South Korea, and The Philippines includes

a statement highlighting the danger from an attack in the Pacific region and discusses how each state will meet the

common dangers in accordance with its constitutional processes". However, only the Philippine treaty further clarifies

that an armed attack includes any action against a Philippine military or public vessel in the region, which makes it

more challenging for the US to renege on its commitments if an incident occurs. In essence, less precision provides

stronger states, like the US, an "out" if fulfilling the agreement runs contrary to their preferences.

To test this argument, I conducted a survey experiment of University of Georgia undergraduate students and asked

them to record their level of agreement with several statements related to reputational harm and alliance commitments.

I varied the threat level and alliance precision of a hypothetical agreement between the US and a weaker state. I

found support for my argument, with respondents indicating greater anticipated reputational harm and higher alliance

commitment when the alliance agreement was more precise. Additionally, I found that while higher threat induced
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greater expectations of reputational harm from reneging, it did not affect alliance commitment, indicating that while

threat level can enhance the effect of precision, it does not enhance commitment alone.

Considering these results, I sought to answer another research question: Does the effort by the weaker state to

alter or adjust the level of military integration between the two alliance partners influence the stronger state’s level of

commitment to the alliance? Using the logic of the security-autonomy tradeoff, I predicted that efforts by the weaker

state to alter the agreement to gain greater security autonomy would undermine the relationship, ultimately decreasing

the stronger state’s sense of commitment. My findings bear this out, demonstrating that renegotiation efforts of this

nature decrease respondents’ sense of obligation to support the weaker state if called upon.

The research conducted here provides both scholarly and practical implications. From an academic perspective, my

findings support the findings of Fjelstul and Reiter, who demonstrated that states prefer to craft vague agreements to

provide greater leeway when fulfilling their obligations. The heightened anticipation of reputational harm demonstrates

that failure to abide by the agreement in more precise conditions indicates states are correct in pursuing less precise

agreements. Additionally, my results concerning renegotiation efforts extend the literature on the Security-Autonomy

tradeoff. If a weaker state endeavors to recoup its security autonomy, the stronger state may respond in kind by

withholding its security guarantees.

From a policy perspective, a more precise agreement limits future response options in the event of a conflict.

Leaving space for interpretation through vague and imprecise support conditions enhances flexibility and political

maneuverability. Concerning renegotiation efforts, these findings indicate that policy practitioners should exercise

caution when discussing changes in the alliance structure. Efforts to adjust the level of integration may inadvertently

undermine the alliance itself.

Literature Review

Alliances are integral to the international system, as evidenced by the extensive research focused on them. The

foundational literature on alliances explored the dynamics of alliance formation. Initially, alliances served as a means

to balance against rising powers, with states either joining the side of the rising power through bandwagoning or

aligning against the power via balancing (Morgenthau 1949; Waltz 1979). In their critique of the "balance of power"

approach, Walt (1985) argued that states were not necessarily concerned with rising power but more a rising threat.

By combining forces, states could more effectively combat adversaries. Morrow (1991) argued, however, that

viewing alliances strictly from this perspective did not provide the complete picture of alliance formation. Merely

combining forces did not account for the negotiation between the alliance partners. Instead, Morrow modeled alliances

as a trade-off between strong and weak states. Strong states typically possess an excess security capacity, allowing

them to provide security guarantees to smaller states in exchange for some autonomy concession. These autonomy

concessions might be policy positions that favor the strong state or access to strategic basing or logistical routes.
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A critical point of Morrow’s model is recognizing the inherent imbalance within the security areas regarding strong

and weak states. Strong states often possessed a resource and production advantage over weak states, allowing them

to pursue various policy options to address security concerns. This production capability enabled strong states to

produce a robust military capacity domestically, whereas weak states often lacked this capability(Waltz 1979; Walt

1985; Snyder 1991).

Based on this imbalance, scholars such as Thorhallsson and Steinsson (2017) critique the historical literature on

alliances, arguing that the approach focused heavily on greater powers but did not adequately represent the challenges

faced by smaller states. This critique gave rise to research on how smaller states functioned within the international

system (Pederson 2023).

Shelter theory, initially explored by Thorhallsson (2018), examines how smaller states are fundamentally

different from their more powerful counterparts, which influences how these states approach international relations.

Vaicekauskaitė (2017) argues that weak states often have three avenues to address their security concerns. First, they

may pursue neutrality. Smaller states near hostile, stronger powers may view neutrality to mitigate tensions and protect

their autonomy. A prime example of this approach is Switzerland and Finland’s decision to remain neutral as friction

between NATO and the USSR increased during the Cold War.

Second, they may pursue a strategic hedging policy. In this approach, the weak state does not align with a particular

stronger state; instead, it balances multiple policies between stronger states. Thailand has pursued this approach

in recent years, attempting to navigate the increasing competition between the United States and China (Feng and

Netkhunakorn 2024). As the friction between the US and China has grown, more Southeast Asian states have begun

implementing hedging strategies to preserve their autonomy and mitigate regional tensions. Strategic hedging provides

smaller states a means of maintaining positive relations with the stronger powers in the region without tying too tightly

with any one state, avoiding unnecessarily provoking a stronger state and limiting the weak state’s policy options.

The third option is building alliances with stronger states. Under this approach, smaller states subordinate themselves

to stronger patrons. This approach gives smaller states a direct boost to their security capacity and enhances their

territorial integrity, which can deter future threats and even allow the weaker state to redistribute its spending towards

domestic interests (Lake 2009; Digiuseppe and Poast 2016; Alley 2021).

Securing an alliance agreement provides smaller states with an expedient and resource-efficient means of protecting

their security interests. However, these agreements also incur costs. In addition to the concession the smaller state

provides to procure the security guarantees from the stronger state, alliances also typically include commitments

of military investments, often in the form of arms procurement and joint exercises (Leeds et al 2002). Additionally,

alliances are costly because they bind a state’s policy options. As a public declaration, states are putting their reputations

at risk if they fail to follow through on support promises in the event of a conflict (Morrow 2000; Gibler 2008).

When states fail to support alliance agreements, other states notice this failure and adjust their perspective of
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the reneging state as a potential partner (Crescenzi et al. 2012). States run the risk of developing a reputation for

unreliability, which can spill over into other arenas, making potential partners reluctant to formalize partnerships and

limiting future opportunities for cooperation (Jervis 1989; Cole and Kehoe 1998; Guzman 2008; Crescenzi et al. 2012;

Narang and LeVeck 2019).

Additionally, reneging can have domestic ramifications. Leaders, particularly within democratic countries, can

pay domestic costs if they fail to comply with alliance agreements.39 Tomz and Weeks (2021) highlight how the US

public retains a strong moral commitment to honoring alliance agreements and a vested interest in maintaining a robust

military reputation. As the threat level rises, citizens punish their leaders even more harshly for reneging on alliance

agreements (Davies and Johns 2013).

Moreover, alliance agreements expose states to abandonment and entrapment risks (Snyder 1984). Entrapment

occurs when an ally’s overly aggressive or reckless behavior pulls the other alliance member into an unwanted or

unanticipated conflict. Abandonment represents the risk that an ally will fail to abide by its alliance agreement.

Although abandonment and entrapment pose risks to both strong and weak states, they are especially salient for weak

states.

As the security guarantors within the alliance, stronger states typically can unilaterally defeat or deter an adversary.

Entering an alliance agreement with a smaller state often gives the stronger state a strategic advantage, making defensive

efforts less logistically costly (Boulding 1963). For instance, the US’s alliances with Japan, South Korea, and the

Philippines provide the US with basing rights and the ability to forward deploy assets into the strategically important

Asian region. If conflict with China or North Korea broke out and the US allies reneged on their support agreements,

the US would lose access to the strategic basing locations. However, this would not necessarily represent an existential

threat to the US; instead, it would only increase the cost of engaging in the conflict.

For a weaker state, however, abandonment does represent an existential threat. Using the same example, if South

Korea engaged in conflict with North Korea or China and the US elected to renege on its security promise, the impact

would be devastating. South Korea may possess the domestic security capability to defeat North Korea, but it would

come at a significant cost (Daniels 2017). In the case of China, the possibility that South Korea could defend or defeat

its adversary is doubtful.

Although entrapment represents a potential risk for both states, the level of risk is under debate. Kim argues that

evidence of entrapment remains limited, and historical cases of its existence are meager. More broadly, Kim and others

(i.e., Beckley 2015; Fjelstul and Reiter 2019) suggest that stronger states actively pursue agreements that afford them

greater latitude to abandon their allies if necessary. Using imprecise language and vague guarantees, states can limit
39Reiter and Greenhill (2024) highlight that leaders have the capacity to reduce or eliminate domestic audience costs through effective messaging

and signaling strategies. Although, these strategies may mitigate the domestic cost leaders face when choosing to renege on alliance agreements, the
authors do not explore the impact that signaling may have on international audiences. While this study does not explicitly focus on domestic costs
as the primary driving factor for alliance commitment, Reiter and Greenhill’s findings raise an interesting question for future research: do domestic
or international reputation considerations factor more heavily within a leader’s decision making process concerning alliance commitments?
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the likelihood of becoming involved in a conflict. Within this context, abandonment may represent not merely a "bug"

within an alliance agreement but a desired feature.

Kim’s argument presents a significant challenge to my argument concerning alliance precision. If states routinely

structure their agreements to afford greater latitude, is the assertion that weaker states can reshape alliance agreements

in a manner that meaningfully addresses their abandonment concerns credible? Rather than evading this critique, this

study seeks to engage it directly. I would highlight two considerations regarding Kim’s critique. First, as Morrow

(2000) notes, writing down alliance agreements increases their credibility. Almost by definition, this act introduces a

level of precision within the alliance partnership. In his discussion on the difference between alignment and alliance,

Wilkins (2012) highlights this dynamic, describing how alliance introduces "formality and precision" to the coordinated

relationship between states with shared interests. From this perspective, precision is not merely an aspect of alliance

formation but arguably the foundation of the process.

Second, if alliance agreements truly provided stronger states with total flexibility regarding their fulfillment

obligations, it would undermine a key function within the security-autonomy trade-off (Morrow 1991). If stronger

states can craft non-binding agreements, it is logical to question why any weak state would willingly concede any

measurable degree of autonomy. If the trade-off process reflects a spectrum of acceptable alliance arrangements, then

offering greater autonomy concessions mandates the strong state provide an equally valuable security guarantee—most

likely in the form of a more precise, binding agreement. If weak states cannot extract these more precise agreements,

the logic of the security-autonomy trade-off fractures.

Although Kim’s critique regarding entrapment highlights the constraint weaker states face within the alliance

formation process, it does not invalidate these states’ efforts to address their security needs. Instead, it emphasizes the

necessity of identifying a mechanism that better explains how weaker states can shape the conditions of asymmetrical

alliance agreements despite their strategic disadvantages. Legalization theory provides insight into the potential

tools—however meager— weaker states have at their disposal to address their abandonment concerns. Through

precision, these states can manipulate the levels of delegation and obligation throughout the alliance formation process

to moderate their abandonment concerns and protect their strategic interests.

Legalization theory defines international agreements along three dimensions: obligation, delegation, and precision

(Keohane 1984; Abbott et al. 2000). Obligation refers to the extent to which the agreement legally binds parties.

Delegation involves granting authority to third parties to interpret or enforce the agreement. Precision reflects how

clearly the terms of the agreement are defined. Together, these dimensions determine the "hardness" of an international

commitment.

While Abbot et al. describe each dimension as distinct and equally important aspects of legalization, research

frequently marginalizes precision, focusing more heavily on obligation and delegation (Bélanger and Fontaine-Skronski

2012). In practice, however, precision is foundational to both obligation and delegation. Without clearly defined terms,
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legal obligation lacks enforceability, and effective delegation becomes challenging. Yet, despite its foundational role,

Limited research directly evaluates how variation in precision influences perceptions of reputational harm and alliance

commitments. This study addresses that gap. Through a survey experiment, I demonstrate that greater precision in

alliance agreements increases a strong state’s perception of reputational risk and strengthens its sense of obligation

toward a weaker partner.

Theoretical Argument

States do not arbitrarily enter alliances; they craft agreements that reflect their preferences and strategic interests

(Koremenos et al 2001). During the alliance formation process, states negotiate a wide range of support conditions

and expectations. From the perspective of legalization theory, the conditions and commitments outlined in the alliance

agreement help define the level of obligation and delegation. However, precision underpins each of these dimensions.

By varying the level of clarity of the expectations, conditions, and commitment within the agreement, states can either

enhance or degrade the degree of credibility and enforceability of the alliance.

Prior research by Fjelstul and Reiter (2019) and Beckley (2015) indicate that states inherently recognize the

importance of precision with respect to international agreements. They often seek to minimize precision within

alliance agreements to protect their policy flexibility. This strategic avoidance indicates that the state views precision

as a critical aspect of the alliance agreement. Greater levels of precision constrain states by limiting the range of

interpretation concerning alliance obligations.

Returning to the example of the US-Philippine alliance, Article IV of the mutual defense agreement stipulates that

if “an armed attack in the Pacific Area on either of the parties,” each state would “act to meet the common demands in

accordance with its constitutional processes” (Mutual Defense Treaty Between the United States and the Republic of

the Philippines 1951). The Japanese and South Korean mutual defense treaties include nearly identical articles (Mutual

Defense Treaty between the US and the Republic of Korea 1953; Treaty of Mutual Cooperation and Security Between

Jampan and the United States of America 1960). However, Article V in the Philippine treaty designates an armed

attack that includes an “attack on the metropolitan territory of either of the Parties or on the island territories under its

jurisdiction in the Pacific or on its armed forces, public vessels or aircraft in the Pacific.”

This clarification provides a subtle but significant addition to the alliance agreement. Imagine a South Korean or

Japanese vessel comes under attack in a contested area of the Pacific. Absent the language specifically identifying

public vessels or aircraft, the US has the flexibility to debate its support obligations, for example, arguing that the

alliance agreement only dictates support in the event of an attack on military vessels. The more precise language within

the Philippine treaty precludes this argument, constraining US policy actions.

Thus, increasing the precision of alliance language raises the reputational stakes because the terms of support

are clearly defined and leave less room for ambiguity or plausible denial. They cannot easily claim misinterpretation
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or ambiguity, and third parties, whether domestic audiences or other international actors, are more likely to view

non-compliance as a deliberate breach of the agreement. As the expectation of reputational damage increases, the

alliance agreement binds the allies closer, enhancing the level of commitment between the two states. This dynamic

leads to my first set of testable hypotheses:

Hypothesis 1: As alliance precision increases, the strong state’s expected reputational damage from

reneging increases.

Hypothesis 2: As alliance precision increases, the strong state’s sense of commitment to the alliance

increases.

Two contextual factors also impact this dynamic. The first is the level of external threat. Alliance negotiations

occur under the shadow of threat. The inherent constraining nature of alliance agreements dictates that a threat must

exist to some degree for states to accept the costs of the agreement and expose themselves to the risks of abandonment

and entrapment. Within a high-threat environment, alliance commitments take on greater significance due to the

elevated potential for conflict. As this probability of conflict increases, the risk of abandonment becomes more salient,

particularly for weaker states. South Korea provides an example of this dynamic. At times, the threat level extending

from North Korea is very high, as when North Korea conducts missile launch tests or during events like the sinking

of the Cheonan in 2010 (Lendon 2010). If these events were to elevate into open conflict and the US reneged on its

agreement, its reputation damage would likely be substantial. During times of conflict, the international community

tends to focus heavily on these locations. When allies fail to abide by their agreements, their non-compliance is highly

visible and more easily interpreted as evidence of unreliability, which leads to my second set of testable hypotheses:

Hypothesis 3: As external threat increases, the strong state’s expected reputational damage from reneging

increases.

Hypothesis 4: As external threat increases, the strong state’s sense of commitment to the alliance increases.

The security-autonomy trade-off inherent in asymmetrical alliances is the second contextual factor influencing the

relationship. Central to the alliance formation process is that to gain a security commitment, weaker states offer some

autonomy concession to the stronger state. The weaker states then push for increased precision within the agreement to

enhance the security commitment of the stronger states, binding it more tightly. However, if the weaker state attempts

to renegotiate the agreement to regain lost autonomy, it undermines this binding effect. If the stronger state views the

benefits gained from the alliance agreement as diminishing, it may erode its sense of obligation to the weaker states,

undermining the alliance’s credibility. Based on this argument, I develop my final testable hypothesis:

Hypothesis 5: When the weaker state attempts to renegotiate for reduced autonomy concessions, the strong

state’s perceived obligation to the alliance decreases.
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Research Design

To evaluate these hypotheses, I conducted a survey experiment of 1162 undergraduate students from the University of

Georgia. Per GA Code § 20-3-68 (2023), all public university students are required to take an introductory political

science course during their first year, which provides access representative sample from the student population. Of

the initial 1162 respondents, 1099 completed the survey in its entirety. Access to the survey opened on November 7,

2024 and closed on December 2, 2024. Any student currently taking the required course was eligible to partake in the

survey. Appendix B1 Table B1.1 provides additional information regarding respondent demographics.40

To ensure reliability of the responses, I reviewed the responses to evaluate attentiveness and quality. First,

I included an attention check immediately following the scenario description. Out of the 1099 individuals who

completed the survey, 390 respondents failed the check.41 Second, I identified individuals who straightlined their

responses. Straightlining refers to cases when the respondent provides the same answer (or a nearly identical answer)

to every question within the survey. Responses of this nature indicate inattentiveness, may introduce random noise into

the survey and can influence analysis (Yan 2008; Greszki et al 2015). I identified 47 cases of straightlining within the

survey and removed those cases from my analysis. Next, I identified cases of both low and high variance in responses.

Low variance cases were those that fell below the 25th percentile in response variance and high variance cases were

those above the 99th percentile. Within my study, 242 cases fell within the low variance category and 11 within the

high variance category. After dropping these cases, the final number of cases for my trimmed dataset was 473.42

This study aims to examine how the level of external threat and precision within alliance agreements influences

elite decision makers’ attitudes and perceptions concerning reputational harm and alliance commitment, particularly

those representing strong states. Due to access, resources, and time constraints, I cannot survey elites directly.

(Kertzer and Renshon 2022). Although using undergraduate respondents may appear ill-suited to proxy elite

decision-makers—given differences in experience and issue knowledge—there is evidence that the difference in

opinions between elites and the public is not as significant as anticipated, with the direction and magnitude of the

treatment effect generally holding constant (Barabas and Jerit, 2010; Mullinex 2015; Kertzer 2022). Although this

approach may not directly measure elite preferences, it can provide insight into the general decision-making dynamics

that may occur. Nonetheless, generalizing the results to elites broadly warrants caution (Mintz et al. 2006)

Survey Design

I conduct a two-stage survey experiment to examine the relationship between precision, threat environment, and
40In comparison the general public, the respondent pool is more conservative and more female. My theoretical argument does not assume gender

and ideology differences influence potential effects, however to control for potential effects, I include them within my models.
41Chi-Sq analysis indicates no statistically significant difference in failure rate between treatment groups. See Appendix B1 Table B1.2 for results
42Analysis of the full dataset is included in the appendix next to analysis of the trimmed dataset. While some variation in the magnitude of

the coefficients occurred, across all models, the directionality and statistical significance of my findings remained consistent between the full and
trimmed datasets.
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public opinion. The dependent variables of interest within this study are threat level and the level of precision of

an alliance agreement. At the onset of the experiment, all respondents are introduced the survey. In particular, the

experiment represented a hypothetical scenario regarding an alliance agreement between the US and an unidentified

smaller country. Next, the respondents received the scenario description.

Scenario:
Over the past five years, an adversary has indicated that it seeks to establish itself as the dominant country
within a strategic area of interest for the United States. The United States has recently formalized a
defensive alliance agreement with a smaller country located in this area. The United States has promised
to come to the aid of the smaller country in the event of the conflict.

Immediately following this scenario, I included an attention check to evaluate the quality of survey responses.

Individuals were tasked with correctly identifying the type of alliance agreement between the US and the smaller

country. If they failed to correctly identify the alliance type, I removed the case from the dataset. Next, I instructed

respondents to indicate their level of agreement with the following statements on a scale from 0 – 100.43 A score of 0

indicated no agreement with the statement and a score of 100 indicated total agreement with the statement:

Reputational Harm:
“If the US failed to support the alliance partner in this scenario, it would harm the US’s international
reputation.”

Alliance Commitment:
“In the event of a conflict, the US must fulfill this alliance obligation.”

After recording respondents baseline level of agreement, I randomly assigned individuals to one of four treatment

groups. Each groups received additional information outlining the threat environment and the level of precision in

the alliance agreement between the US and the small country. Below is the specific text provided to each treatment group:

Treatment Group 1: Low Threat / Imprecise Agreement

“The adversary has not demonstrated any military modernization efforts and has maintained the same
military troop levels for the past five years. The alliance agreement does not contain any precise conditions
which outline when and where the US is required to provide support to its alliance partner.”

Treatment Group 2: Low Threat / Precise Agreement

“The adversary has not demonstrated any military modernization efforts and has maintained the same
military troop levels for the past five years. The alliance agreement contains precise conditions which
outline when and where the US is required to provide support to its alliance partner.”

Treatment Group 3: High Threat/ Imprecise Agreement

43This initial response occurs prior to treatment assignment. Due to this, I can measure not only the impact that treatment has on total level of
agreement across treatment groups, but also how exposure to treatment changes individual respondent’s level of agreement. Additionally, if baseline
results are statistically insignificant, any significance found post-treatment is assumed as an effect of exposure to treatment.
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“The adversary has rapidly modernized its military capacity and aggressively expanded its military forces
over the last five years. The alliance agreement does not contain any precise conditions which outline
when and where the US is required to provide support to its alliance partner.”

Treatment Group 4: High Threat / Precise Agreement

“The adversary has rapidly modernized its military capacity and aggressively expanded its military forces
over the last five years. The alliance agreement contains precise conditions which outline when and where
the US is required to provide support to its alliance partner.”

Following treatment, each respondent was asked again to provide their level of agreement on a scale from 0 to 100

with the reputational harm and alliance commitment statements presented above.44

Next, I conducted the second stage of my experiment by randomly assigning respondents from each treatment

group to one of two additional treatments. I evaluated how pressure for greater security autonomy and decreased US

military presence would impact the level of agreement with the following statement. As with the prior statements,

respondents indicated their agreement on a scale from 0 to 100, with 0 representing no agreement and 100 representing

total agreement:

Renegotiation:

“The US will feel compelled to honor its alliance commitments to the small country if called upon.”

Respondents in the status quo and renegotiation treatments received the following additional information:

Status Quo Treatment:

“Over the last few months, the regional environment has stabilized. The regional adversary remains a
potential threat. The smaller alliance partner has asked the US to retain its current military presence in
the county and maintain its current level of autonomy in making security decisions”

Renegotiation Treatment:

“Over the last few months, the regional environment has stabilized. The regional adversary remains a
potential threat. The smaller alliance partner has repeatedly asked the US to reduce its military presence
in the county and has pushed for greater autonomy in making security decisions”

Statistical Analysis Plan

This study has two primary goals: First, to examine how variation in threat level and alliance agreement precision

influences perceptions of reputational harm and alliance commitment, and second, how pressure by smaller countries

to renegotiate the conditions of the alliance agreement can influence the larger state’s feelings of obligations towards the

agreement. To evaluate these individual aims, I used the respondent’s level of agreement with the survey statements.

If respondents reported higher levels of agreement with the reputational harm statement, this indicates they believe

the US would face greater harm from reneging. For the alliance commitment, greater levels of agreement indicate a
44See Appendix B2 - B4 for frequency distributions across treatment groups for each statement.
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stronger commitment to the partnership. Higher agreement during the renegotiation second stage of the study reveals

greater feelings of obligation to support the alliance partner.

Starting with the reputational harm and alliance commitment analysis, I approached the research from two angles.

First, I assessed the independent effects of threat level and alliance agreement precious. Individuals exposed to the

high-threat treatment received a value of 1 for the variable high threat, whereas I coded low-threat treatment respondents

as 0. Regarding precision, a value of 0 represents an imprecise agreement, while a 1 reflects a precise agreement.

Additionally, I evaluated the between treatment groups effects, assigning each group a value of 1-4. Due to normality

violations in both, I constructed robust regression models for each statement (Shapiro and Wilk 1965; Nugroho et

al 2020).45 In total, I created eight models during the first stage of the study: four that evaluated reputational harm

and four that evaluated alliance commitment46. Across all models, the included control variables were statistically

insignificant, and AIC scores (Found in Appendix B5 Table B5.3) indicate that the simplified models better fit the data.

Moving forward, I will report the findings of the simplified models.

For the second stage of the experiment, I created two additional models. In addition to the independent variable of

treatment assignment (with 0 representing assignment to the status quo agreement and 1 indicating assignment to the

renegotiation treatment), I included first-stage treatment assignment and the control variables in the reputational harm

and alliance commitment models. The simplified model removes all the demographic controls, leaving only first-stage

treatment. While a few control variables with the full model were statistically significant, their effects on the treatment

results were marginal. As my theoretical argument did not focus on demographics, and in the interests of consistency

with the prior models, I elected to report the results from the simplified model.

Results

Reputational Harm

Turning first to reputational harm, I previously hypothesized that greater threat level and precision within the alliance

agreement between the weak state and the US would increase the harm of failing to fulfill alliance obligations, and the

results (presented in Table 2.1) indicate both hypotheses were correct. Respondents in both the high threat/precise (𝛽

= 14.729, p < 0.01). and high threat/imprecise (𝛽 = 7.303, p < 0.01) treatment groups, in comparison to individuals

within the low threat/imprecise reference group, reported significantly higher levels of agreement that reneging would

harm the US’s reputation. The relationship between threat and reputational harm remained consistent when I isolated

each scenario component.47 Individuals who received exposure to scenarios characterized by higher threat levels,

relative to individuals who received a low threat treatment, demonstrated significantly higher levels of agreement (𝛽 =
45The third regression model included in the results tables with the appendix analyzes the full dataset, including unreliable responses based on

failed attention checks, straight-lining, or variance issues.
46See Appendices B6 - B10 for full results
47The lack of significance of the interactive term found in the full model, coupled with the magnitude of the coefficients within the base model,

indicates that the relationship between threat and precision is additive rather than conditional.
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4.660, p < 0.01). These findings indicate that as the external threat becomes greater, individuals anticipate allies (and

non-allies) will punish them more severely than if they reneged in less critical times.

Increasing precision within the alliance agreement demonstrated an even more robust impact on respondents’

agreement level, with individuals in both the low threat/precise (𝛽 = 12.966, p < 0.01) and high threat/precise treatment

groups reporting significantly higher levels in comparison to their imprecise counterparts. Interestingly, assignment to

the Low threat/Precise treatment had even greater impacts on agreement than assignment to the High Threat/Imprecise

treatment, suggesting alliance precision plays a foundational part in shaping respondent’s attitudes. The results of

the independent effects models corroborate this relationship, as an assignment to scenarios characterized by precise

alliance conditions increased respondent’s agreement levels by over 10 points (𝛽 = 10.081, p < 0.01)., while elevated

threat increased agreement by approximately 4.7 points (𝛽 = 4.660, p < 0.01). When alliance agreements include

more precise support conditions, they indicate clearly defined expectations of conduct for each party within the

alliance. When states fail to uphold those conditions, it is clearly visible to all states, increasing the level of anticipated

harm. These results support both Hypothesis 1 and Hypothesis 2, demonstrating that threat and precision influence

respondents’ expectations of reputational harm in the face of reneging, with alliance precision demonstrating a more

substantial impact in shaping these views.

Table 2.1: Treatment and Independent Effects on Reputation and Commitment

Treatment Effects Independent Effects
Harm Commit Harm Commit

(1) (2) (3) (4)
Low Threat / Precise 12.966∗∗∗ 14.027∗∗∗

(3.000) (2.958)
High Threat / Imprecise 7.303∗∗ 5.120∗

(2.906) (2.865)
High Threat / Precise 14.729∗∗∗ 11.893∗∗∗

(2.919) (2.878)
High Threat 4.660∗∗ 1.801

(2.108) (2.117)
Precise 10.081∗∗∗ 10.447∗∗∗

(2.112) (2.121)
Constant 56.258∗∗∗ 57.318∗∗∗ 57.563∗∗∗ 58.954∗∗∗

(1.988) (1.961) (1.747) (1.754)
Observations 473 473 473 473
Residual Std. Error 21.587 (df = 469) 22.548 (df = 469) 21.288 (df = 470) 21.877 (df = 470)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Alliance Commitment

As with reputational harm, I predicted that increased levels of threat and precision would correspond with higher
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levels of commitment to fulfilling alliance obligations. Table One provides the results of the analysis. In contrast to

reputational harm, threat does not significantly impact attitudes regarding alliance commitment. Looking first at the

independent effects, characterizing the security environment as high threat did not significantly elevate respondents’

feelings of commitment to the alliance (𝛽 = 1.801, p > 0.05). Treatment group results mirror this relationship. Although

individuals assigned to the High Threat/Precise treatment group indicated greater levels of agreement (𝛽 = 11.893, p

< 0.01), individuals within the High Threat/Imprecise group did not indicate significantly higher levels of agreement

compared to individuals in the Low Threat/Imprecise group (𝛽 = 15.120, p > 0.05). This dynamic may indicate a

degree of hesitancy on the part of respondents to fulfill obligations within a high-threat environment, even in the face

of expected reputational harm. Increased precision, in contrast to imprecise alliance agreement conditions, however,

significantly impacted respondents’ attitudes, raising their level of agreement by over 10 points (𝛽 = 10.447, p > 0.05).

Notably, assignment to the Low Threat/Precise treatment group (𝛽 = 14.027, p < 0.01) increased respondent agreement

to an even greater degree than assignment to the High Threat/Precise group (𝛽 = 11.893, p < 0.01). These findings

suggest that states feel more bound by the agreement’s constraints when alliances include precise conditions. However,

a greater threat may dampen this effect slightly, as indicated by the larger coefficient for the Low Threat/Precise

treatment compared to the High Threat/Precise group.

Figure 2.1 and Figure 2.2 help to visualize the relationships described previously. In Figure 2.1, we can see the

relationship between the treatment groups concerning reputational harm and alliance commitment using the predicted

level of agreement for each group. Within this figure, the vertical axis measures the level of agreement, while the

horizontal axis denotes the specific treatment group. The points indicate the predicted agreement level for respondents

with the assigned group, with the bars representing the 95% confidence interval. The red plots are the predicted

level of agreement for reputational harm, while the blue plots represent the alliance commitment. As Figure 2.1

demonstrates, the predicted level of agreement between the Low Threat/Precise and High Threat/Precise treatment

groups are relatively comparable. However, we see a noticeable dip in respondents’ agreement level within the High

Threat/Imprecise treatment group.

Figure 2.2 shows how each independent component influences changes in respondents’ attitudes regarding

reputational harm and alliance commitment. This figure depicts the predicted change in a respondent’s level of

agreement from their initial baseline responses pre-treatment.48 Within Figure 2.2, the Y-axis depicts the predicted

change from baseline responses, and the X-axis displays the individual scenario components. The plotted points

indicate the predicted change, with the bars representing the 95% confidence interval. Reputational harm predictions

are colored red, and alliance commitment predictions are blue. As anticipated based on the results of the treatment
48Estimates for this plot come from a robust regression model evaluating the change from the baseline (post-treatment level of agreement minus

the pre-treatment level of agreement. See Appendix B11 for model results.)
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Figure 2.1: Treatment Effect: Reputational Harm and Alliance Commitment.

and independent effects models, increased alliance precision has a significant effect on attitudes for both reputational

harm and alliance commitment. Increased threat increases respondents’ level of agreement concerning expectations

of reputational harm but does not significantly affect alliance commitment.

Renegotiation

Regarding renegotiation, I hypothesized that pressure from the weak state to renegotiate the level of military integration

between the two states would undermine the relationship and result in a decreased sense of commitment from the strong

state. The results of my analysis support this hypothesis. As Table 2.2 shows, exposure to the renegotiation treatment

decreases the level of agreement by respondents by 8.4% (𝛽 = -5.226, p < 0.01), relative to individuals who recieved

the status quo treatment. However, prior assignment to the low threat/precise treatment group mitigated this negative

effect (𝛽 = 5.979, p < 0.05). This dynamic indicates that while efforts to renegotiate by the smaller country may

undermine the perceptions of alliance obligation by the strong state, this does not carry over when the prior agreement

contains precise conditions, and the security environment is not threatening. In the respondents’ minds, combining

a low-threat environment and precise alliance conditions may represent an opportune time to discuss and clarify the

alliance relationship between the two states.

Figure 2.3 provides a visualization of this relationship. With the treatment groups along the horizontal axis and

the predicted level of agreement along the vertical axis, the points indicate the level of agreement bounded by a 95%
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Figure 2.2: Threat and Precision Effect: Reputational Harm & Alliance Commitment

Table 2.2: Effect of Renegotiation Pressure on Alliance Obligations

Dependent variable:
(1)

Renegotiation Pressure −5.226∗∗∗
(1.985)

Low Threat/Precise 5.979∗∗
(2.811)

High Threat/Imprecise 0.084
(2.723)

High Threat/Precise 3.153
(2.735)

Constant 61.939∗∗∗
(2.139)

Observations 473
Residual Std. Error 19.731 (df = 468)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

confidence interval. Within this plot, the green points represent the predicted level of agreement for respondents

who received the status quo treatment, while the orange points indicate exposure to the renegotiating treatment. As

expected, exposure to the renegotiation treatment decreases the agreement level across the treatment groups. However,

the agreement level for respondents within the low threat/precise treatment group is higher than the other groups,

reinforcing the previously identified effect of that assignment.
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Figure 2.3: Predicted Respondent Agreement Level on Alliance Obligation.

Conclusion

In this two-part study, I first examined how threat level and precision variation impact respondents’ perceptions of

reputational harm and alliance commitment. I anticipate that increased levels of both threat and precision would raise

the anticipated cost of reneging and enhance the degree of commitment to the alliance partner. Generally, the results

support my hypotheses. When I characterized the alliance agreement between the US and a hypothetical smaller

state, respondents reported higher levels of agreement that failing to fulfill its obligations would damage the US’s

international reputation. A similar dynamic occurred regarding alliance commitment sentiment. Increasing precision

corresponded with an increase in agreement that the US should fulfill its alliance obligations in the event of a conflict.

States often prefer to craft ambiguous alliance agreements to gain political flexibility (Fjelstul and Reiter 2019).

The results presented here explain why states may prefer these types of agreements. Concern for reputational damage is

often cited as the primary motivator for states when evaluating their alliance obligations. If precise alliance conditions

enhance reputational damage expectations, states would seek to mitigate this risk by crafting more imprecise agreements.

The question remains, however, if the rise in alliance commitment is independent of this anticipated rise in reputational

harm, or a byproduct of the increased damage.

Concerning my predictions on the importance of threat, I found some support for my hypotheses, but the effect

was inconsistent between reputational harm and alliance commitment. Higher threat levels increased expectations of

reputational cost but did not increase perceptions of alliance commitments. This dynamic may indicate that while
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respondents view reneging when the stakes are high as more damaging, there are lingering concerns about getting

involved in a conflict in a high-threat environment.

In the second stage of this study, I explored how pressure from the weaker state to alter the level of military

integration impacts the US’s sense of obligation to the weaker state, hypothesizing that renegotiation efforts would

undermine this sense of obligation. Under the umbrella of the security-autonomy tradeoff, large states "purchase"

favorable policy environments and greater control over security matters by providing security support to smaller allies.

If these allies attempt to recoup some of those autonomy losses, the findings indicate that the larger state may mirror that

action by decreasing its commitment to the smaller state. Notably, this effect is mitigated by exposure to a low-threat

security environment and an imprecise alliance commitment. Respondents in this treatment group reported elevated

levels of agreement that the US should fulfill its military commitment if called upon. No such dynamic occurred across

all the other treatment groups, indicating that this type of environment may represent a "window of opportunity" for

renegotiation.

From a policy perspective, this experiment’s results provide several insights. The findings indicate that greater

precision may enhance the level of commitment between a weak and strong state by enhancing reputational costs or

increasing a general sense of obligation between the states. Weak state leaders can potentially use precision to obtain

greater assurances from a strong state to combat abandonment concerns, and stronger states should exhibit caution

when committing to precise agreements to mitigate entrapment risks.

The result of the renegotiation stage highlights that policy practitioners should approach renegotiation efforts with a

degree of caution. Pressure to alter an already precise agreement or within an elevated threat environment could easily

damage the alliance relationship during a critical period. However, patience and restraint may allow renegotiation

when the threat dissipates or if the conditions of the agreement would benefit from greater precision.

In addition to providing useful information for both policy professionals and scholars, the results of this study

suggest worthwhile avenues for future research. While this study examined respondents’ perceptions of reputational

harm and commitment in the face of threat and alliance precision, it does not necessarily provide a clear indication

of how these perceptions may influence behavior. For instance, while a respondent may exhibit increased agreement

that the US may suffer reputational harm for reneging on an alliance agreement, would they still support a president

who chose to renege anyway? Do voters punish elected officials for reneging in a high-threat environment or when the

agreement is precise more than if the threat is low and the agreement vague? While this study provides insight into

how respondents perceive the cost and commitment, it does not necessarily indicate if they alter their behavior in kind.

Lastly, while I identified the alliance commitment as either imprecise or precise, certain provisions may be more

salient to respondents than others. For instance, alliance commitments that include promises of troop basing or

military sales may influence respondent agreement more than alliances that include training exchanges and joint

military exercises. Alliance agreements are as varied as the states that use them. Future research on how changes in
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specific conditions influence respondents may provide greater insight into how the public perceives these agreements.
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CHAPTER 3

WHEN TRUST FALTERS: MEASURING THE STRATEGIC IMPACT OF WEAK STATE RELIABILITY

PERCEPTIONS IN ASYMMETRIC ALLIANCES49

49Leppo, Philip. To be submitted to Contemporary Security Policy
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Abstract

This study explores how variation in the reliability of allied leadership affects preferences within the alliance agreement.

I argue that a more unreliable leader will induce renegotiation-seeking behavior by the allied partner. In order to

decrease rising abandonment concerns stemming from lower reliability levels, I hypothesize that states will seek to

increase precision within alliance agreements and will aim to decrease their reliance on and integration with unreliable

allies. I find mixed results concerning my theory through an international survey of 1017 South Korean respondents.

Although lower levels of reliability undermine trust in an alliance partner and increase the desire for renegotiation,

states do not perceive higher precision as beneficial to enhancing their security. Although states agreed with decreasing

integration with an unreliable ally and restricting their ability to station troops within the country, increased precision

was associated with lower levels of security.



70

Introduction

Do unreliable leaders incite allies to renegotiation the alliance terms? If so, what priorities and mechanisms do

states pursue as part of these negotiations? Questions such as these are at the forefront of contemporary politics as

leaders wrangle with an impending Trump presidency and a rightward shift in international politics. Before the US

election, for example, European leaders discussed ways to insulate their alliances with the US from the incoming

president, exploring how to "Trump-proof" NATO (Bateman 2024). Speaking at a European Summit in November

2024, French President Macron spoke of the need for Europe to take greater initiative and no longer "delegate our

security to the Americans forever" (European Political Community Summit 2024).

Although an increased desire by Europe to fund and invest in regional security capacity may be welcome news to

many US leaders, it reveals an underlying sense of unease about the strength of US commitment to its long-standing

alliances. As former Russian advisor to Trump, Fiona Hill, discussed during a podcast with the European Council on

Foreign Relations in October 2024, the world is potentially entering into a time where the US has backed away from

its role as the "world leader" (Aydıntaşbaş et al. 2024). US partners and allies appear ready to increase their own

self-sufficiency, not fully disengaging from the US but rather shifting their focus away from the US-centric security

environment towards greater regional integration and domestic capability (Cha 2024). Exploring how these shifts

influence official renegotiations and alliance politics may shed light on the evolving nature of the current security

environment.

Scholarship exploring the relationship between a state’s reputation and alliances has a rich history within

international relations literature and recent studies have elevated the importance of understanding how leader-specific

reputations help shape alliance attitudes and perceptions. Contemporary scholarship reinforces Wolford’s argument

(2007) that leaders act as the "fundamental unit of analysis in international relations." Leaders figure prominently in a

state’s decision-making process, and their behavior at the onset of their tenure lays the foundation for their international

reputation (Renshon et al. 2018; Lupton 2018). Shelling’s work connects a reputation for resolve to threat credibility

and sets the stage for discussion on reputation as a central point in international relations (Schelling 1980).

In this paper, I continue this line of questioning, exploring how a leader’s reputation can influence alliance partner

behavior. Pulling from legalization theory, a leader’s reputation can change how states seek to codify their alliance

agreements. Although legalization theory predominantly concentrates on obligation and delegation as the primary

focal points, precision — specifically regarding alliance conditions — can serve as a tool to enforce state compliance,

mitigating the risks of abandonment in the face of an unreliable ally. Additionally, higher levels of institutionalization,

most often through varying degrees of military integration, provide states a means to corral more "imperialistic" leaders.

Through more significant levels of integration, states can limit the unilateral action of alliance partners, moderating

hawkish behavior and entrapment risks.

Using an international survey of South Korean citizens, I explore how exposure to an unreliable state leader



71

influences respondents’ attitudes regarding trust, self-reliance, state security, and alliance renegotiation. Characterizing

an unreliable leader as "divisive" and skeptical of alliance agreements that do not provide quantifiable benefits to the

stronger partner, I evaluate how the arrival of a leader akin to President Trump may reduce trust in the allied state and

its commitment to the alliance agreement. Additionally, I examine how variation in reliability may impact perceptions

of state security and how a state may adjust the levels of precision and institutionalization within the alliance agreement

to address increased abandonment risks.

Prior studies have examined how a leader may establish their own reputation apart from the state (Lupton 2014)

and how a prominent leader’s reputation can influence international perceptions (Renshon et al. 2018). I expand

on this research, focusing on how variation in leader-specific reputations influences policy outcomes. By examining

survey respondents’ attitudes regarding trust, security, and renegotiation, I approximate the effects of variation in

leader reliability on elite decision-makers and state policy. This work confirms that an unreliable leader can directly

undermine trust in a country’s commitment to an alliance partner and the overall sense of security the alliance provides.

The effects of unreliability on preferences regarding alliance renegotiation, however, are mixed, with respondents

supporting a decreased degree of alliance institutionalization, but expressing restraint regarding increased levels

of precision. When faced with an unreliable ally, states seek to insulate themselves by decreasing military

integration within the alliance. From a US policy perspective, this can directly affect US basing agreements and

international security relations. While the effects of unreliability on precision contradicted my prior assumptions, these

results open the door for future research regarding the diminishing returns of precision within international agreements.

Literature Review

Alliances

Alliance agreements are a central component of the international security environment. In response to threats and

geopolitical shifts, states craft these agreements to achieve desired security guarantees and to gain favorable policy

concessions from their partners. Not all alliance agreements, however, are identical. Instead, they reflect the preferences

and interests of the states involved (Koremenons et al.2001). Historical scholarship on alliance formation discusses

how states procure partners to balance against a rising power or threat (Morgenthau 1949; Waltz 1979; Walt 1985).

Morrow (1991) expanded on this perspective, arguing that states were not solely focused on building up military

capacity, but were also interested in gaining favorable policy concessions from partners and preserving their autonomy.

States with abundant security capacity could provide security guarantees to less powerful states in exchange for

concessions. Conversely, the less powerful state gains additional security for the price of autonomy. States, in other

words, barter their competitive advantage to maximize their gains.

While the "goods" offered in this negotiation are relatively straightforward, states must remain cautious. Establishing

and maintaining an alliance with another state is not cheap; there is a cost to fostering and cultivating the alliance
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relationship and to restraining effects associated with tying the states to each other (Morrow 1994; Alley and Furhmann

2022). Additionally, states within alliances open themselves up to other risks, particularly abandonment and entrapment

(Snyder 1984).

Abandonment represents the risk that an alliance partner would not fulfill its support obligations if called upon

(Snyder 1997). When states are more reliant on their alliance partners to provide security support, the risks of

abandonment increase. Often weaker states may exacerbate this issue further, by reallocating domestic funds away

from military investments, which makes them even more dependent foreign support for. security. (Alley 2021). If the

stronger, supporting state elects to renege on the agreement, the supported state may not have the domestic security

capacity to defend or deter.

Abandonment constitutes a particularly salient risk for the weaker alliance partner within a bilateral agreement. To

address this concern, the weaker partner seeks a way to restrain the stronger state (Morrow 2000). Increased levels

of precision within the agreement serve this purpose. Precision reflects the degree of specificity and preciseness of

the alliance agreement, particularly with respect to the alliance activation requirements. More precise requirements

increase the reputational cost associated with reneging on the agreement. As the primary driver behind alliance

compliance, increasing costs deters the states within the agreement from reneging on their obligations (Gibler 2008).

Entrapment, in contrast, occurs when states become engaged in unanticipated or unwanted conflicts due to the

actions of their alliance partner (Snyder 1984). To corral unnecessarily aggressive or destabilizing behavior, states

seek ways to limit the ability of any state within the alliance partnership to act unilaterally, increased levels of

institutionalization within the agreement address this desire. Greater levels of institutionalization allow for greater

levels of integration as a cohesive fighting force (Leeds and Anac 2005; Wallace 2008). This, however, comes at a

cost. It makes the states more dependent on each other to fight effectively. In turn, this makes unilateral action by

either state difficult or impossible without some degree of forewarning.

State Reputation

State reputations are complex and multi-faceted, comprised of elements of past behavior (Leeds 2003; Gibler 2008),

leader characteristics (Press 2005; Renshon et al 2018), domestic characteristics (Schultz 2001; Goldfien et al 2023),

and international interpretation (Mercer 1996). Additionally, state reputation is not necessarily indivisible. Instead,

states can have differing reputations across areas of interest, whether economic, military, or other sectors. Spillover

effects from behavior related to one area can influence the state’s reputation within another sector. For example, a

state may have cultivated a reputation for reliability and support within the economic arena based on prior reliable

behavior and compliance with international rules and regulations. However, they may have demonstrated themselves

as an unreliable military alliance partner by reneging on security commitments or failing to provide adequate military

investments. Failure to comply with international agreements or to uphold commitments can result in a generalized
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reputation for unreliability, which can be particularly damaging to a state’s prospects. A state’s reputation directly

influences the perceived level of abandonment and entrapment risk. Reliability, as a reflection of past behavior,

provides states with information to assume future behavior. Consistent fulfillment of prior agreements demonstrates

to states with more significant abandonment concerns that they can anticipate the partner will be a good steward of

the agreement and will fulfill their obligations in the future. Additionally, consistent behavior alleviates entrapment

concerns because it provides states with a strong sense of how the partner will act in the future. Within the alliance

context, state reputations influence how other states manage their risks. When states are viewed as reliable, partners

anticipate lower levels of risk, which can increase the opportunities for future alliances (Crescenszi et al. 2012). When

they are perceived as unreliable, the risk is higher. States then must either insulate themselves— through hedging

strategies where they purse relationships with multiple major powers (Lee 2017; Vaicekauskaitė 2017) — or isolate

the unreliable party — often by crafting broader multilateral agreements that diminish the influence and risk from the

unreliable state (Narang and LeVeck 2019).

Theoretical Argument

I begin with two countries: Country A and Country B. These two countries have an established alliance agreement.

As the smaller country within the agreement, Country B gains additional security benefits, while Country A receives

favorable policy concessions. These concessions could be access to Country B’s logistical resources (i.e., how

Pakistan allowed the US overflight rights to support the conflict in Afghanistan), basing rights (i.e., US status of forces

agreements), etc. In exchange for these policy gains, Country A provides Country B security resources and guarantees.

The rest of my theoretical argument centers on Country B.

At some point following the alliance creation, a new leader comes to power for Country A. 50 If the new leader’s

behavior remains consistent with prior leadership, the alliance relationship remains stable. If, however, the new leader

acts erratically, divisively, or aggressively, alliance partners may begin perceiving the new leader as unreliable. As this

behavior continues, the new leader’s reputation may undermine international trust and force allies to reevaluate their

relationship with Country A and the alliance agreement’s quality. This leads me to my first testable hypothesis:

Hypothesis 1: As the strong state leader becomes more unreliable, the weak state’s trust in the alliance

decreases.

The presence of unreliable leadership exacerbates Country B’s abandonment concerns. As a smaller state,

abandonment represents an existential risk. In contrast to larger more powerful states, who have a greater capacity

to defend themselves even if an ally reneges, smaller states often become dependent on the larger state to provide the
50The form of government does not matter within my theoretical argument. If decision-making power is heavily concentrated under a single

individual, the salience of unreliable behavior may increase, this does not mean state with more distributed decision-making power are exempt from
the effects of unreliable leader behavior (i.e. The emerging friction between the US and its international allies).
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necessary "hard power" to deter or defeat a threat. If the larger state elects to renege on its security agreements, the

smaller state is in a more perilous position. The combination of limited trust and greater abandonment risk impacts

Country B’s perception of the value of its alliance agreement with Country A, and by extension, its sense of security.

This leads me to my next testable hypothesis:

Hypothesis 2: As the strong state leader becomes more unreliable, the weak state will feel less secure.

In response to Country A’s unreliable leadership, Country B now faces a projected security deficit. As Country

B cannot fully trust in its alliance with Country A, it has two avenues to address its security deficit. The first

option is to improve its self-reliance, either through increased military spending or by decreasing the degree of

military integration with Country A. Increasing its military spending directly increases Country B’s security capacity,

however, this represents a costly and slow-moving approach. Military investments require reallocating funds from

other sources, which local politicians may resist. Additionally, shifting funds does not immediately produce results

because manufacturing or purchasing takes time 51. Decreasing the level of military integration provides Country B

greater flexibility regarding its military operations, but this comes at a cost as well. Often the weaker state defers to

their strong allies when it comes to strategic functions, such as intelligence and war planning. Although Country B may

gain greater capabilities in the long run, in the short term it will take time to train and expand its domestic capacities.

To evaluate the veracity of this argument, I present my second testable hypothesis:

Hypothesis 3: As the strong state leader becomes more unreliable, the weak state pursues greater

self-reliance.

The second option available to the weaker state is to renegotiate the alliance agreement. Within the framework of

the security-autonomy trade off, the presence of an unreliable ally disrupts the balance between Country A’s security

guarantees and Country B’s autonomy concessions. By renegotiating the agreement, Country B can pull the alliance

back into balance. To accomplish this, Country B can either decrease the amount of autonomy it concedes to Country

A, or it can increase the quality of Country A’s security guarantee.

Recouping autonomy concessions in effect decreases the level of institutionalization within the alliance agreement.

Institutionalization refers the degree that alliances formalize the rules, mechanism, and procedures that govern military

actions. Often this takes the form of basing agreements, joint commands, and integrated war planning. Although

decreasing institutionalization may appear to lessen County B’s security, it enhances the state’s foreign policy flexibility

and can lower the states visibility as a potential target for adversaries. 52 This discussion leads me to my fourth testable
51Often domestic production is not available because the smaller state lacks the manufacturing capacity to produce enough arms. Additionally,

arms procurement may be ineffective because often the stronger states within the alliance serve as the primary arms suppliers. For example,
according to SIPRI (2023), five of the top ten weapons manufactures are US companies.

52Take the South Korea agreement for example. North Korea has repeatedly identified US-South Korea exercises as destabilizing to the peninsula.
If South Korea were to decrease the number of exercises, and by extension the level of institutionalization between itself and the US, this may depress
the level of hostility within the region.
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hypothesis:

Hypothesis 4: During renegotiations with an unreliable strong state partner, the weak state will decrease

the level of alliance institutionalization.

In order to improve the quality of Country A’s security guarantee, Country B needs to identify some mechanism to

force an unreliable partner to act more reliable. One method of accomplishing this is to increase the level of precision

within the alliance agreement. Precision within this context refers to the clarity and specificity of the alliance obligations

and the conditions which govern those obligations. Often in alliance agreements, partners define the regional areas

which the alliance agreement is in effect (i.e. the Asian region or internationally recognized territory) or they may

define the specific acts which would activate the alliance support requirements (i.e. an attack on military vessels).

By increasing the degree of precision within the agreement, the weaker state limits the strong state’s freedom to

interpret their obligations. One of the primary mechanisms compelling states to honor their alliance commitments is the

fear that failing to do so will damage their international reputation. When an alliance agreement is vague or imprecise,

states have greater political maneuverability within an agreement. This maneuverability affords them a spectrum of

response options they can argue fulfills their commitment, which in turn mitigates damage to their reputations. If,

however, the alliance agreements are more precise, this spectrum shrinks and the strong state must now decide between

providing the outlined support and fulling its commitment or reneging on the agreement and incurring the reputational

harm. Based on this perspective, I present my fifth testable hypothesis:

Hypothesis 5: During renegotiations with an unreliable strong state partner, the weak state will increase

the level of precision within the alliance agreement.

Research Design

I conducted an international survey experiment of 1268 South Korean citizens to evaluate my hypotheses. Qualtrics

obtained a representative sample of South Korean citizens ages 18+.53 The survey experiment evaluated how a leader’s

reputation and public perception impact trust in alliance agreements and renegotiation interests. By varying leader

characteristics and public statements, I can isolate the effect of variation in perceptions of reliability.

Out of the 1268 responses, 1025 respondents completed the survey in its entirety. To evaluate the quality of

responses, I included two attention checks immediately after presenting respondents with the scenario text and removed

353 respondents from the survey sample for failing at least one of the checks. Lastly, I identified 36 respondents who

provided the same response across all 11 survey questions and removed them from the sample, leaving 642 respondents

within the study.
53Questions regarding respondent demographics were included at the end of the survey. Respondents provided their age, gender, military

experience, and years of military experience if they served. Of the 1268 respondents, eight identified as a third gender or did not wish to report their
gender. As gender is not a central theme within my theoretical argument and due to concerns of data sparseness, I elected to drop these cases from
the sample
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In Appendix C2 – C13, I provide the frequency distributions for both the reported datasets and the problematic cases.

Generally, problematic case responses, identified by either failed attention checks or straightlining, cluster around the

middle of the distribution. This dynamic reinforces concerns of inattentiveness, and including the data within the full

model likely weakens the treatment effect, resulting in smaller coefficients and reduced statistical significance. As an

additional robustness check, I evaluate my statistical models with both the trimmed and full datasets (including the

problematic cases). As anticipated, the full data set models returned weaker coefficients. However, the direction of the

relationship and significance of the treatment effects are consistent across the trimmed and full sample.

The theoretical argument examines how elite opinions on foreign leaders influence their perceptions of the allied

state as an alliance partner and preferences towards alliance renegotiation. Ideally, this survey would include elite

decision-makers. However, gaining access to elite respondents is challenging and time-consuming (Kertzer and

Renshon 2022). Research suggests, however, that the elite-public gap is not as wide as assumed. Generally, the

direction and size of the treatment effect are consistent between elite and public survey experiments (Kertzer 2022).

I selected South Korea for this survey for two reasons. First, my theoretical argument centers on bilateral alliance

agreements between states. In Europe, NATO dominates the security environment, as does the Rio Treaty in Central

and South America. The Commonwealth of Independent States encompasses much of Southwest Asia, and the Five

Eyes alliance pulls both New Zealand and Australia into a multilateral agreement with the US, UK, and Canada.

However, the security environment in Asia rests heavily upon bilateral agreements between the states, with notable

defense agreements between the US and Japan, South Korea, and the Philippines, as well as the China-North Korean

alliance (Cha 2010).

Second, the US-South Korean alliance is very salient in the minds of the South Korean public. In a 2023 public

opinion poll conducted by the East Asia Institute, South Koreans identified the US-Korean relationship as the most

important diplomatic relationship and strengthening the US-ROK alliance as the top foreign policy priority (EAI 2023).

The perspective of being in a highly salient alliance agreement with a major power and understanding the political

realities of being the weaker party to that alliance makes South Korean respondents appropriate for evaluating my

theoretical argument.

It is important to note that this experiment occurred during an exceptional political moment within South Korea.

In Dec 2024, President Yoon declared martial law, prompting mass protests and civil unrest (Klug 2024). While my

theoretical argument does not explicitly address domestic politics, the current political environment in South Korea may

heighten respondent sensitivities to questions regarding leader reliability and alliance relationships. While research

directly tying domestic unrest to foreign policy opinions is relatively scant, Bowler and Karp (2004) note that political

scandals undermine trust in democratic institutions, which may, in turn, undermine faith in international institutions

generally. As such, the results of this study may reflect both the influence of the assigned treatment and the effects of

the pre-treatment impact of civil unrest at the time of the survey experiment.
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Survey Design

At the start of the survey experiment, I presented respondents with information associated with two Countries (A and

B). This information describes the alliance relationship between the two states and identifies Country A as the more

powerful state. Next, the scenario describes the alliance’s defensive role and lists four specific terms codified within

the agreement. The terms included in this scenario are nearly identical to those in the US-South Korean defense

agreement (Mutual Defense Treaty between the US and the Republic of Korea 1953).

Survey Text

• For many years, Country A and Country B have shared a military alliance.

• Country A is a global power. It has national interests around the world.

• Country B is a smaller power. Its main interest is countering a hostile state on its border.

• Country A provides security to Country B. Country A supplies most of Country B’s military equipment, training,
and has stationed a significant number of troops in Country B.

• Country B provides Country A basing locations to store additional equipment and troops, allowing Country A
to protect its interests in the region.

• The two countries regularly share military intelligence and conduct joint exercises.

• There are Four Central Terms to the alliance agreement between Country A and Country B:

1. The alliance is defensive and only activates if either country is attacked.
2. The attack must occur within a vaguely defined area that includes Country B and its regional surroundings.
3. Both countries must consult each other before any major military actions in the region.
4. Country A may station troops in Country B and has access to Country B’s land, air, and sea for military

purposes.

After receiving the scenario information, I randomly assigned respondents to one of three treatment groups: a

control, a reliable, and an unreliable treatment. Within each treatment group, I informed respondents that Country

A had completed an election for its new leader, a characterization of the leader’s campaign, and information about

their attitude towards international cooperation and the alliance between Country A and Country B. Additionally,

respondents received a statement pulled from the leader’s acceptance speech explicitly stating the leader’s view on

alliances and their opinion of the agreement between A and B. For the control group, I identified the leader as the

incumbent. The hypothetical acceptance speech statement did not discuss attitudes toward foreign relations but

centered on domestic infrastructure, healthcare, and education issues.

Survey Text

Unreliable Actor
The election for national leader for Country A has just concluded. The winner ran a chaotic campaign filled with
divisive and dishonest statements. During the campaign, the newly elected leader, along with members of their political
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party, questioned the value of working with other countries on global issues, raising doubts about their commitment
to international cooperation generally and the alliance between Country A and Country B specifically. During their
acceptance speech following their election, the newly elected leader made the following statement:

"International alliances are only valuable to the extent they support our interests. If agreements, like
the defensive alliance between our Country and Country B, do not add value, we must reevaluate the
exchange of training, supplies, and support between our two countries."

Reliable Actor
The election for national leader for Country A has just concluded. The winner ran a well-ordered campaign filled
with inclusive and honest statements. During the campaign, the newly elected leader, along with members of their
political party, emphasized the value of working with other countries on global issues, reaffirming their commitment
to international cooperation generally and the alliance between Country A and Country B specifically. During their
acceptance speech following their election, the newly elected leader made the following statement:

"International alliances are immensely valuable as they support our interests around the world. Alliances,
such as the one between our country and Country B, are critical to maintaining stability and security, and
I remain committed to fostering this relationship as part of my administration."

Control Actor
The election for national leader for Country A has just concluded. The incumbent leader was re-elected. During their
acceptance speech following their re-election, the leader made the following statement:

"I pledge to continue the work we accomplished during my administration’s first term in office. We will
continue developing our infrastructure, improving our healthcare system, and investing in the education
of our citizens."

While I used a hypothetical naming convention for the two states within this experiment, the similarity of the alliance

agreement, coupled with the salience of the US-South Korean relationship within South Korean politics, respondents

likely imagined the US as Country A within this experiment. While South Korean opinion of the US-South Korean

relationship has remained generally stable, South Koreans tend to view President Trump with less confidence than

past presidents (Wike et al. 2024). Estimating the combination of Trump’s election, the salience of the US-South

Korean relationship, and the assignment to the "unreliable" treatment group, I anticipate the effects of the "unreliable"

treatment are much more potent than either the "control" or "reliable" treatments.

Following the scenario descriptions. I next include two attention checks to assess the quality of the survey responses
54. The first attention check asked respondents to identify the global power within the scenario. One hundred thirty

individuals failed this attention check. The second attention check asked respondents whether the alliance agreement

was offensive or defensive. Two hundred twenty-four individuals failed this attention check. I removed any individuals

who failed one or more attention checks from the survey.

After the attention checks, I asked respondents to identify their level of agreement with 12 different statements.

The first two statements generally deal with perceptions of reliability for the new leader and Country A. The first

statement serves as a manipulation check to assess the effectiveness of the treatment. The second statement evaluates
54Abbey and Meloy 2017
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how perceptions of a leader’s reliability influence respondents’ views of the country. I provide the survey text below:

Survey Text
How much do you agree with the following statements:

• Country A is a reliable alliance partner.

• The new leader of Country A is a reliable leader.

Following these statements, respondents received a statement about the level of reputational harm they

expected Country A to suffer if it failed to fulfill its alliance obligations. There were six response options: No

Damage, Minimal Damage, Some Damage, Moderate Damage, High Damage, and Severe Damage. Including this

statement as part of the survey indicated how respondents might punish reneging based on their perceptions of the leader.

Survey Text
Failing to support Country B in a conflict would harm Country A’s international reputation.

Next, respondents received the following statements. I present these statements altogether but randomize the order

within the text block.

Survey Text
Given the outcome of the election, how much do you agree or disagree with the following statements:

• Country B can trust Country A to come to its aid in the event of a conflict.

• Country B should divert resources to build up its own military capability.

• Country B should renegotiate its security alliance with Country A.

• Country B should decrease its military integration with Country A.

• The alliance agreement keeps Country B secure.

I designed these statements to evaluate multiple alliances and alliance behavior topics. Combining responses

regarding Country B’s trust in Country A with the prior statement related to reputational harm, I gained insight into

how variation in reliability can impact the trust between states. Increasing domestic military capability indicates a

desire to cultivate security apart from the alliance partner, while decreasing military integration indicates the state’s

desire to decrease its reliance on the partner state and a greater desire for security autonomy. Lastly, the statements

on alliance security and alliance renegotiation are central to the theoretical argument that the leader reliability of

alliance partners influences how states perceive their own security, and lower reliability can undermine that trust,

leading to renegotiation-seeking behavior. The next section of the survey explored how states might renegotiate the

alliance agreement. Four statements are included in this section. Two evaluate changes in precision within the alliance

agreement, and two are associated with changes at the institutional level. Respondents evaluate how specific changes
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make Country B more or less secure following the election in Country A. As with the previous statement block, I

present these statements as a single text block but randomize the order of the individual statements.

Survey Text
Given the outcome of the election in Country A, Country B would be more secure if:

• The alliance more precisely defined the geographical area as part of the terms of the agreement.

• Country B restricted Country A’s rights to station military forces in its country.

• Country B restricted Country A’s access to its land, air, and sea.

• The agreement provided more specific details on when Country A would be required to support Country B in a
conflict.

Table 3.1 below provides an overview of my testable hypotheses, along with the survey statements intended to

evaluate them. For each of my hypotheses, I assess whether the model results for each statement support the anticipated

outcome. The hypothesis is confirmed if both relevant statements align with my theorized outcome. If neither statement

aligns, then the hypothesis is not confirmed. If only one statement aligns, then I characterized the results as mixed.

For all statements, excluding reputational harm, respondents indicated on a 6-level Likert scale how much

they agreed with each statement. The six response options were: strongly disagree, disagree, slightly disagree,

slightly agree, agree, and strongly agree. When reviewing the frequency distribution for each statement, I noted that

respondents rarely indicated a level of agreement at the extreme ends of the spectrum. 55 To mitigate the effects

of sparse data, I collapsed the 6-level Likert scale into a 4-level scale by combining the "strongly disagree" and the

"strongly agree" with the "disagree" and "agree" levels, respectively. For the reputational harm statement, I collapsed

the 6-level responses into four levels to address sparse data at the extreme ends of the response spectrum, combining

the "No Damage" and "Severe damage" into the "minimal damage" and "high damage" levels. I provide the distribution

of 4 level responses for each statement in Table 3.2 below.

Results

To facilitate readability, I report my models thematically. Of note, an incumbent victory serves as the reference group

for all model results. First, I interpret the results concerning trust. As part of this section, I assess respondents’

views of Country A as a partner (Country Trust) and expectations that Country A will fulfill its alliance obligations

(Alliance Trust). Next, I evaluate respondents’ views of self-reliance. This section includes statements related to

shifting domestic investments to increase military capacity (Military Investment) and adjusting the level of military

integration between the alliance partners (Alliance Integration). In the section on security and renegotiation, I evaluate

respondents’ perceptions of the security provided by the alliance (Alliance Security) and the desire to renegotiate the

terms of the agreement (Renegotiation).
55See Appendix C2 – C13 for frequency distribution figures for each individual statement.
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Following this section, I evaluate two aspects of the alliance agreement and ask respondents how altering the

agreement may improve Country B’s security. The first section deals with respondents’ attitudes toward adjusting the

level of institutionalization with the alliance agreement, specifically in terms of basing rights (Basing Restriction) and

access to Country B’s infrastructure (Access Restriction). Lastly, I examine respondents" preferences concerning the

level of precision within the alliance agreement. In this section, respondents reported their attitudes toward increasing

the precision of the geographic description within the alliance (Geographic Precision) and the requirements outlining

support requirements for Country A (Activation Precision).

For each statement, I fit four ordinal linear regression models: a 6-level response model, a 4-level model, and an

additional model for each response level, which included controls for gender and age level. To assess the quality of each

model, I evaluated both the proportional odds assumption56 and AIC scores.57 Across each model, the 4- level models

represented a much better fit for the data.58 Although including controls improved AIC scores in some instances, the

improvement was minor. To ensure consistency across outcomes, I elected to report the findings from the 4 -4-level

models without controls.

Across all models, there was no statistically significant differences between respondents assigned to the Reliable

treatment and those in the Incumbency control group. These results are consistent with the findings from the

manipulation check. I asked respondents to indicate their level of agreement with the statement, "The new leader of

Country A is a reliable leader." Compared to the control group, respondents within the unreliable treatment group

were significantly more likely to disagree with the statement (𝛽 = ˘1.16, 𝑝 < .01). Although individuals who received

the reliable treatment reported higher levels of agreement, there was no statistically significant difference between

these individuals and the control group (𝛽 = 0.26, 𝑝 = .14). As the control group represented an incumbent victory,

this may indicate an assumption of reliability associated with incumbency. Further differentiation between a control

scenario and a reliable leader scenario may offer more significant insights in future experiments.

Trust

Concerning trust (Reported in Table 3.3 below), respondents assigned to the Unreliable treatment, compared to

the control treatment (Incumbency), were significantly less likely to agree that Country A was a reliable ally

(𝛽 = −0.872, 𝑝 < 0.01) and significantly less likely to believe Country A would fulfill its obligations in the event of a

conflict (𝛽 = −0.889, 𝑝 < 0.01). Figure 3.1 represents predicted probabilities related to respondents’ perceptions of
56Brant test results available upon request
57See Appendix C27 Table C27.1 for AIC scores
58Of note, two of the ordinal logistic models —Military Integration and Alliance Security— failed the proportional odds assumption. I re-estimated

these models using a generalized ordered logit (GOL) model to assess their robustness (See Appendix C26 Table C26.1 and C26.2. For each model,
the direction and significance of the treatment effects remained consistent. Within the GOL models, the treatment was insignificant at the lower
end of the agreement range (e.g. “disagree” to “slightly disagree”), but was significant at upper end (e.g. “slightly agree” to “agree”). Given the
substantive results remain stable across the ordinal logistic and GOL models, I elected to report the 4-level models to maintain consistency within
my results.
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trust in Country A. The left side of the plot represents the predicted level of agreement that Country A is a reliable

alliance partner. The plot on the right represents the predicted level of agreement that Country B can trust Country

A to provide support in the event of a conflict. Each plot has three columns representing the three treatment groups.

Each color within the stacked bar plot corresponds to a response level in the survey. As anticipated based on the model

results, respondents within the unreliable treatment groups are much more likely to either disagree or slightly disagree

that Country A is a reliable ally and will honor its alliance commitments. These results indicate that when individuals

perceive a leader as unreliable, this effect carries over into respondents’ view of the country in general. Based on

these results, I find support for my hypothesis that as the leadership of a strong country within an alliance agreement

(Country A) becomes more unreliable, weak state trust in the alliance decreases.

Of note, however, the level of leader reliability did not impact the reputational harm respondents assigned to

Table 3.3: Trust Model Regression Results

Country Trust Alliance Trust
(1) (2)

Reliable 0.045 −0.236
(0.177) (0.176)

Unreliable −0.873∗∗∗ −0.889∗∗∗
(0.183) (0.182)

Observations 642 642
Note: Standard errors in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01

reneging on alliance agreements. Although respondents in the reliable treatment group reported slightly higher levels

of anticipated harm from reneging (𝛽 = 0.183) compared to individuals assigned to the unreliable treatment group

(𝛽 = 0.084), the results were not statistically significant. Respondents’ beliefs regarding the reputational costs of

abandonment remained relatively stable, regardless of a leader’s perceived reliability.

National Self-Reliance

Concerning respondents’ attitudes towards self-reliance, (See Table 3.4) treatment assignment had minimal impact

on respondents’ level of agreement regarding military investments. Although individuals in the reliable treatment

expressed slightly higher levels of support for increasing military investment (𝛽 = 0.162), their views were not

significantly different from their counterparts in the unreliable treatment (𝛽 = 0.067).

In contrast, exposure to unreliable leaders significantly positively impacted respondents’ attitudes to decreasing

military integration between Country A and Country B (𝛽 = 0.698, 𝑝 < 0.01). Figure 3.2 supports these findings,

depicting the predicted levels of agreement regarding military investment and alliance integration across treatment
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Figure 3.1: Predicted Respondent Agreement Level: Trust.

Table 3.4: National Self-Reliance Model Regression Results

Military investment Alliance Integration
(1) (2)

Reliable 0.162 0.188
(0.185) (0.170)

Unreliable 0.067 0.698∗∗∗
(0.193) (0.181)

Observations 642 642
Note: Standard errors in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01

groups. On the left side of the plot, the figure highlights the consistency of respondents’ attitudes towards military

investment, regardless of treatment assignment. Across the board, respondents agreed that Country B should increase

its military investments. On the right side of the plot, views on military integration are much less consistent, with

individuals assigned to the unreliable treatment predicted to report much higher levels of agreement that Country B

should decrease its military integration with Country A than individuals in either the reliable or control groups.

These results make sense within the context of South Korean security. The proximity of North Korea makes

military investments worthwhile regardless of the quality of an alliance partner. Additionally, respondents may look

at military investments as a separate category from the alliance partnership. Military spending is a domestic act that

promotes a state’s security. More simply, the state is looking out for itself.

Regarding alliance integration, however, there is a relational aspect to consider. If the ally is unreliable, there is a
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Figure 3.2: Predicted Respondent Agreement Level: National Self-Reliance.

risk that the partner states are actively undermining their own security. In this instance, decreased integration provides

the weaker state with greater insulation from the unreliable ally. Based on these results, I find partial support for my

hypothesis that as the strong state leader becomes more unreliable, weak state partners pursue greater self-reliance.

Alliance Security and Renegotiation

Exposure to an unreliable leader significantly affected a respondent’s level of agreement concerning the security

provided by the alliance and their attitude toward renegotiation (See Table 3.5 for results). Individuals assigned to

the unreliable treatment group reported statistically significant lower levels of agreement (𝛽 = −0.766, 𝑝 < 0.01).

Consistent with these security concerns, individuals expressed significantly higher levels of agreement that Country B

should renegotiate the agreement when they viewed the new leader as more unreliable (𝛽 = 0.487, 𝑝 < 0.01).

Figure 3.33 helps to illustrate the relationship. In the predicted probability plot below, the left side depicts

respondents’ views regarding the level of security the alliance agreement provides. Individuals in the control and

reliable treatment groups have nearly identical predicted levels of agreement that the alliance keeps Country B secure.

Among those in the unreliable treatment, however, predicted disagreement increased substantially. A similar pattern

emerges on the right side of the plot, where individuals in the unreliable treatment express more significant levels of

agreement that Country B should pursue renegotiation.
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Table 3.5: Alliance Security and Renegotiation Model Results

Alliance Security Renegotiation
(1) (2)

Reliable 0.001 0.036
(0.179) (0.173)

Unreliable −0.766∗∗∗ 0.487∗∗∗
(0.186) (0.183)

Observations 642 642
Note: Standard errors in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01

Figure 3.3: Predicted Respondent Agreement Level: Security and Renegotiation.

These findings align with previous results regarding trust. When the allied leader demonstrates greater unreliability,

the weaker alliance partner expresses strong concerns that the alliance does not provide the desired level of security.

Within the framework of the security-autonomy trade-off, this suggests that the weak state is no longer receiving the

appropriate value for its autonomy concessions and would logically seek to adjust the alliance relationship in response.

Of note, even though individuals in the unreliable treatment reported greater levels of disagreement regarding their

belief that the alliance kept Country B secure, nearly 75% of the time, respondents were predicted to agree or slightly

agree, indicating an underlying faith in the alliance agreement despite reliability concerns. Likewise, although

individuals exposed to the unreliable treatment exhibited more significant support for renegotiation, all respondents

across the treatment groups favored updating the agreement, suggesting a broader preference for adapting alliance

terms regardless of leader reliability. Overall, these findings support my hypothesis that as the strong state leadership
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becomes more unreliable, the level of security provided by the alliance agreement would decrease.

Institutionalization

Having established that respondents favor alliance renegotiation, I evaluate the specific aspects that individuals prioritize

as part of the renegotiation. Focusing first on institutionalization within the agreement, I assess respondents’ attitudes

towards basing and access restrictions on Country A (See Table 3.6). Regarding both basing (𝛽 = 0.645, 𝑝 < 0.01)

and access restrictions (𝛽 = 0.507, 𝑝 < 0.01), respondents demonstrated significantly higher levels of agreement that

restrictions made Country B more secure when Country A’s leader demonstrated greater unreliability.

Table 3.6: Institutionalization Model Results

Basing Restrictions Access Restrictions
(1) (2)

Reliable 0.165 0.230
(0.172) (0.173)

Unreliable 0.645∗∗∗ 0.507∗∗∗
(0.180) (0.180)

Observations 642 642
Note: Standard errors in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01

Figure 3.4 illustrates these patterns through predicted probabilities. On the left side of the plot, which depicts

predicted levels of agreement regarding basing restrictions, over half of the respondents within the unreliable treatment

are predicted to agree with limiting Country A’s basing rights. This pattern remains consistent in the right-side plot,

where individuals in the unreliable treatment group exhibit elevated levels of agreement towards restricting access to

Country B’s land, air, and sea resources and infrastructure.

One notable difference between respondents’ attitudes towards basing and access restrictions is the level of

agreement across the treatment groups. Generally, respondents favored basing restrictions over access restrictions.

These findings are slightly surprising considering prior research on the value of using troop mobilization to reassure

allies through sunk costs (e.g., Fearon 1997). If, however, we view troop basing as an autonomy concession on the

part of Country B, the pattern becomes more understandable. Respondents may have perceived troop basing as a

more salient autonomy concession than access rights. Additionally, basing may have felt more tangible and familiar

to respondents than access rights, which are more theoretical in nature. Regarding these results, I find support for my

hypothesis that during renegotiations with an unreliable strong state partner, the weak state will decrease the level of

alliance institutionalization.
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Figure 3.4: Predicted Respondent Agreement Level: Institutionalization.

Precision

The final theme I discuss is the degree of precision within the alliance agreement. In contrast to my expectations,

when the strong state leader demonstrated greater unreliability, respondents decreased their support of more precise

alliance terms (See Table 3.7). Within the unreliable treatment group, individuals expressed a significantly lower

level of agreement that more precise conditions outlining the geographical boundaries of the alliance agreement made

Country B more secure (𝛽 = −0.521, 𝑝 < 0.01). This pattern also held true for precise support conditions, with

respondents reporting statistically lower levels of agreement.(𝛽 = −0.403, 𝑝 < 0.01)

Table 3.7: Alliance Precision Model Results

Geographic Precision Activation Precision
(1) (2)

Reliable −0.194 −0.075
(0.177) (0.181)

Unreliable −0.521∗∗∗ −0.403∗∗
(0.183) (0.185)

Observations 642 642
Note: Standard errors in parentheses. ∗𝑝 < 0.1; ∗∗𝑝 < 0.05; ∗∗∗𝑝 < 0.01

Figure 3.5 highlights some important nuances regarding respondent’s attitudes regarding precision. Using predicted
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probabilities, the left side of the plot depicts the respondents’ level of agreement regarding more precise geographical

conditions. Although individuals in the unreliable treatment group demonstrate lower levels of agreement, respondents

heavily favor increasing the precision of the alliance terms across all treatment groups. Regarding support conditions

depicted on the right side of the plot, the consistency of thought across treatment groups is even stronger. Even though

exposure to an unreliable leader decreased an individual’s level of agreement, over 75% of respondents across treatment

groups felt that increasing the precision of the support conditions within the alliance would make Country B more

secure. In light of these findings, however, I do not find support for my hypothesis that when the strong state leader

becomes more unreliable, weak states increase the level of precision within the alliance agreement.

Figure 3.5: Predicted Respondent Agreement Level: Alliance Precision.

Conclusion

The results of this survey experiment raise an important question regarding the relationship between reputational

damage and reneging on an alliance agreement: Does reputational damage stem merely from the act of reneging or

is the impact of reneging heightened when the agreement is more precise? While I isolate the effects of precision on

reputational damage, it is unlikely that all prospective allies or adversaries are deeply analyzing the specific texts of the

alliance agreements. Instead, reneging has both a direct and an indirect effect on actors depending on their relationship

with the reneging state.

For an ally within the reneging states’ alliance network, reneging on a clear, precise agreement, especially if it

resembles their agreement, likely results in sizable damage to the offending state’s reputation. Presumably, these states
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possess greater insight into the obligations of the violated agreement. Additionally, they are more sensitive to what the

state’s failure to abide by those agreements signals for future reliability.

For prospective allies or adversaries, the effects of reneging on a precise agreement are likely indirect. Three features

characterize precise agreements: they clearly articulate party obligations, it is easier to identify when violations occur,

and it is more difficult to excuse violations. Based on these characteristics, prospective allies and adversaries—even

without an extensive reading of the agreement— may notice when allies violate this type of agreement due to the

clarity of the breach and the reaction from the abandoned ally. Precision functions as a signal in two ways: it clarifies

the obligations of the original agreement, and it enhances the reputational costs of non-compliance. As a result,

prospective allies may adjust their approach to future alliance negotiations, increasing their reluctance to concede

security autonomy. Additionally, potential adversaries may view subsequent agreements with increased skepticism,

anticipating lower levels of commitment from the reneging state across a broader range of alliance agreements.

All survey experiments and research have limitations; this study is no exception. First, this study focused heavily

on military-related alliance interests and sampled exclusively from South Korea, a highly militarized democratic

country with mandatory conscription. Due to its conscription policy, a sizeable portion of the population has military

experience, which may uniquely shape respondents’ attitudes toward alliance relations. Additionally, as only males

are required to serve, the potential that military experience and gender combine in unanticipated ways, potentially

obscuring the independent effects of either characteristic. Re-running this experiment in another country, such as

Japan, where the regional threat remains salient but military service is voluntary, may help clarify the effects of gender

and military experience on alliance attitudes.

Second, although I discussed the high possibility that respondents pictured the US and South Korea as Country

A and Country B respectively, the use of a hypothetical leader example may not fully reflect the complexity of

real-world politics. Additionally, the lack of distinction between the control and reliable treatment effects suggests

robust perceptions of reliability regarding incumbent leaders. Explicitly identifying the US and South Korea as the

countries of note within the experiment or framing the leaders as prior incumbents embarking on a second term

while holding the reliability and unreliability description consistent may help respondents conceptualize the alliance

relationship and generate a more significant disparity between the treatment groups.

The survey results highlight how an unreliable leader can influence the perceptions and decisions of other states. At

the onset of this study, I sought to demonstrate how variation in the perceived reliability of an incoming leader might

impact the alliance relationship between two states. I anticipated states would be willing to deepen their agreements

with a reliable partner and insulate themselves from an unreliable one. After analyzing the results, however, I found

mixed levels of support for my argument. While the presence of an unreliable leader did decrease the level of trust

between allied partners and incited alliance renegotiation preferences, the characteristics of the alliance renegotiation

ran counter to my expectations. Instead of leveraging greater precision to bind an unreliable alliance partner more
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tightly, respondents associated it with lower levels of anticipated security. Additionally, I found little support for the

argument that states would decrease alliance institutionalization to recoup autonomy losses. Contrary to my initial

assumptions, variation in leader reliability is more nuanced than anticipated.

Although the specific characteristics associated with the alliance renegotiation did not align with my hypotheses,

this study produced some findings with policy implications. Of note, the presence of an unreliable leader corresponded

with greater levels of agreement in favor of alliance renegotiations. Contrary to other forms of diplomatic renegotiation,

military renegotiations appear grounded in faltering trust between partners. For a policy practitioner, these findings

may prove insightful. Alliance partners often seek avenues to communicate fluctuating desires and interests, and

pressure from an ally may indicate that the level of trust and commitment is faltering. Military integration was the

most substantial effect noted in this study (apart from trust). Fundamentally, alliances are vehicles to improve the

capability and effectiveness of the combined military. Integration is central to enhancing this capability. The presence

of an unreliable leader dramatically impacts the desire for an allied partner to continue integrating. In the context of

the US-South Korean alliance, this could directly impact critical aspects of the alliance agreement, such as training,

military exercises, and logistical support. Undermining any of these aspects of the military relationship, in conjunction

with the effect unreliability had on preferences towards basing restrictions, could have long-ranging impacts on the

ability of an alliance of that nature to remain effective in a crisis.

This study offers several new insights, but it also reveals avenues for future research. This study limited its focus

to questions of precision and institutionalization as part of an alliance agreement. However, states may not interpret

alliance agreements in this manner. The hesitation associated with increasing the precision of an alliance agreement

may indicate that the effect of more precise alliance agreements has a curve. Moving from vague conditions towards

more precise ones may improve security up to a point beyond which any additional security gains may be neutral or

even harmful. Exploring the nature of this curve may provide greater insight into the dynamics of vague commitments

and their impact on security between states. Lastly, this study examined the effect of reliability from the perspective

of the smaller states within an alliance agreement. Examining reliability from the viewpoint of the strong ally may

produce differing effects. While an unreliable strong partner may induce renegotiation efforts, an unreliable junior

partner may result in greater coercion or direction. Investigating how unreliability influences weak and strong allies

provides an interesting area for continued research.
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CONCLUSION

Within this dissertation, I sought to understand better a central question within alliance politics: How do states,

dealing with competing concerns regarding abandonment and entrapment, craft their alliance agreement? President

Rhee’s struggles to procure a stable, binding agreement with the United States following the end of the Korean War

highlights the strategic limits of a weak state’s ability to address its abandonment concern effectively. Yet, despite US

reluctance, President Quirino’s success in extracting an formal (albeit vague) mutual defense agreement demonstrates

that weak states engaging in bilateral alliance negotiations are not completely powerless in pursuing their desired

outcomes.

Each case highlights strong and weak states’ fundamentally different approaches regarding alliance negotiations

and relationships. Strong states often resist agreements with clearly defined roles and support obligations, instead

favoring alliances that grant them greater flexibility and control to prevent entrapment. Weak states, who recognize

their dependence on external support for security, press for explicit agreements with more binding terms to mitigate

their abandonment concerns. The resulting negotiations reflect this central tension. History demonstrates that weak

states often find themselves at a strategic disadvantage within the alliance negotiation process. However, the Philippine

example reveals that they can still shape the resultant agreement meaningfully.

To better make sense of the dynamic between weak state abandonment concerns and strong state entrapment fears,

I explore two specific mechanisms states use within the alliance negotiation process: Precision and Institutionalization.

Precision reflects the degree to which the language and conditions of the agreement restrict state response options once

an agreement activates. Institutionalization encompasses the rules, regulations, and structures within the agreement.

Each of these mechanisms serves different purposes, and states do not employ their usage randomly. Instead, they use

them strategically based on how large or small they perceive the abandonment and entrapment risk the prospective ally

represents.

Before deciding the level of precision or institutionalization within the alliance agreement, states must determine

the degree of risk their potential partner poses. I argue that state reliability represents the best way to evaluate this risk.

From a strong state perspective, a reliable partner will not act in a way that unnecessarily antagonizes a potential threat

or exposes the alliance to unnecessary risk. Conversely, for a weak state, a reliable partner is one who will fulfill its

alliance agreements when necessary. Within this project, characteristics such as prior alliance violation, peacefulness,

political stability, and political similarity serve to inform state perceptions of reliability. If a state demonstrates a

history of prior reneging on agreements or possesses a notably different political system, it may represent a greater

abandonment risk. If the state often finds itself embroiled in conflict or demonstrates unstable domestic characteristics,
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it may pose a greater entrapment risk. Based on these characteristics, states evaluate their prospective partner and

determine the level of risk they represent.

States’ assessments based on partner reliability directly influence how they structure the alliance agreement. When

weak states perceive their stronger partners as unreliable or moderately reliable, they push for greater levels of precision

within the agreement to mitigate their abandonment concerns (Chapter 1). Precision shapes how the alliance partners

understand and evaluate their obligations within the agreement. Agreements that include these precise conditions

increase a strong state’s commitment toward the alliance (Chapter 2). The enhancing effect of precise agreements on

expectations of reputational harm from reneging points to a possible cause of this increased commitment (Chapter 2).

As the strong state demonstrates high reliability, the risk of abandonment declines, and the need for restrictive language

decreases (Chapter 1).

For strong states, institutionalization provides a means to better corral weak state behavior. When a weak state

demonstrates low reliability, strong states may embed rules and regulations, such as command authority or consultation

requirements, to minimize its ability to act unilaterally (Chapter 1). As the weak state becomes more reliable, these

types of restrictions become unnecessary, as strong states trust their ally will not act recklessly.

Once both the weak and strong states demonstrate a certain reliability level, the dynamics of the alliance formation

process shift. An alliance agreement is more likely when each state views the other as a reliable partner (Chapter

1). These types of alliances often represent strategic value, and the depth of the alliance — reflects both the level

of precision and institutionalization within the agreement—, which increases in turn (Chapter 1). Within these types

of cases, the precise conditions remain in place, as weak states are reluctant to expose themselves to an existential

abandonment risk. Additionally, institutionalization levels also increase—not necessarily to constrain entrapment risks,

but as a means of enhancing the alliance’s operational capacity. In these cases, the states invest in the alliance through

institutionalization structures like intelligence sharing, joint training, arms agreements, and joint planning. To this end,

these types of features represent not a means of controlling reckless behavior by an ally but a method of improving

capability.

I assumed that these deeper alliance agreements would produce a greater deterrent effect. As an agreement

between mutually reliable states and strengthened by both precision and institutionalization, it stands to reason this type

of relationship would serve as a credible signal to adversaries, making them reevaluate their chances of succeeding in a

conflict against an integrated and clearly defined alliance. Yet, my findings did not align with this assumption. Instead,

as the alliance agreement deepened, the likelihood of conflict increased (Chapter 1). This finding suggests that depth

while representing a more robust commitment between two reliable states, may represent a strategic threat to the states

in opposition to the allies. Additionally, deeper agreements may increase the participants’ confidence and lead them to

behave more assertively within foreign relations. The outcome of this dynamic is that alliance depth may reshape the

strategic environment in ways that incite conflict.
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But even the deepest alliances are only as stable as the states within them. Although the frameworks of these

agreements may remain quite firm, the structures, rules, and regulations within them provide states a means to respond

to changes in reliability. A strong state, once viewed as a reliable partner, can become unpredictable within a very short

span, leaving allies to question the value and security provided by the agreement (Chapter 3)—President Trump’s first

term and reelection campaign in 2024 display this dynamic. When reliability shifts, it forces the states to reassess their

level of abandonment and entrapment risks, which can drive them to recalibrate the terms of the alliance agreement

(Chapter 3). I had anticipated that weak states would also seek to clarify the obligations within the alliance, pressing for

greater precision. However, my findings did not support this assumption. Rather, gaining greater autonomy and control

by restricting access to basing and critical infrastructure produces a greater sense of security (Chapter 3). Notably,

weak states’ efforts to recoup their own autonomy may come at the cost of undermining strong state commitment to

the agreement (Chapter 2).

This dissertation makes several contributions to the study of alliance formation and politics. First, it challenges the

assumption that weak states are passive participants in the alliance formation process. Instead, weak states actively

push for greater clarity regarding strong state commitments and achieve some manner of success, especially when the

strong state ally possesses a reputation for poor reliability (Chapter 1). Moreover, my results demonstrate that precision

levels is most influence not by weak state reliability—which would align with the argument that strong state restrict

precision to counter entrapment–but by strong state reliability. This result contradicts the assumption that strong states

unilaterally impose vague agreements unto weak state allies.

Second, this project provides evidence that precision remains a valuable tool for weak state alliance negotiations.

Although after-the-fact messaging by leaders lies beyond the scope of this study, my results indicate that precise

agreements enhance both strong state commitment and the expectation of reputational harm. Most notably, the effect

of precision was greater than the effect of external threat on both outcomes (Chapter 2). Additionally, the curvilinear

relationship between strong state reliability and precision suggest states simply maximize its usage, but instead leverage

this mechanism strategically.

Third, it examines alliance renegotiations, an understudied aspect of alliance research. Although research often

explores the alliance formation process, this study looks at how variation in ally reliability can influence the attitudes

and perceptions toward the alliance relationship. Additionally, my findings show that declining trust leads not to

changes in precision but a preference for renegotiating the level of institutionalization within the agreement (Chapter

3).

This study is not without its limitations, however. Although this project advances precision and institutionalization as

useful mechanisms for understanding alliance negotiations, there is room for improvement. This study’s coding for each

concept remains in line with prior works. However, both would benefit from greater clarity and granularity concerning

the individual conditions and obligations within alliance agreements. Further research into the specific subcomponents
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of alliances—such as activation clauses, joint planning agreements, and operational control regulations—might reveal

greater insights. Pulling in scholarship from other disciplines with a long history of examining the text of legal

agreements and evaluating the impacts of organizational structures—such as legal studies, industrial-organizational

psychology, or strategic communications—may produce interesting results. This study focused exclusively on

bilateral, asymmetrical alliances, and the dynamics between reliability, precision, and institutionalization may differ in

multilateral agreements or within alliances with greater power parity.

Lastly, this study examined precision’s impact on attitudes and perceptions, but the greater question concerns its

impact on behavior. Although individuals may feel that precision increases their commitment level, are they willing

to punish leaders if they break more precise agreements? Does precision and institutionalization impact how leaders

negotiate other aspects of foreign policy, or does it impact how military officers plan for and engage in conflict?

Exploring how changes in attitudes and perceptions impact behavior represents a logical next step from the work

presented here.

The results I present here propose just as many questions as they answer. First, within these studies, I look at

alliance agreements in isolation, focusing exclusively on the relationship between the states. However, alliances rarely

function independently, and often, strong states cultivate expansive alliance networks. States regularly form alliances in

response to the ratification of other agreements, so evaluating these agreements within the context of the larger network

may provide greater insight into the alliance negotiation dynamics at play. Concerning negotiation dynamics, much of

the alliance negotiation research remains limited by the static nature of the current data available. Although the ATOP

dataset provides a wealth of information, it only includes data from the finalized alliance agreement. Due to this,

scholars have little insight into the intricacies of the negotiation itself. Information on what states offered versus what

they rejected provides invaluable insight into how states approach this process. Engaging in a deeper qualitative analysis

of one or more of the most prominent alliances discussed in this project would assist in revealing more about the nature

of alliance negotiations. Additionally, while this study shows that attitudes regarding alliance negotiations ebb and

flow in response to the perception of reliability, little work exists on how these renegotiations occur. Generally, alliance

agreements are sticky, rarely changing over time. However, the conditions within the alliance relationship often evolve,

as with the US-South Korean relationship. Using Defense Cooperation Agreements, Memorandums of Understanding,

and Status of Forces agreements, states might adjust and balance the levels of precision and institutionalization within

the alliance relationship without disrupting the strategic agreement. Understanding how these mechanisms influence

the alliance relationship may provide valuable insight into the alliance renovation literature.

Although many of the core concepts examined within this study—such as abandonment, entrapment, and

reliability—are familiar to policymakers, this work offers a more refined understanding of how the mechanisms

of precision and institutionalization can influence state behavior. First, it highlights that weak states are not purely

passive receivers of security guarantees who hope strong states abide by their agreements. Instead, weak states can
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influence alliance obligations using precision, enhancing strong state commitment to the agreement.

Additionally, this project highlights how precision can have an even greater impact on alliance commitments than

external threats, demonstrating the strength that alliance design has on perceptions of obligations. Most critically, the

results highlight the impact of state reliability as a factor within alliance politics. Shifts in the reliability of a leader

directly impact ally perceptions of the alliance’s security value. These shifts can trigger renegotiation preferences,

drastically shaping the alliance’s relationship and operational capacity. Policymakers should note the preference

for shifting the level of institutionalization in response to perceived unreliability. Public declarations of support or

clarification of the level of obligation towards an ally may not garner the level of assurance previously thought. Policy

practitioners should prepare for greater negotiations regarding specific institutional features within the alliance to repair

a damaged alliance relationship.
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SUPPLEMENTARY MATERIAL FOR CHAPTER 1
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Appendix A3

Figure A3.1: State Reliability Distribution

Table A3.1: Breusch-Pagan and RESET Test Results (Model Assumption Diagnostics)

Reliability Model Heteroscedasticity (BP) Non-Linearity (RESET)

Precision:

Strong State (Full) 44.67∗ (𝑝 = 2.0𝑒-10) 108.33∗ (𝑝 < 2.2𝑒-16)

Strong State (Trimmed) 36.37∗ (𝑝 = 1.27𝑒-08) 92.21∗ (𝑝 < 2.2𝑒-16)

Institutionalization:

Weak State (Full) 97.58∗ (𝑝 < 2.2𝑒-16) 4.33∗ (𝑝 = 0.0375)

Weak State (Trimmed) 64.93∗ (𝑝 = 7.96𝑒-15) 16.27∗ (𝑝 = 5.75𝑒-05)

Note: ∗ indicate a statistically significant violation of model assumptions (𝑝 < 0.05).
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Table A4.1: Effect of State Reliability on Alliance Precision (Robust SE)

Full Reduced Basic (Full Sample)
Strong Reliability 1.286∗∗∗ 2.276∗∗∗ 2.370∗∗∗ 1.761∗∗∗

(0.169) (0.196) (0.199) (0.189)
Strong Reliability2 −1.366∗∗∗ −2.056∗∗∗ −2.132∗∗∗ −1.860∗∗∗

(0.161) (0.187) (0.189) (0.183)
Weak Reliability −0.679∗∗∗ −0.484∗∗∗ −0.416∗∗

(0.124) (0.140) (0.146)
Weak Reliability2 0.877∗∗∗ 0.766∗∗∗ 0.453∗∗

(0.151) (0.169) (0.180)
Strong CINC 0.971∗∗∗ 1.281∗∗∗

(0.040) (0.061)
Weak CINC 2.512∗∗∗ 1.653∗∗∗

(0.307) (0.272)
Constant 0.023 −0.244∗∗∗ −0.331∗∗∗ −0.116∗

(0.052) (0.061) (0.049) (0.059)
Observations 1,699 1,699 1,699 1,744
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure A5.1: Effect of Influential Cases: Precision
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Table A6.1: Effect of State Reliability on Institutionalization (Robust SE)

Full Reduced Basic (Full Sample)
Weak Reliability −2.620∗∗∗ −2.486∗∗∗ −2.482∗∗∗ −2.951∗∗∗

(0.173) (0.163) (0.164) (0.200)
Weak Reliability2 2.523∗∗∗ 2.389∗∗∗ 2.423∗∗∗ 2.782∗∗∗

(0.210) (0.200) (0.200) (0.242)
Strong Reliability 0.140 0.039 0.430∗

(0.197) (0.207) (0.242)
Strong Reliability2 0.068 0.135 −0.018

(0.204) (0.214) (0.255)
Strong CINC −0.234∗∗∗ −0.639∗∗∗

(0.068) (0.077)
Weak CINC 1.081∗∗∗ 1.170∗∗∗

(0.292) (0.298)
Constant 0.632∗∗∗ 0.627∗∗∗ 0.676∗∗∗ 0.642∗∗∗

(0.058) (0.059) (0.031) (0.065)
Observations 1,699 1,699 1,699 1,744
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure A7.1: Effect of Influential Cases: Institutionalization
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Table A8.1: Effect of State Reliability on Alliance Depth (Robust SE)

Trimmed Sample Full Sample
Strong Reliability 1.148∗∗∗ 2.080∗∗∗

(0.280) (0.325)
Strong Reliability2 −1.076∗∗∗ −1.820∗∗∗

(0.287) (0.335)
Weak Reliability −3.798∗∗∗ −4.103∗∗∗

(0.223) (0.250)
Weak Reliability2 3.914∗∗∗ 3.965∗∗∗

(0.272) (0.303)
Strong CINC 0.964∗∗∗ 0.911∗∗∗

(0.090) (0.100)
Weak CINC 4.285∗∗∗ 4.093∗∗∗

(0.596) (0.561)
Threat Environment −0.00020∗∗∗ −0.00036∗∗∗

(0.00004) (0.00005)
Constant 0.868∗∗∗ 0.791∗∗∗

(0.078) (0.088)
Observations 1,699 1,744
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Figure A9.1: Effect of Influential Cases: Alliance Depth
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Table A10.1: Relative Importance of Predictors Across Alliance Design Dimensions

Precision Institutionalization Depth
Strong State Reliability 6.89% 1.82% 3.96%
Strong State Reliability2 6.06% 1.91% 3.13%
Weak State Reliability 2.01% 53.17% 25.56%
Weak State Reliability2 2.36% 40.23% 18.41%
Strong State CINC 55.04% 1.20% 23.24%
Weak State CINC 27.63% 1.68% 17.79%
Threat Environment — — 7.91%
Note: Values represent the proportion of model 𝑅2 explained by each predictor using the Lindeman, Merenda, and Gold
(LMG) method, normalized to sum to 100% (Grömping 2006).
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Table A11.1: Heckman Selection Results: Base vs. Trimmed Model (Robust SE)

Base Model Trimmed Model
First Stage: Alliance Presence
Constant −1.339∗∗∗ −1.347∗∗∗

(0.145) (0.147)
Strong State Reliability 5.894∗∗∗ 5.320∗∗∗

(0.471) (0.480)

Strong State Reliability2 −4.720∗∗∗ −4.219∗∗∗
(0.483) (0.493)

Weak State Reliability 0.243 0.661∗
(0.385) (0.397)

Weak State Reliability2 0.342 0.016
(0.454) (0.466)

Strong State CINC 6.442∗∗∗ 6.422∗∗∗
(0.137) (0.142)

Weak State CINC 12.497∗∗∗ 12.797∗∗∗
(0.730) (0.729)

Distance (Log) −0.436∗∗∗ −0.436∗∗∗
(0.009) (0.009)

Threat Environment 0.00060∗∗∗ 0.00071∗∗∗
(0.00007) (0.00008)

Second Stage: External Conflict
Constant 0.032 0.062

(0.063) (0.066)
Alliance Depth 0.303∗∗∗ 0.466∗∗∗

(0.038) (0.049)
Stronger Military Power 1.887∗∗∗ 1.713∗∗∗

(0.106) (0.110)
Weaker Military Power 1.124 0.025

(0.821) (0.850)
Error Terms
Sigma 0.402∗∗∗ 0.389∗∗∗

(0.008) (0.008)
Rho 0.264∗∗∗ 0.209∗∗∗

(0.056) (0.063)
Observations 720,363 720,249
Log-Likelihood −9,481.68 −8,863.29
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table A12.1: Heckman Selection Results: Conflict Type Models (Robust SE)

Threat Only Force Only Fatal MIDs War
First Stage: Alliance Presence
Constant −1.332∗∗∗ −1.332∗∗∗ −1.267∗∗∗ −1.309∗∗∗

(0.148) (0.147) (0.147) (0.148)
Stronger State Reliability 5.238∗∗∗ 5.277∗∗∗ 5.035∗∗∗ 5.139∗∗∗

(0.480) (0.477) (0.477) (0.480)
Stronger State Reliability2 −4.088∗∗∗ −4.179∗∗∗ −3.866∗∗∗ −3.968∗∗∗

(0.492) (0.490) (0.489) (0.493)
Weaker State Reliability 0.512 0.677∗ 0.568 0.545

(0.395) (0.395) (0.394) (0.395)
Weaker State Reliability2 0.131 0.007 0.091 0.099

(0.466) (0.465) (0.464) (0.465)
Stronger State CINC 6.420∗∗∗ 6.430∗∗∗ 6.439∗∗∗ 6.425∗∗∗

(0.142) (0.142) (0.142) (0.142)
Weaker State CINC 12.820∗∗∗ 12.818∗∗∗ 12.756∗∗∗ 12.757∗∗∗

(0.728) (0.728) (0.731) (0.731)
Distance (Log) −0.435∗∗∗ −0.435∗∗∗ −0.436∗∗∗ −0.435∗∗∗

(0.009) (0.009) (0.009) (0.009)
Threat Environment 0.00078∗∗∗ 0.00068∗∗∗ 0.00068∗∗∗ 0.00075∗∗∗

(0.00007) (0.00008) (0.00008) (0.00007)
Second Stage: External Conflict
Constant 0.077 −0.147∗∗ −0.257∗∗∗ −0.135∗∗

(0.072) (0.069) (0.071) (0.063)
Alliance Depth 0.355∗∗∗ 0.483∗∗∗ 0.435∗∗∗ 0.109∗∗

(0.055) (0.051) (0.052) (0.046)
Stronger MMP 0.931∗∗∗ 1.863∗∗∗ 1.849∗∗∗ 1.251∗∗∗

(0.124) (0.114) (0.118) (0.106)
Weaker MMP 2.156∗ 0.813 2.521∗∗ 0.793

(0.952) (0.881) (0.900) (0.805)
Error Terms
Sigma 0.432∗∗∗ 0.410∗∗∗ 0.415∗∗∗ 0.365∗∗∗

(0.008) (0.010) (0.009) (0.007)
Rho −0.025 0.302∗∗∗ 0.259∗∗∗ 0.136∗∗

(0.063) (0.060) (0.062) (0.066)
Observations 720,249 720,249 720,249 720,249
Log-Likelihood −9, 058.61 −8, 911.16 −8, 948.66 −8, 780.45
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table A13.1: Heckman Selection Results: Depth Variations (Robust SE)

I-P (25-75) I-P (33-66) I-P (66-33) I-P (75-25)
First Stage: Alliance Presence
Constant −1.361∗∗∗ −1.350∗∗∗ −1.335∗∗∗ −1.335∗∗∗

(0.147) (0.147) (0.147) (0.147)
Stronger State Reliability 5.365∗∗∗ 5.329∗∗∗ 5.272∗∗∗ 5.268∗∗∗

(0.479) (0.480) (0.479) (0.479)

Strong State Reliability2 −4.289∗∗∗ −4.232∗∗∗ −4.145∗∗∗ −4.140∗∗∗
(0.494) (0.493) (0.492) (0.492)

Weak State Reliability 0.742∗ 0.675∗ 0.590 0.586
(0.396) (0.397) (0.397) (0.397)

Weak State Reliability2 −0.046 0.005 0.069 0.071
(0.465) (0.466) (0.466) (0.466)

Strong State CINC 6.426∗∗∗ 6.422∗∗∗ 6.421∗∗∗ 6.421∗∗∗
(0.142) (0.142) (0.142) (0.142)

Weak State CINC 12.731∗∗∗ 12.788∗∗∗ 12.819∗∗∗ 12.817∗∗∗
(0.730) (0.729) (0.729) (0.729)

Distance (Log) −0.436∗∗∗ −0.436∗∗∗ −0.435∗∗∗ −0.435∗∗∗
(0.009) (0.009) (0.009) (0.009)

Threat Environment 0.00069∗∗∗ 0.00071∗∗∗ 0.00074∗∗∗ 0.00074∗∗∗
(0.00008) (0.00008) (0.00008) (0.00008)

Second Stage: External Conflict
Constant −0.021 0.046 0.185∗∗ 0.198∗∗∗

(0.066) (0.066) (0.066) (0.066)
Alliance Depth 0.557∗∗∗ 0.588∗∗∗ 0.712∗∗∗ 0.716∗∗∗

(0.077) (0.064) (0.059) (0.059)
Stronger State MMP 1.791∗∗∗ 1.720∗∗∗ 1.814∗∗∗ 1.851∗∗∗

(0.116) (0.112) (0.099) (0.097)
Weaker State MMP 0.029 −0.024 1.259 1.534∗

(0.888) (0.858) (0.803) (0.799)
Error Terms
Sigma 0.402∗∗∗ 0.391∗∗∗ 0.378∗∗∗ 0.377∗∗∗

(0.009) (0.008) (0.007) (0.007)
Rho 0.296∗∗∗ 0.225∗∗∗ 0.116∗ 0.111∗

(0.059) (0.062) (0.066) (0.066)
Observations 720,249 720,249 720,249 720,249
Log-Likelihood −8,881.54 −8,866.80 −8,838.89 −8,836.68
Note: Robust standard errors in parentheses.

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table B1.1: Respondent Pool General Demographics (Trimmed vs. Full Sample)

Characteristic Trimmed (N = 473) Full (N = 1,015)
Political Party

Democrat 185 (39%) 350 (34%)
Independent 82 (17%) 169 (17%)
Republican 195 (41%) 473 (47%)
Other/Don’t Know 11 (2.3%) 23 (2.3%)

Ideology
Liberal 205 (43%) 378 (37%)
Moderate 55 (12%) 142 (14%)
Conservative 213 (45%) 495 (49%)

Gender
Male 184 (39%) 402 (40%)
Female 282 (60%) 600 (59%)
Other/Prefer not to disclose 7 (1.5%) 13 (1.3%)

Race
White 345 (73%) 730 (72%)
Black 29 (6.1%) 57 (5.6%)
Hispanic 21 (4.4%) 44 (4.3%)
Asian 49 (10%) 127 (13%)
Multi-racial/Other Minority 29 (6.1%) 57 (5.6%)

Religion
Protestant 152 (32%) 325 (32%)
Catholic 98 (21%) 209 (21%)
Jewish 15 (3.2%) 44 (4.3%)
Muslim 5 (1.1%) 12 (1.2%)
Other 93 (20%) 229 (23%)
None 110 (23%) 196 (19%)

Table B1.2: Pearson’s Chi-squared Test Results

Chi-squared Test Statistics
X-squared df p-value

Test Statistic 1.3901 3 0.7079

Note: A 𝑝-value greater than 0.05 suggests
no significant association.
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Table B5.1: Shapiro-Wilk Test 𝑝-Values for Normality Assumption

Dependent variable:
Rep Harm Commitment Harm Change Commit Change

Hi Thrt/Precise 1.46 × 10−3 2.16 × 10−4 2.67 × 10−4 1.62 × 10−3

Hi Thrt/Imprecise 2.65 × 10−2 2.02 × 10−1 1.58 × 10−4 1.10 × 10−5

Low Thrt/Precise 1.11 × 10−3 1.74 × 10−3 3.82 × 10−4 2.31 × 10−5

Low Thrt/Imprecise 3.67 × 10−2 2.06 × 10−1 1.32 × 10−1 2.93 × 10−4

Note: 𝑝-values below 0.05 indicate a violation of the normality assumption.

Table B5.2: Fligner-Killeen Test for Homogeneity of Variances

(a) Reputational Harm

Value
Chi-squared 2.335
Degrees of Freedom (df) 3
𝑝-value 0.5059

(b) Commitment

Value
Chi-squared 6.4699
Degrees of Freedom (df) 3
𝑝-value 0.09086

(c) Harm Change

Value
Chi-squared 3.476
Degrees of Freedom (df) 3
𝑝-value 0.3239

(d) Commitment Change

Value
Chi-squared 0.93486
Degrees of Freedom (df) 3
𝑝-value 0.817

Note: 𝑝-values below 0.05 indicate a violation of the homogeneity of variances assumption.

Table B5.3: Akaike Information Criterion (AIC) for Model Comparisons

Model AIC (Simplified Model) AIC (Full Model)
Reputational Harm 4284.122 4306.362
Change in Reputational Harm 4318.766 4337.007
Alliance Commitment 4257.044 4281.895
Change in Alliance Commitment 4117.953 4142.260
Renegotiation 4183.557 4186.380

Note: Lower AIC values indicate better model fit.
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Table B6.1: Effect of Threat and Precision on Reputational Harm

Dependent variable: treat_harm
Base Model Full Model Full Dataset

High Threat 4.660∗∗ 6.944∗∗ 6.151∗∗∗
(2.108) (2.932) (2.086)

Precise 10.081∗∗∗ 13.271∗∗∗ 11.391∗∗∗
(2.112) (3.060) (2.075)

Independent 6.439∗ 0.394
(3.829) (2.727)

Republican 4.635 1.047
(4.697) (3.327)

Other 10.473 4.175
(7.879) (5.303)

Liberal 1.239 0.499
(4.593) (3.256)

Moderate −2.725 −3.076
(4.264) (2.778)

Female 1.848 −1.214
(2.347) (1.574)

Other Gender 11.983 −2.253
(9.392) (6.759)

Black 5.139 1.609
(4.803) (3.420)

Hispanic 4.364 −0.278
(5.269) (3.686)

Asian −0.542 −1.044
(3.988) (2.449)

Multi-racial/Other 2.349 2.470
(4.805) (3.378)

Catholic 0.261 −0.442
(3.070) (2.115)

Jewish 2.186 2.604
(6.347) (3.864)

Muslim 2.975 1.406
(11.007) (7.097)

Other 1.860 −0.864
(3.307) (2.136)

None 2.197 0.366
(3.247) (2.325)

High Threat × Precise −5.876 −3.659
(4.292) (2.952)

Constant 57.563∗∗∗ 49.930∗∗∗ 57.575∗∗∗
(1.747) (5.331) (3.862)

Observations 473 473 1,015
Residual Std. Error 21.288 (df = 470) 22.605 (df = 453) 21.363 (df = 995)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01



123

Appendix B7

Table B7.1: Effect of Treatment on Reputational Harm

Dependent variable: treat_harm
Base Model Full Model Full Dataset

Low Threat/Precise 12.966∗∗∗ 13.271∗∗∗ 11.391∗∗∗
(3.000) (3.060) (2.075)

High Threat/Imprecise 7.303∗∗ 6.944∗∗ 6.151∗∗∗
(2.906) (2.932) (2.086)

High Threat/Precise 14.729∗∗∗ 14.339∗∗∗ 13.882∗∗∗
(2.919) (2.949) (2.075)

Independent 6.439∗ 0.394
(3.829) (2.727)

Republican 4.635 1.047
(4.697) (3.327)

Other/Don’t Know 10.473 4.175
(7.879) (5.303)

Liberal 1.239 0.499
(4.593) (3.256)

Moderate −2.725 −3.076
(4.264) (2.778)

Female 1.848 −1.214
(2.347) (1.574)

Other/Prefer not to disclose 11.983 −2.253
(9.392) (6.759)

Black 5.139 1.609
(4.803) (3.420)

Hispanic 4.364 −0.278
(5.269) (3.686)

Asian −0.542 −1.044
(3.988) (2.449)

Multi-racial/Other Minority 2.349 2.470
(4.805) (3.378)

Catholic 0.261 −0.442
(3.070) (2.115)

Jewish 2.186 2.604
(6.347) (3.864)

Muslim 2.975 1.406
(11.007) (7.097)

Other 1.860 −0.864
(3.307) (2.136)

None 2.197 0.366
(3.247) (2.325)

Constant 56.258∗∗∗ 49.930∗∗∗ 57.575∗∗∗
(1.988) (5.331) (3.862)

Observations 473 473 1,015
Residual Std. Error 21.587 (df = 469) 22.605 (df = 453) 21.363 (df = 995)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table B8.1: Effect of Threat and Precision on Alliance Commitment

Dependent variable: treat_commit
Base Model Full Model Full Dataset

High Threat 1.801 5.127∗ 4.961∗∗
(2.117) (2.890) (2.038)

Precise 10.447∗∗∗ 15.136∗∗∗ 10.940∗∗∗
(2.121) (3.016) (2.027)

Independent 2.587 −1.950
(3.774) (2.664)

Republican 3.238 −1.634
(4.630) (3.250)

Other 7.944 −8.402
(7.767) (5.181)

Liberal −1.109 −2.272
(4.527) (3.181)

Moderate 0.166 −2.255
(4.203) (2.714)

Female −0.179 −2.681∗
(2.313) (1.538)

Other Gender 2.295 −5.109
(9.258) (6.603)

Black 2.248 −2.629
(4.735) (3.341)

Hispanic 4.485 −1.282
(5.193) (3.601)

Asian −1.732 −2.350
(3.931) (2.393)

Multi-racial/Other −0.301 4.232
(4.736) (3.301)

Catholic −3.839 −1.053
(3.026) (2.067)

Jewish 4.256 6.508∗
(6.257) (3.775)

Muslim −6.763 −7.772
(10.850) (6.933)

Other Religion 2.386 2.644
(3.260) (2.087)

None 1.484 2.020
(3.201) (2.271)

High Threat × Precise −8.043∗ −4.067
(4.230) (2.884)

Constant 58.954∗∗∗ 55.339∗∗∗ 61.375∗∗∗
(1.754) (5.255) (3.773)

Observations 473 473 1,015
Residual Std. Error 21.877 (df = 470) 23.031 (df = 453) 22.240 (df = 995)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table B9.1: Effect of Treatment on Alliance Commitment

Dependent variable: treat_commit
Base Model Full Model Full Dataset

Low Threat/Precise 14.027∗∗∗ 15.136∗∗∗ 10.940∗∗∗
(2.958) (3.016) (2.027)

High Threat/Imprecise 5.120∗ 5.127∗ 4.961∗∗
(2.865) (2.890) (2.038)

High Threat/Precise 11.893∗∗∗ 12.219∗∗∗ 11.834∗∗∗
(2.878) (2.907) (2.027)

Independent 2.587 −1.950
(3.774) (2.664)

Republican 3.238 −1.634
(4.630) (3.250)

Other/Don’t Know 7.944 −8.402
(7.767) (5.181)

Liberal −1.109 −2.272
(4.527) (3.181)

Moderate 0.166 −2.255
(4.203) (2.714)

Female −0.179 −2.681∗
(2.313) (1.538)

Other/Prefer not to disclose 2.295 −5.109
(9.258) (6.603)

Black 2.248 −2.629
(4.735) (3.341)

Hispanic 4.485 −1.282
(5.193) (3.601)

Asian −1.732 −2.350
(3.931) (2.393)

Multi-racial/Other Minority −0.301 4.232
(4.736) (3.301)

Catholic −3.839 −1.053
(3.026) (2.067)

Jewish 4.256 6.508∗
(6.257) (3.775)

Muslim −6.763 −7.772
(10.850) (6.933)

Other 2.386 2.644
(3.260) (2.087)

None 1.484 2.020
(3.201) (2.271)

Constant 57.318∗∗∗ 55.339∗∗∗ 61.375∗∗∗
(1.961) (5.255) (3.773)

Observations 473 473 1,015
Residual Std. Error 22.548 (df = 469) 23.031 (df = 453) 22.240 (df = 995)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table B10.1: Effect of Renegotiation Pressure on Agreement

Dependent variable: renegotiate_agreement
Base Model Full Model Full Dataset

Renegotiation Pressure −5.226∗∗∗ −5.438∗∗∗ −5.697∗∗∗
(1.985) (1.983) (1.341)

Low Threat/Precise 5.979∗∗ 6.442∗∗ 5.903∗∗∗
(2.811) (2.834) (1.880)

High Threat/Imprecise 0.084 −0.118 0.928
(2.723) (2.715) (1.891)

High Threat/Precise 3.153 3.202 3.102∗
(2.735) (2.732) (1.883)

Independent 1.172 −1.695
(3.550) (2.477)

Republican −2.403 −0.065
(4.350) (3.016)

Other/Don’t Know −14.172∗ −6.850
(7.297) (4.808)

Liberal −8.463∗∗ −2.346
(4.255) (2.952)

Moderate −7.326∗ −1.126
(3.949) (2.518)

Female −1.815 −3.955∗∗∗
(2.174) (1.427)

Other/Prefer not to disclose 3.116 −9.287
(8.699) (6.128)

Black −4.835 −3.996
(4.456) (3.101)

Hispanic 10.004∗∗ 2.022
(4.897) (3.345)

Asian −4.182 −5.422∗∗
(3.693) (2.219)

Multi-racial/Other Minority 8.567∗ 6.217∗∗
(4.452) (3.062)

Catholic −3.538 −1.168
(2.843) (1.919)

Jewish −0.207 0.402
(5.884) (3.505)

Muslim −5.031 −4.048
(10.197) (6.432)

Other 2.773 0.414
(3.083) (1.944)

None 1.982 0.413
(3.007) (2.107)

Constant 61.939∗∗∗ 68.089∗∗∗ 68.153∗∗∗
(2.139) (5.096) (3.590)

Observations 473 473 1,014
Residual Std. Error 19.731 (df = 468) 19.475 (df = 452) 20.279 (df = 993)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table B11.1: Effect of Scenario Components on Change in Agreement

Dependent variable:
Reputational Harm Alliance Commitment

(1) (2)
High Threat 4.633∗∗ 2.746∗

(1.894) (1.527)
Precise Agreement 9.900∗∗∗ 8.902∗∗∗

(1.898) (1.531)
Constant −14.811∗∗∗ −10.946∗∗∗

(1.570) (1.266)
Observations 473 473
Residual Std. Error 19.011 (df = 470) 15.124 (df = 470)
Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Table C1.1: General Demographics (Full Sample vs. Trimmed Sample)

Characteristic Full Trimmed
(N = 1,015) (N = 642)

Gender
Male 492 (48%) 323 (50%)
Female 523 (51%) 319 (50%)

Age Group
18–24 74 (7.3%) 46 (7.2%)
25–34 222 (22%) 139 (22%)
35–44 172 (17%) 110 (17%)
45–54 147 (14%) 86 (13%)
55–64 275 (27%) 172 (27%)
65+ 125 (12%) 89 (14%)

Prior Military Experience
Yes 454 (45%) 286 (45%)
No 561 (55%) 356 (55%)

Province
Seoul Metropolitan City 339 (33%) 217 (34%)
Gyeonggi-do 266 (26%) 166 (26%)
Gyeongsang-do 122 (12%) 77 (12%)
Chungcheong Province 78 (7.8%) 57 (8.9%)
Busan Metropolitan City 73 (7.2%) 42 (6.5%)
Jeolla-do 61 (6.0%) 33 (5.1%)
Gangwon-do 32 (3.1%) 22 (3.4%)
Jeju Special Self-Governing Province 15 (1.5%) 11 (1.7%)
Other 29 (2.9%) 17 (2.6%)

1 n (%)

Table C1.2: Chi-square Results: Differences in Demographic & Treatment After Trimming

𝜒2 df p-value
Treatment Group 2.97 2 0.2265
Age Group 4.99 5 0.4164
Gender 2.17 1 0.1409
Province 7.97 8 0.4363
Military Status 0.01 1 0.9311

Note: Results from Pearson’s chi-square tests comparing
the distribution of each variable before and after trimming.
No significant differences observed at the 𝑝 < 0.05 level.
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Appendix C26

Table C26.1: Generalized Ordered Logit Model for Alliance Integration

Variable Threshold 1 Threshold 2 Threshold 3
Reliable −0.136 −0.150 −0.511·

(0.215) (0.192) (0.305)

Unreliable −0.385· −0.631∗∗ −1.236∗∗∗
(0.232) (0.200) (0.290)

Cutpoint: Disagree vs Higher −0.940∗∗∗ (0.154)
Cutpoint: Slightly Disagree vs Higher 0.288∗ (0.139)
Cutpoint: Slightly Agree vs Agree 2.308∗∗∗ (0.241)

Observations 1920
Note: Standard errors in parentheses. ∗𝑝 < 0.05; ∗∗𝑝 < 0.01; ∗∗∗𝑝 < 0.001; · 𝑝 < 0.1

Table C26.2: Generalized Ordered Logit Model for Alliance Security

Variable Threshold 1 Threshold 2 Threshold 3
Reliable −0.413 −0.012 0.020

(0.394) (0.266) (0.191)

Unreliable 0.119 0.892∗∗∗ 0.743∗∗∗
(0.363) (0.246) (0.208)

Cutpoint: Disagree vs Higher −2.495∗∗∗ (0.260)
Cutpoint: Slightly Disagree vs Higher −1.716∗∗∗ (0.192)
Cutpoint: Slightly Agree vs Agree 0.153 (0.138)

Observations 1920
Note: Standard errors in parentheses. ∗𝑝 < 0.05; ∗∗𝑝 < 0.01; ∗∗∗𝑝 < 0.001
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Appendix C27

Table C27.1: AIC Comparison Across Model Types

Model 6-Lvl 6-Lvl (C) 4-Lvl 4-Lvl (C)
Trust
Country Trust 1855.881 1839.190 1584.751 1569.129
Alliance Trust 1870.265 1874.152 1645.915 1650.136
Self-Reliance
Military Investment 1820.807 1811.325 1317.303 1312.223
Alliance Integration 2020.910 2028.160 1735.289 1742.353
Security & Renegotiation
Alliance Security 1846.852 1844.537 1506.633 1506.712
Renegotiation 1897.506 1895.682 1663.977 1662.182
Institutionalization
Basing Restriction 2011.753 2004.333 1744.331 1736.530
Access Restriction 2007.111 1978.240 1710.238 1681.538
Alliance Precision
Geographic Precision 1825.418 1832.416 1563.550 1569.672
Activation Precision 1783.514 1792.468 1457.881 1465.629
Reputational Harm
Reputational Harm 1951.125 1948.532 1717.707 1715.861

Note: Lower AIC values indicate better model fit. Models identified with (C) include controls for gender and age level.


