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High velocity clouds (HVCs) are clouds of gas moving at high relative speeds through galaxies, in-
cluding our own. They play an important role in the evolution of the galaxies with which they interact.
This work explores several important topics related to HVCs. We determine how mixing between an
HVC and the ambient environment affects the HVC’s distribution of ionization states. We then use
those results to develop a new prescription for estimating the mass of HVCs from observables. We also
perform hydrodynamic and magnetohydrodynamic simulations of HVC:s colliding with the Galactic disk,
to analyze the survivability of such a collision for the HVC and the effects of the collision on the disk. The
HVCs in these simulations are modeled by a dark matter minihalo, with most of the clouds also including
a baryonic component. We also develop a new algorithm for calculating the radiative losses due to the
actual populations of ions present in the gas, rather than using the typical approximation that the ions
are in collisional ionization equilibrium (CIE). We test our algorithm against two CIE radiative cooling
algorithms, one developed here which uses the same elements as our NEI algorithm, and the other the
existing FLASH radiative cooling module which includes contributions from a larger number of elements.

Finally, we apply our new radiative cooling algorithm to simulations of HVCs.
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CHAPTER I

INTRODUCTION

Clouds of gas exist in a wide range of environments throughout the Universe, from nebulae in the in-
terstellar medium to O VI absorbers in the intergalactic medium. One particular type of gas cloud that
has important effects on galaxy evolution, star formation, and other astrophysical processes is the high
velocity cloud (HVC). HVCs are clouds of gas in the Galactic halo that move at a high speed relative to
the local standard of rest (LSR) - the velocity of the material around the Sun as it orbits the center of the
Milky Way.

There are several difterent criteria that have been used to distinguish HVCs from other clouds moving
at slower speeds relative to the LSR, namely that [vsz| > 70 km s (Oort, 1966). As the study of
HVCs has evolved, the definition has shifted to [vzsz| > 90 km s™! (Wakker & van Woerden) 1997) or
lvpsr| > 100 km s~! (Richter, 2017), to distinguish HVCs from intermediate velocity clouds (IVCs).

HVCs were first observed in 1963 with the Dwingeloo radio telescope (Muller et al., 1963). They
detected high velocity gas along four sight lines. Since then, there have been detections of HVCs across
the entire sky (Wakker et al., 2003; Putman et al., po12)). High velocity H I has a covering fraction of 37%
(Putman et al.|(2012) and references therein). High velocity O VI covers an even larger fraction of the sky
- 60% to 85% (Sembach et al., 2003)).

HVCs are multi-phase structures. They can contain both neutral gas such as neutral hydrogen (H I)

and oxygen (O I) and ionized gas at a range of ionization levels, from C II (singly ionized carbon, or



C*!)and O Il to Si IV and O VI. O VIis a particularly important ion for the study of HVCs. This is
because of oxygen’s high abundance, as well as because it has a large oscillator strength, making for easier
observations (Morton, 1991). As a result, O VI is commonly observed in HVCs.

Because they contain neutral material, HVCs are often thought of as a cold (T' = 10?73 K), dense
core of mostly neutral gas surrounded by a warm (7' = 10*~° K)) halo with ionized gas. HVCs can also
contain molecules, although detections are rare. Molecular hydrogen has been detected in the Magellanic
Stream, an HVC containing gas stripped off of two dwarf galaxies, the Large Magellanic Cloud and Small
Magellanic Cloud (Sembach et al.} 2001). Recent observations of another well-known HVC, Complex
C, revealed low abundances of several elements (Fe, Al, and Si) (Fox et al., |2023)). This may be evidence of
dust, since those elements would have been depleted into dust.

The metallicity of HVCs varies from cloud to cloud, and even within a single cloud (Sembach et al,,
2003; [Fox et al., 2o13b)). The metallicity is defined as the ratio of the abundance of an element to the
abundance of hydrogen. It is often measured relative to the solar value. Most HVCs are subsolar, with
metallicities ranging from 10-30% of solar metallicity (Sembach et al., 2003; Fox et al., 2010} 20132;[Howk
et al., 2or7). However, some observations have identified sight lines with potentially super-solar metallici-
ties (Yao et al,, 2011). The most abundant metal in HVCs is oxygen.

Some HVCs move through the halo of our Galaxy (and other galaxies). Our Galactic halo is the
gas that extends beyond the disk. It contains hot, low-density gas and is traced primarily by high ions
such as O VII and O VIII, suggesting a temperature of ~ 1 — 2 X 105K (Henley et al., |2o10; Miller &
Bregman, 2013). The metallicity of the halo has been measured in a variety of ways, resulting in values
ranging from 0.3 to 0.7 solar. These measurements were done with O VII and O VIII emission lines
(Miller & Bregman, [2o15), O VII absorption lines and pulsar dispersion measures (Miller et al., 2016)), and
simulations (Henley et al., 2017). The density of the halo is not uniform, but is mostly between 10~* and
103 em™3 (Bregman & Lloyd-Davies, 2007; Gaensler et al., 2008).

Because HVCs move at high speed through a medium with different density, temperature, and metal-
licity, there are interesting hydrodynamic effects that occur. As the clouds move, some material is ablated.

This causes deformations in the cloud, causing it spread out. Eventually, some cloud material will slow



down and be separated from the cloud. There can also be Rayleigh-Taylor and Kelvin-Helmholtz instabil-
ities. Rayleigh-Taylor instabilities occur when two fluids with different densities are accelerated into each
other (Drazin, 2002). In this case, the acceleration is due to ram pressure. These instabilities can occur at
the head of the cloud as it moves through the halo. Kelvin-Helmholtz instabilities occur when there is
a velocity shear at the interface between two fluids. These occur at the boundaries of the cloud (Drazin,
2002)). The hydrodynamic instabilities that form during the cloud’s motion have important consequences
for the evolution of the cloud. These features can strip material from the cloud, as well as entrain halo gas
into the cloud. This mixing between the cloud and halo gas provides a mechanism for hot, highly ionized
gas to become a part of the HVC. Once the hot gas joins the cloud, the hot gas cools, and the high ions
begin to recombine. Through this process, HVCs can contain ions at a wide range of ionization states.

The dynamic mixing between an HVC and the halo and the hydrodynamic instabilities present in the
HVC indicate that HVCs are likely out of collisional ionization equilibrium (CIE). Collisional ionization
is a process in which an atom collides with another particle (atom or electron) and loses an electron. The
reverse process is recombination, in which an ion gains a free electron. In CIE, the collisional ionization
and recombination rates for each ion are balanced, resulting in stable ionization fractions - the fraction of
an element’s atoms that are in a particular ionization state. However, in the case of HVCs, this approxi-
mation does not accurately reflect their dynamic nature. As a result, non-equilibrium ionization (NEI)
calculations provide a more accurate picture of the ionization fractions of HVCs. Chen Wang, Robin
Shelton, and I discussed the effects of NEI calculations and hydrodynamic mixing on the ionization frac-
tion of O VIin HVCs and the temperature at which O VI is found in|Goetz et al.|(2024). We found
that O VIis found at a wide range of temperatures, which is much different than what is expected from a
static CIE model (see also Wang et al. (2025, submitted to Ap]J)). I explain the results in Chapter 2.

The ionization fraction of certain ions, such as O VI, is important for the study of HVCs because
it is often used to calculate the mass of HVCs. Ionized hydrogen is often difficult to observe directly, so
instead, observations of metal ions can be used. By taking a column density of a metal ion such as O VI
and dividing it by that ion’s ionization fraction and the metallicity, a column density of hydrogen can

be found. Dividing an ion’s column density by the ionization fraction results in the column density for



that element, since the ionization fraction is the fraction of that element in that particular ionization
state. Then, dividing an element’s column density by the metallicity results in a hydrogen column density.
Historically, papers using this method have assumed that because O VI is highly ionized, the associated
hydrogen is ionized and hot (Sembach et al., 2003; Fox et al., 2010). So, to get the total cloud mass, the
observed neutral hydrogen column density would be added to the calculated ionized hydrogen density.
If other ions are observed for a particular sight line, this same procedure can be done for those, and the
results added to the total column density for that sight line (Fox et al.} 2010)).

An issue with this method is that the ionization fractions used for these calculations are often the
maximum value from a CIE model. That assumes that all of the O VI rich gas has the same temperature.
In reality, there is a range of temperatures in the cloud. In addition, because of their dynamic nature,
HVCs are not in CIE. As a result, using ionization fraction values from CIE models does not accurately
reflect the true nature of HVCs. In|Goetz et al.| (2024])), we explored the impact of using a more accurate
ionization fraction on existing estimates of HVC masses. We also provided a new interpretation of the
method for calculating the total mass of HVCs discussed above. Finally, we provided a prescription for
use of our ionization fractions based on quantities an observer would obtain.

We performed these analyses (and the others discussed later) using the FLASH hydrodynamics sim-
ulation code (Fryxell et al., 2000). FLASH is an Eulerian grid-based code, meaning the grid is fixed and
material flows through the domain, instead of the grid moving with the moving material. FLASH also
incorporates adaptive mesh refinement (AMR). This allows the grid to be refined to higher levels (more
cells, higher resolution) in regions of interest, while regions without much variation are kept at lower re-
finement levels. One of the most important features of FLASH is the non-equilibrium ionization module.
This calculates the ionization levels of the different species in the simulation in a time-dependent manner.
It also allows us to track the populations of each ion present in the simulation. FLASH also includes a
number of other physics modules that can be used when applicable. These include radiative cooling (to
be discussed at length later in this Chapter and in Chapter 4), gravity, and magnetic fields.

HVCs play an important role in the evolution of galaxies. HVCs are a source of fresh material that

can be used for star formation. This supply of material is critical in keeping the star formation rate of the



Galaxy atapproximately -2 M yr’1 (Robitaille & Whitney, 2010; Chomiuk & Povich, po1s;Putman etal.,
2012). Additionally, HVCs can collide with the Galactic disk. This collision can trigger star formation
(Comeron & Torra, 1994; Alig et al., |2018; Bekki & Chiba, 20006), as well as create shells of gas emanating
from the disk (Mirabel, 1982; Heiles, 198 4; Vorobyov & Basu, 2005;|Galyardt & Shelton, 2016) and holes
in the disk itself (Mirabel, 19825 Bekki & Chiba, 2006; Kannan et al., 20125 Galyardt & Shelton, 20165 Shah
etal.,2019). An important question regards the survivability of the collision for an HVC. Robin Shelton,
Jason Galyardt, and I explored this topic in Shelton et al.|(2024)). We also determined characteristics of
the holes and shells that are formed by the collision. This work is reproduced in Chapter 3.

An important physical process that occurs in HVCs (and many other astrophysical objects) is radiative
cooling. This is a process by which an object loses heat through the emission of radiation. There are several
different processes by which this occurs. Four are discussed here. The first is radiative recombination (free-
bound emission), which is when an ion captures a free electron. This process releases a photon. The
second process is bremsstrahlung (free-free emission). In this case, a free electron is decelerated by an
atom. The electron loses kinetic energy, which is released as a photon. Both radiative recombination and
bremsstrahlung are continuum processes, meaning the photon energy can take a broad range of values
instead of discrete values. The third radiative cooling process is bound-bound emission, which occurs
when an electron bound to a nucleus moves to a lower energy level, releasing a photon. The energy of the
photon depends on the difference between energy levels, and so can only take discrete values. The final
process discussed here is two photon emission. This is similar to bound-bound emission, but instead of
emitting a single photon, the atom emits two photons. The combined energy of the two photons depends
on the energy level difference, but the individual photon energies are not set. Therefore, this is also a
continuum process. The strength of each of these cooling processes depends on the temperature of the
gas and the specific ion.

The total cooling coefficient, or the rate at which energy is radiated, for a given species can be calculated
by summing the contributions of each radiative cooling process. For computational ease, the total cooling
coefficients for a set of species (assumed to be in CIE) are often summed together. Then, in a simulation,

the total cooling coeflicient can be taken from a look-up table based on the temperature. This is done in



FLASH and other astrophysical simulation codes. However, as discussed above, the CIE approximation
is not good for HVCs. This raises the questions of whether a radiative cooling algorithm based on the
actual ion populations in a simulation calculated using NEI methods would result in different amounts
of cooling, and if so, whether that would have an impact on the results of the simulation. I discuss this in

Chapter 4.



CHAPTER 2

THE OBSERVED O VIis JusT THE T1p
OF THE ICEBERG: ESTIMATING THE
HIDDEN MATERIAL IN
CIRCUMGALACTIC AND

INTERGALACTIC CLoUDST

'Goetz, E., Wang, C., & Shelton, R. L. 2024, ApJ, 960, 66,389 doi: 10.3847/1538-4357/adodf7390. Reproduced with
permission from the Astrophysical Journal. This chapter has been modified to reflect my individual contributions.
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Abstract

This paper proposes a new method for estimating the total quantity of material in moving circum-
galactic and intergalactic clouds from O VI measurements. We simulate high-velocity clouds (HVCs)
with the FLASH hydrodynamic code and track the ionization and recombination of all ionization
levels of oxygen as a function of time. We calculate the O VI/oxygen ratio ( fov1) in our dynamic
NEI clouds, finding that it differs significantly from that in static gas. We find that O VI exists in
cool, medium, and hot gas in the clouds. As such, it traces all of the hydrogen rather than merely
the ionized hydrogen. The total quantity of hydrogen along a typical observed line of sight through
a cloud can be estimated from the observed O VI column density, metallicity, and our foyy. We
provide the simulations’ fovr, a prescription for finding foy1 for observed dynamic clouds, and a
methodology for calculating the total hydrogen column density from this foyt and an observed O VI
column density. As examples, we use our foy1 to estimate the total hydrogen column densities along
various observed sight lines through two HVCs, Complex C and the Magellanic Stream, finding that
these clouds contain more material than the previous lower limits. We also extend this analysis to
low-redshift intergalactic O VI clouds, finding that they contain several times more baryonic mate-
rial than previously thought and therefore may account for a significant fraction of the Universe’s

baryons.



2.1 Introduction

High velocity clouds (HVCs) are gaseous clouds moving in and around galaxies at high speeds relative
to the local standard of rest. HVCs are important because they impact the evolution of galaxies. They
provide a source of material that can be used for star formation. The common criteria for distinguishing
HVCs is that they have v;,sr > 90 or 100 km s~ [Wakker & van Woerden|(1997); Richter] (2017).

HVCs can contain neutral material as well as ionized material in various ionization states. These states
includelow ions such as C IIand O III and high ions such as C IV and O VI. The wide range of ionization
states observed in these clouds suggests that they may be out of collisional ionization equilibrium (CIE).
This is further supported by observations of absorption feature line widths. The width of an absorption
feature contains information about the temperature of the gas. Many HVC absorption features of high
ions have been observed to have much smaller line widths than expected from CIE models (Yao et al., o1z
Tripp, [2022)). This indicates that those ions are found in cooler gas than expected.

There are several different proposed explanations for observations of cool high ions such as O VI
in HVCs. One of these is photoionization. However, the ionizing photon flux experienced by HVCs
at 114 eV (the ionization potential for O VI) is often thought to be too small to photoionize significant
amounts of O VI (Tripp et al., 2003; |Sembach et al., 2003; Ganguly et al,, 200s; Fox et al., 2010). An
alternative explanation comes from Kwak & Shelton| (2010)), who showed that the mixing between the
HVC and the ambient environment can also result in high ions at temperatures lower than what would
be expected from static CIE models.

O Vlis an important ion in HVCs because it is commonly observed. This is due to its large oscillator
strength (Morton, 1991) and the high abundance of oxygen in HVC:s relative to other metals. As a result,
O Vs often chosen to be a tracer of hot gas in HVCs (Sembach et al., 2003; Fox et al., 2006, 20105 Cash+
man et al.,2023). O VIisalsoimportant because the O VI column density can be used to approximate the
hydrogen column density. However, this requires the oxygen metallicity (the ratio of oxygen to hydrogen)
and the O VIionization fraction (the fraction of oxygen in the O VIionization state, foyr). Static CIE

and NEI ionization models predict that the highest percentage O VIis found at ~ 10° K. As a result, the



hydrogen associated with O VI has historically been considered hot (Sembach et al., 2003} 2004;|Fox et al.,
2010)). Because of this, observers will often add the observed H I column density to the hydrogen column
density calculated from O VI (Sembach etal., 2003; Fox et al., 2010). In some cases, observers will also do a
similar calculation for a different ion than O VI, with the assumption that the ion traces difterent gas than
O VI (Fox et al., 2o10)). It is important to note that until now, the foyr used in these calculations is the
maximum value from static gas models such as (Sutherland & Dopita, 1993; Gnat & Sternberg, [2007). In
these models, the maximum foyr value is ~ 0.2, which occurs at a gas temperature of ~ 10%2 K. Because
the maximum foyr was used, the resulting hydrogen column density was considered to be a lower limit.
We aim to determine a more accurate foy value that incorporates the dynamic value of HVCs.

In this work, we run simulations of HVCs interacting with the ambient environment, using the
FLASH simulation code (Fryxell et al., 2ooo). FLASH is an Eulerian hydrodynamic code that has been
used to simulate HVCs in a number of cases (Kwak et al., 20115 Plockinger & Hensler, 20125 Gritton
et alb 2o14;|Galyardt & Shelton, 20165 Gritton et al., 20175 Sander & Hensler, |2021). We run a total of ten
simulations, varying the initial temperatures and densities of the HVC and ambient medium, as well as
the size and velocity of the HVC. We are able to see how the HVCs evolve as they mix with the ambient
environment. We are also able to track characteristics of the HVCs, such as the location and temperature
of the O VL.

We find that after sufficient time has elapsed, O V1 is spread throughout the HVC, overlapping with
both ionized and neutral gas. Therefore, we calculate the total foyr of the cloud considering all of the
material in the cloud. A consequence of this is that instead of O VI being associated with hot, ionized
material, as had commonly been assumed, our O VI is associated with all of the material in the cloud.

We also calculate the ratio of H I to O VI. This ratio decreases over time as the neutral material
initially present in the cloud ionizes and ionized ambient material is entrained in the cloud. We find a
relationship between this ratio and fovyr. This relationship allows observers to determine an accurate
fovr for a given sight line, given observations of H I and O VL

We develop a new methodology for calculating the total column density of hydrogen, given an obser-

vation of O VI. This methodology uses our calculated average fovr.
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In Sectionfo.2} we discuss the details of the ten simulations we ran using the FLASH code (Fryxell et al.}
2000)). In Section[z.3} we show the results of our ten simulations. We also introduce our new methodology
for calculating the mass of HVCs. We then apply that methodology to the Magellanic Stream (MS). In
Section we introduce our prescription that observers can use to apply our methodology to their

observed sight lines. We also discuss the applications of these results to intergalactic O VI absorbers.

2.2 Methods

We run our simulations with FLASH version 4.6.2 (Fryxell et al., 2000)). We use FLASH’s hydrodynamic
and NEI modules to calculate the time-dependent ionization levels of oxygen and we use a lookup table
to calculate the radiative cooling of the materials. For the latter, we use the CIE cooling curve table with
[Fe/H]=-0.5 from Sutherland & Dopita|(1993).

The simulations are done in 3D cartesian coordinates with adaptive mesh refinement. In each simu-
lation, the domain is a rectangular cuboid box with dimensions of 2.4 kpc X 1.2 kpc x 10.8 kpc in the Z,
1J, and 2 directions, respectively. The domain is segmented into 18 identical square blocksina2 X 1 X 9
layout. The maximum resolution of each cell is 9.375 pc in each direction.

We run the simulations in a wind tunnel fashion, with the ambient material flowing in through the
lower z boundary and out through the upper z boundary. Material can also leave the domain through the
lower and upper x boundaries and upper y boundary. In order to capitalize on the assumed symmetry of
the cloud, we place the center of the cloud along the lower y boundary, simulate half of the cloud inside
the domain, and make the lower y boundary a reflecting boundary. The center of the cloud is initially
located 1.2 kpc above the lower z boundary. This location is at (x=0 kpc, y=0 kpc, z=o kpc) in the domain.
From the perspective of the domain, the cloud is stationary at the beginning of the simulation. However,
from the perspective of the ambient gas, the cloud is moving toward the —Z direction with a velocity
equaling the wind speed.

In this project, we use O VI as a tracer of hydrogen in highly ionized gas, so it is important to use a

reasonable estimate of the oxygen metallicity in our calculations. We want to choose a metallicity that
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is similar to those of our comparison clouds, the MS and Complex C. The oxygen metallicity varies
throughout the MS and Complex C (Fox et al.[2013b; |Sembach et al.|2003) and different observers find
somewhat different values. A metallicity value of o.1 solar was adopted for calculations by both Fox et al.
(2010) for the MS and Sembach et al|(2003)) for Complex C. [Fox et al.| (2010) used the Asplund et al.
(2009) abundance table in which there are 4.89 x 10™* oxygen atoms per hydrogen atom. |Sembach
et al[(2003) used the Holweger (2001) abundance table in which there are 5.45 x 10~* oxygen atoms
per hydrogen atom, but they calculate the total hydrogen mass of the cloud instead of hydrogen column
densities along sight lines. To be consistent with the calculations of [Fox et al.|(2010), we adopt the same
metallicity value and abundance table that they used. This resulting value of O/H is similar to those of [Fox
et al(2013a) and[Howk et al.|(2017) for the MS and|Collins et al.|(2007) for Complex C. Although|Wakker
et al.|(1999) and Richter et al.| (2001) also found a o.1 solar metallicity, they used the Anders & Grevesse
(1989) abundance table in which there are ~ 1.6 times more oxygen atoms per hydrogen atom. Other
observations of Complex C suggest a higher metallicity, up to 0.3 solar (Tripp et al., 2003; [Shull et al.,
2011), using Holweger|(2001) and |Asplund et al. (2009), respectively. Considering this, we also examine
the effect of using alternate cloud metallicities.

A wide range of values for the metallicity of the ambient medium have been deduced. Miller &
Bregman (2o15) used O VIII emission lines to calculate a metallicity of the circumgalactic medium that
was > (.3 solar assuming|/Anders & Grevesse|(1989) abundances. [Troitskyi (2017) modeled the density of
the circumgalactic gas, finding the best fit metallicity at a height of 10 kpc to be roughly o.5 solar, with
significant uncertainties. They appear to have relied on Miller & Bregman|(201s)), which uses|Anders &
Grevesse| (1989) abundances. Miller et al|(2016) examined O VII absorption lines and pulsar dispersion
measures and found the value of the halo gas metallicity to be > 0.6 solar. They used Holweger (2001)
abundances. Comparisons of observations of the halo with simulations suggest that the metallicity of the
halo is around 0.7 solar (Henley et al., |2o17). They used FLASH, which usually uses Anders & Grevesse
(1989) abundances. Henley & Shelton|(2015) modeled the halo’s x-ray emission using solar metallicity with
a variety of oxygen abundance tables and found good reduced x? values for all of them. This suggests that

the oxygen abundance of the halo is difficult to constrain. Considering the range of deduced metallicities,
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Table 2.1: Simulation Parameters

Simulation n (H)cloud 7ﬁcloud n(H)ambient Tambient Tcloud Vinflow
(m™?)  (K)  (em™?) (K)  (po) (kms™)

Runt 0.4 5000 0.001 2 x 10°  soo 150
Runz2 0.4 5000 0.001 2 x10% 500 100
Runs 0.4 5000 0.00I 2 x 10% 300 150
Run 4 0.4 5000 0.001 2 x 10 500 300
Run s 0.04 5000 0.000I 2 x10° 500 150
Run 6 0.2 5000 0.00I 1x10% 500 150
Run~> 2.0 1000 0.001 2 x 10°  soo 150
Run 8 1.0 1000 0.00I 1x10%° 500 150
Runo 0.67 3000 0.001 2 x 10° 500 300
Run 1o 0.222 9000 0.001 2 x 10 500 150

we feel comfortable using a 0.7 solar metallicity. However, we also explore the effect of using alternate
ambient metallicities.

To implement these metallicities, we conduct a two-step process. The first step is to arbitrarily set the
metallicities of the cloud and ambient gas to simple values in the FLASH simulations. For convenience,
we set the initial values for the cloud and ambient metallicities to 1072 and 1 times the solar metallicity,
respectively. The second step is to re-scale them during the post-processing to o.1 solar for the cloud and
0.7 solar for the ambient material. As mentioned above, we also re-scale to other metallicities to explore
the impact on our results. FLASH uses the abundance table of|/Anders & Grevesse|(1989), but we re-scale
during the post-processing to the abundance table of|Asplund et al.|(2009).

In order to explore how the cloud and ambient materials mix, cool, ionize, and recombine, we run 1o
simulations with a variety of initial densities, temperatures, radii, and velocities (see Table ) Among

3t02

our set of simulations, our choice of cloud hydrogen density, n(H)oud, ranges from o.04 cm™
cm 3. Our choice of cloud temperature, 7joud, ranges from 1000 K to 9ooo K. The ambient temperature,
Tymbienss i set to 1 x 10° K or 2 x 10° K. The ambient density, 7(H ) mbiens is set to 1 x 1072 cm ™

or1 x 107* cm™3. We start each simulation with the cloud in pressure equilibrium with the ambient

material. This constrains the cloud density, considering the cloud temperature, ambient temperature,
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and ambient density have already been specified. Our preliminary simulations and other work (Grennow
et al.,2017; Gritton et al., 2017) have shown that the initial radius of the cloud affects the cloud’s evolution,
mixing and ionization levels. For this reason, we run simulations with two choices of cloud radius, 300 pc
and soo pc. In order to observe how the inflow of ambient gas affects its mixing with the cloud material,
we also adopt three different wind speeds, 100 km s7!, 150 km s™!, and 300 km s~!. The simulations are
run for 200 Myr, so each cloud has enough time to mix with the ambient gas and evolve into a more
realistic shape. However, due to computational limitations, Runs 4 and 5 stopped after 185 and 128 Myr,
respectively. Both simulations ran long enough for their clouds to fully evolve.

The cloud parameters given in Table |2.1 are the values at the center of the cloud. Near the outer
region of the cloud, the density and temperature grade into those of the ambient material. The density
follows the hyperbolic tangent function given by |Gritton et al.| (2014), but using a scale length of 5o
pc. The temperature rises inversely with the density to preserve pressure equilibrium and mesh with the
surrounding conditions. The transition between the cloud abundance and the ambient abundance occurs
where the density is equal to 0.997,mpiene + 0.01n10u4. The velocity transition occurs at the same place.

At the start of the simulation, the ambient material travels at the chosen wind speed, but the cloud is
at rest. As time progresses, some material is torn from the cloud while some ambient material is entrained
into the cloud. In general, mixing between cloud and ambient material causes some computational cells to
contain similar proportions of both cloud and ambient gas. This mixing erases the clear boundary between
cloud and ambient material. Therefore, a new criterion for defining cloud material must be found, one
that is both consistent with observational analyses and computationally feasible. In observations of actual
clouds, the velocity contrast between the cloud and ambient gas is used to identify the cloud material.
Actual HVCs are defined as clouds whose velocity differs from the local standard of rest by at least 90
or 100 km s (Wakker & van Woerden, 1997; Richter, 2017). We use these ideas to develop a velocity
criterion for identifying the cloud. Any material in our domain whose velocity in the 2 direction differs
by more than 100 km s~! from that of the ambient material is considered to be part of the HVC. The
ambient material speeds up slightly as the simulation progresses, which is taken into consideration in the

application of the velocity criterion.
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Our simulations model the mass of hydrogen and helium in the gas. Other elements make inconse-
quential contributions to the mass. Each simulation tracks the ionization level populations of helium and
oxygen in every cell in a time-dependent manner based on the collisional ionization and recombination
rates. Itdoes not track the ionization level populations of hydrogen. Therefore, during the post-processing,
we assume that the ratio of neutral hydrogen atoms to all hydrogen atoms and ions is equal to the ratio of
neutral oxygen atoms to all oxygen atoms and ions. We make this assumption because their first ioniza-
tion potentials are almost identical (Cox, 2000)) and because there is rampant charge exchange (Field &
Steigman, 1971).

In reality, HVCs are bathed in a photon field that contributes to the photoionization of each cloud. In
order to estimate the extent of the photoionization, we perform Cloudy (Ferland et al.} 2017) simulations
during the post-processing. The photon field in the Cloudy simulations is the sum of the extragalactic
background (EGB) and the radiation escaping from the Milky Way (MW). We use the HMos (Ferland
et al., 2or17) table for the EGB contribution and use the Fox et al./(2005) MW model for the MW contri-
bution. The total ionizing flux for each contribution is taken from Fox et al.|(2010)). The abundance table
used in our calculation (Asplund et al., 2009) is the same as that used in Fox et al.| (2010). Our technique
was verified by reproducing parts of Figure 5 in|Fox et al.|(2010), which used the same photon field model.
In Cloudy, we model each cloud as a slab that has the same initial density and temperature as the cloud in
the corresponding FLASH simulation. We calculate the column density of hydrogen which is photoion-
ized by the EGB and MW photon fields. We use this column density of hydrogen in our post-processing

calculations in Section 2.3}

2.3 Results

2.3.1 Simulation Results

First, we will describe the clouds” dynamics. As the simulations progress, material is ablated from the
cloud. This deforms the cloud from its initial spherical shape into a more elongated structure. The

ablated material forms a tail, as can be seen in Figurefor a representative simulation ( Run 1 in Table
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Figure 2.1: Hydrogen number density plots for Run1at 5 epochs (o, 50, 100, 150, and 200 Myr). The ambi-
ent gas moves to the right, interacting with the cloud gas. The resulting tail formation and hydrodynamic
instabilities are apparent in this figure.

l1). All figures and analyses were done with the YT software package (Turk et al}, 2o1). The interaction
between the ambient gas and the tail decelerates the tail. Over time, the tail will approach the speed of the
ambient gas and so will no longer meet the cloud criterion. This is shown by comparing Figureo.1 with
Figure 2.2|for which the velocity criterion has been applied to the domain.

Hydrodynamic instabilities such as the Rayleigh-Taylor and Kelvin-Helmholtz instabilities also affect
the cloud. Rayleigh-Taylor instabilities are due to the head-on collisions between cloud and ambient
material (Drazin, 2002). Kelvin-Helmholtz instabilities are due to the velocity shear at the boundary
of the cloud and ambient material (Drazin, |2002)). These instabilities tear material from the cloud and
incorporate hot, ambient material into the cloud. Because the ambient material is very hot, it contains
high ions of oxygen such as O VII to O IX. Once entrained in the cloud, the hot gas transfers heat to the

cold gas and both components radiatively cool. Consequently, the high ions from the entrained ambient
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Figure 2.2: Hydrogen number density plots for Run rat s epochs (o, 50, 100, 150, and 200 Myr) for material
whose velocity in the 2 direction differs by more than 100 km s~! from that of the ambient material. At
late times, part of the cloud’s tail has slowed too much to be considered part of the cloud. This can be

seen by comparing Figure with Figure

gas begin to recombine and the neutral and low ions in the cloud begin to ionize (Kwak & Shelton, 20105
Kwak et al., 2om).

As a result of this mixing, ionization, and recombination, O VI exists throughout the cloud and at
a wide range of temperatures. Due to their dynamic nature, our set of simulations contains O VI across
a wide temperature range of ~ 2,000 K to ~ 2,000, 000 K. In contrast, static CIE and NEI models,
such as those of Sutherland & Dopital(1993) and|Gnat & Sternberg|(2007), predict that O VI exists in a
comparatively narrow temperature range of ~ 150, 000 K to ~ 1,000, 000 K.

The fact that we find O VI at a wide range of temperatures is important because it means that O VI
does notsolely trace hot, ionized hydrogen, butinstead exists in all phases of gas. Italso has implications for
the calculation of the hydrogen column density, which will be discussed later in this section. Furthermore,
the fraction of oxygen atoms in the O VI state, fovr, is significant across the entire temperature range

found in the cloud. Figureshows this for a range of sight lines through the cloud. The evolution of
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Figure 2.3: The fovr and temperature are plotted with a blue dot for every sight line through the cloud.
The sight lines are oriented parallel to the  axis and the temperature is the mass-weighted average tem-
perature along the line of sight. The plot was made from Run 1 at too Myr. Only the material that met
the cloud’s velocity criterion was used to make these plots. For comparison, the foyr vs T curve for static
gas is plotted in red. It was calculated from Chianti (Dere et al., 1997; Del Zanna et al., j2021). O VIis
confined to a narrower range of temperatures in the static curve than in our simulations, which include
dynamic mixing of warm and hot gas.

the fovr is shown in Figure At the beginning of each simulation, foyr is small. Over time, the cloud
mixes with the ambient gas, causing fovr to rise. At even later epochs, foyr stabilizes.

For comparison with observations, we estimate the column density of H I using the following method.
Although FLASH cannot distinguish H I from H II in each cell, it can track the ionization and recom-
bination of other elements. We therefore use O I to trace H I. We calculate the quantity of H I'in
collisionally ionized gas from the ratio of O I to all oxygen in the cell times the quantity of hydrogen in
each cell. This calculation is justified because the ratio of H I to all hydrogen is approximately equal to
the ratio of O I to all oxygen, since oxygen and hydrogen have very similar first ionization potentials (Cox,
2000) and charge exchange between O II and H I particles is common (Field & Steigman, 1971). We use
this procedure to calculate the column densities of neutral hydrogen for every sightline through the HVC;
these are the column densities in collisionally ionized gas. Then, in order to approximate the effect of
photoionization, we subtract from these column densities the column density of hydrogen that has been
photoionized. We use the resulting H I to calculate the ratio of H Ito O VL

For each epoch in a simulation, we calculate the ratio of H I to O VI over the entire cloud. These

curves can be seen in Figure This ratio is highest at the start of the simulation; this is because there
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Figure 2.4: Plot of the cloud-averaged fovi for each simulation as a function of time. Generally, fovi
increases with time as the cloud mixes with the ambient material.

has been little mixing and so the cloud consists of mostly cool, neutral gas. As the simulation evolves,
the cloud mixes with the ambient gas, causing this ratio to decline until it reaches an asymptote. For
comparison, the ratio of H I to O VIin the MSis 1.7 x 10* (Fox et al., 2010). This value is shown in
Figureas a horizontal line. Our simulations best replicate the MS during the epochs when they have
the same H I/O VT ratios as these clouds.

Table 2.2]lists the 3 sight lines through the MS for which H Tand O VI have been measured by [Fox
et al. (2010). We use the ratios of these observed H I and O VI column densities to determine the most
appropriate epochs in the simulations for further analysis. We then determine the value of foyr at the
corresponding epoch for each simulation for each sight line, using the values plotted in Figure Note
that foyr is not very sensitive to the choice of epoch. We then determine the average value of foyr for
each sight line by averaging the corresponding foy1s from the ten simulations at the epochs when their
H I/O VI ratio matches that of the sight line. Our results are shown in Table Our ionization fractions
are significantly lower than the maximum value of 0.22 predicted from CIE and NEI models of static
gas (Sutherland & Dopita, 1993;Gnat & Sternberg, 2007). Until now, the maximum fovr in static gas
has been used to determine the mass of hot ionized hydrogen in HVCs (Fox et al.} 20105 Sembach et al.,

2003). The ratio of the maximum fgyp in static gas to our average foyr in dynamic gas ranges from
Y
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Figure 2.5: Plots of H I/O VI for each simulation as a function of time. Generally, H I/O VI decreases
with time as hydrogen is ionized and fovr increases (see Figure . Also shown is the average observed
H I/O VI ratios for the MS (Fox et al., 2o10)).

6.3 (NGC 7469, HE 0226-4110) to 6.5 (Mrk 335). For many sight lines in Complex C, these ratios are even

larger (Goetz et al.} 2024). This result leads to a related increase in the mass of HVCs, as shown below.

Table 2.2: fovr

Clouds Sight lines fovi®
Magellanic NGC 7469 0.035
Stream Mrk 335 0.034
HE 0226-4110 0.035
Average fovi® 0.035

fovr from average H I/O VI® o0.036

* The fovr for each individual sight line is calculated
using the H I/O VT of individual sight lines from
Fox et al|(2010)). It is the average of the values ob-
tained from the ten simulations.

b This fovr is the average value of the foyr of the
three sight lines in the MS. It is calculated from
the unrounded values.

¢ This fovr is the average value of those calcu-
lated from the simulations at the epochs when
(H I/O VI) matches the mean value of H I/O VI
for the three sight lines listed.
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2.3.2 New Methodology for Calculating N(H)

Until now the typical method for calculating the amount of ionized hydrogen associated with observed

column densities of O VI has been:

N(O V1)
(7) (55%)

e.g., (Sembach et al., |2003; [Fox et al., 2010) where N(O VI) is the column density of O VI, (O/H) is

NHIO) = (2.1)

the metallicity, and (O VI/O) is foyi. Without specific knowledge of the temperature distribution of
gas in a cloud, it is common for researchers to adopt foyr as less than or equal to the maximum value
in the theoretical foyr curve for static gas. When Fox et al.| (2010) used this method for the MS, they
adopted foyr < 0.22 from a static gas model (Gnat & Sternberg, 2007). Figure 2.3 compares foyr vs
temperature for that static model with our dynamic results. In the static model, O VI only exists in a
narrow temperature range around 10°® K, where nearly all of the hydrogen is expected to be ionized.
Hence, typically the left side of Equationis N(H II) rather than N(H) (e.g., Fox et al.| (2010)). Sembach
et al|(2003) adopted foyr < 0.2 in their analysis in Complex C and used Equation]o.1}

Fox et al.{(2010)) also calculated the column densities of ionized hydrogen associated with Si IV and
low ions. Their H II column densities associated with Si IV and O VI are also lower limits because the
ionization fractions used are upper limits. Recognizing that there is a wide range of temperatures in a
cloud, they then summed the H II column densities associated with low ions, Si IV, and O VI to achieve
the total H II column density.

They made this summation because they assume that the low ions, Si IV, and O VI trace different
temperature regimes and therefore different populations of H II. However, the turbulent mixing layer
simulations of Kwak & Shelton| (2010) show that this is not always the case. Individual cells can have
populations in several ionization states. In addition, 97% of the cloud material has an O VI volume
density of 107? cm™® in the same simulation and epoch.

These points raise the question of how well adding temperature phase components reproduces the

total amount of hydrogen. As a simple example, consider a cloud in which there is an equal amount
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of oxygen in each ionization state. For the sake of argument, the total amount of hydrogen might be

calculated in the following way:

9
calc §
i=1 fz max

where N (O;) is the column density of the ith oxygen ion, Z is the oxygen metallicity, and f; 4z is the
maximum ionization fraction for the ith ionization state of oxygen. Note that this f; 4, is different from
the actual fraction of ions in the ith ionization state in this example, which is %. Since Z is a constant and

N(0O;) is equal to §th of the total oxygen column density, N (O), the above equation reduces to

NO) < 1

N(H)Calc - 97 f .
=1 Jimaz

Since @ is equal to the actual column density of hydrogen, N (H),c, the expression further reduces

to:

N(H)per o= 1

9 — fzmaz.

=

N<H)calc =

If f; maa were set to the maximum ionization fractions for oxygen from the CIE tables of|Gnat & Sternberg
(2007), then Z@ ) fz ~— =15.3,50 N(H)cale = 1.70N (H)act. This technique overcounts the actual
hydrogen column density by 70%.

Of course, it is unlikely that all 9 ionization states of oxygen would be observed for a sight line. A more
practical example would be to use just a few ions that are expected to span the entire temperature range
of the cloud. As an example, consider O I, C II, Si IV, and O VI. In this example, the total calculated

hydrogen column density might be given as:

N(OI) . N(CI)  N(SiIV) - N(OVI)

N(H)cale =
e ZO fOI,max ZCfCILmax ZSifSiIV,max ZO fOVI,max ’

where Zo, Z¢, and Zg; are the oxygen, carbon, and silicon metallicities, respectively. As has been done

frequently, the ionization fractions used here would be the maxima from|Gnat & Sternberg|(2007). This
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calculation assumes that each ion is found in a disjoint temperature range and traces distinct gas. If each
temperature range is in CIE at the temperature that maximizes the ionization fraction from static CIE gas
models, then this equation would accurately capture the total hydrogen column density along the sight
line. However, our dynamic simulations show that different ions can overlap significantly in temperature.
There is also observational evidence of high ions such as O VI existing at a wide range of temperatures
(see Sectionfo.4). Therefore, it is not accurate to assume that each ion traces different populations of gas.
To account for this, we can define an ionization fraction of O VI that considers O VI at all temperatures
along a sight line as the total number of O VIions divided by the total number of oxygen atoms ( fov1,act)-
Suppose that for a given sight line, fov1 act differs from the maximum ionization fraction predicted from
the static gas models of Gnat & Sternberg (2007) by a factor of Bovr, i.e., foviact = Bovifovimax and
likewise for the ionization fractions of O I, C Il and Si IV. Then, the previous equation can be re-written

as:

N(O I)BOI + N(C II)ﬁCH + N(Sl IV)ﬂSiIV + N(O VI)BOVI .

N(H)care =
e ZO fOI,act ZC'fCII,act ZSi fSiIV,act ZO fOVI,act

N(O VI)
fOVI,act

However, is by definition equal to the actual column density of oxygen along the entire sight

N(O)act

line, N (O)act. Additionally, since Z is the oxygen abundance along the sight line, 75

is equal to the
total hydrogen column density along the sight line, N (H),ct. The same argument applies to O I, C II

and Si IV. This allows a further simplification:

N(H)catle = N(H)act (Bor + Berr + Bsirv + Bovr) -

This example highlights the problem with using multiple ions and assuming maximum ionization
fractions. Asahypothetical example, consider a sight line that contains a substantial amount of O VI, such
that Bovi = %, and lesser amounts of O I, C II, and Si IV, such that 8o = Bcn = Bsitv = 1—11. These
choices of values may be realistic for a sight line that contains significant portions of hot gas. Using those
[3 values, the sum of the four actual ionization fractions would be ~ 0.64, indicating that a substantial

percentage of the metals along the sight line are in those ionization states. In this case, this method would
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overcount the total hydrogen column density by a factor of 1.25. On the other hand, if each ion’s ionization
fraction is smaller than its CIE maximum value by a factor such as 6.3-22.2, which are the factors found
from our simulations for O VI, then this method results in undercounting by a factor of 1.6-5.6.

The above logic would need only slight modification if Cloudy is used to find the low ion column
density and the neutral hydrogen column density is observed directly rather than deduced via O I, as in
Fox et al.| (2010).

From observations alone, it is not possible to obtain values for 3, so it would not be clear whether
the calculated hydrogen column density is over or under counting the actual hydrogen column density.
However, dynamic NEI computer simulations make it possible to calculate the ionization fraction of O VI
(orany otherion) in simulated clouds. This ionization fraction takes into account O VI found throughout
the whole cloud and therefore coincident with neutral and ionized hydrogen. As a result, we remove the
assumption that O VI only traces hot, ionized gas in Equation [2.1 by replacing N(H II) with N(H)
and using the O VI/O from our simulations. The result is Equation 2.2} which is more mathematically
accurate since the metallicity is the ratio of the total amount of oxygen to the total amount of hydrogen,
not just ionized hydrogen.

N(H) = M (2.2)

(1) (%)

Table 2.3: Magellanic Stream Log Column Densities

SightLines ~ N(O VI N(HI N(HII),,* N(HII),,,on* NHID+NHI) NH) N(H)u

(cm™2)  (cm™2) (cm™2) (cm™2) (cm™2) (cm™2) (cm™?)
NGC 7469 14.09 18.63 >19.10 >19.90 >19.98 19.71 19.70
Mrk 335 13.84 16.67 >18.80 >18.95 >19.18 19.80 19.78
HE 0226-4110 13.91 ~ 17.0 >18.9 >19.18 >19.37 19.68 19.66

* The values of N(O VI), N(H I) and N(H II) are from Fox et al.|(2010]).

b For each sight line, the value of N(H) is calculated using N(O VI) from Fox et al.| (2010) and foyr in Table

¢ For each sight line, the alternate value of N(H) is calculated using N(O VI) from Fox et al.|(2010)) and the
“fovr from average H I/O VI" in Table

Since a single sight line may happen to pass through particularly cool or hot gas, we recommend using

multiple sight lines when comparing with our method.
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2.3.3 Comparisons

To see the effect of shifting to this new methodology, we calculate N(H) for the sight lines in Fox et al.
(2010)), using Equation our fovr, and N(O VI) taken from the observations reported in Fox et al.
(2010). These values are shown in column 7 in Table[2.3] We think this is the most accurate method for
calculating the total hydrogen densities, but we also provide the values calculated from the averages of
the fovis extracted from the simulations at the epochs when the values of H I/O VI match the average
values of H I/O VI from Fox et al./(2010) and Sembach et al. (2003)).

Here, we compare with the published results for the MS. [Fox et al.| (2010) include their estimated H II
column density associated with low ions and Si IV. These numbers are tabulated in Table These
additional components must be considered when comparing the total masses. For the H II associated
with Si IV, |Fox et al.| (2010) did a similar calculation as for O VI, but using the Si IV column densities,
metallicity, and maximum CIE ionization fraction. For the H II associated with low ions, [Fox et al.
(2010) used Cloudy to model the degree of ionization in the cloud, assuming that the low ions come from
photoionization rather than NEI collisional ionization. The H II column density associated with low
ions comes from the best-fitting model. The total hydrogen column density predicted by Fox et al.|(2010)
is the sum of H I and the H II associated with low ions, Si IV, and O VL.

For the three sight lines listed in Table|2.3, our N(H) values (column 7) are an average of 2.2 times
larger than the totals in column 6 found from [Fox et al|(2010). Column 6 in Table [2.3| contains lower
limits. For the first sight line, NGC 7469, our result is actually smaller than that found from Fox et al.
(2010). That sight line is richer in low ions and Si IV than high ions and therefore has a low predicted
O VI column density. Since our method is solely based on the observed O VI column density, it results
in a low hydrogen column density. The other two sight lines are tilted more towards O VI, and so our
method produces higher hydrogen column densities.

We do a similar analysis with Complex C, the results of which are summarized here. For more details,

see Goetz et al[(2024)). We find that our calculated N(H) values (column 6) are an average of 2.6 times
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larger than the total column densities from Sembach et al.|(2003)), calculated from the sum of the observed
N(H I) and the N(H II) found from Equation[o.1}

We now examine the effect of metallicity. Changing the metallicity of the cloud or ambient material
shifts the H I/O VI vs time curve, changing the epoch that best matches observations. This changes the
corresponding foyr value that is used to calculate the hydrogen column density. In the case of increasing
the cloud’s metallicity, the effect is to decrease the appropriate foyi. However, since foyr is multiplied
by the cloud metallicity when calculating the hydrogen column density, the decrease in foyr is mitigated
by the increase in metallicity. The net result is a small change to the hydrogen column density. In the
case of changing the ambient metallicity, the effect on the H I/O VI vs time curve is tiny, resulting in no

significant change to the choice of fovr or calculated hydrogen column density. See Figuresand
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Figure 2.6: Plot of foy1 for Run 1 for a variety of cloud and ambient metallicities. Changing the ambient
metallicity has little effect on the curve. Changing the cloud metallicity has a more noticeable but still
insignificant effect.

2.4 Discussion

We find that the O VI/oxygen ratio is greatly affected by dynamic mixing between hot and cool gas. NEI
ionization and recombination are much more important in mixed gas than in static gas, resulting in a
significantly different foyr1. The foyr for static gas is substantial only for a narrow range of temperatures

and peaks at a value of 0.22 at a temperature of 3 x 10° K. This value is often used as an upper limit
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Figure 2.7: Plots of H I/O VI for Run 1 for a variety of cloud and ambient metallicities. As for fovr,
changing the ambient metallicity has little effect on the curve. Changing the cloud metallicity has a more
noticeable, but still small effect.

in calculations. In contrast, the fovyr in our simulations is substantial across 3 orders of magnitude in
temperature, from ~ 2 X 103 Kto~ 2 x 10° K. Considering that the actual value of foyr varies over
time and space, we adopt the value of foy1 averaged over the whole simulated cloud at the time when the
simulated H I/O VI ratio best matches the ratio for the observed sight line.

For any given sight line, we have 10 values of foy1, one from each simulation. For each sight line, we
compare the foyr values from the 10 simulations. Amongst the simulations, the standard deviation of
fovr is small — roughly s-13% of the average value across the 10 simulations. This suggests that the choice
of initial parameters for the simulations does not have a large effect on the final results. Our average fovis
are 4.5% - 15.9% of the peak foyr for static gas.

Historically, foyr has been used to estimate the quantity of hydrogen associated with the observed
O VI. Our simulations show that O VI can be found in cool gas, where neutral hydrogen can exist, so we
revise the methodology such that it predicts the sum of the neutral and ionized hydrogen. The differences
between our method (Equation and the previous method (Equation are that 1.) our result is the
total hydrogen column density including the neutral hydrogen, while the previous method attributes the

resulting column density to only the ionized hydrogen around a temperature of 3 10° K; 2.) we use the
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average of fovr of the simulated cloud instead of the peak value of foyr in CIE gas; and 3.) our method is
an equality while the previous method provides a lower limit.

We use our method to estimate N(H) for sight lines through the MS from the observed N(O VI)
(Fox et al., 2o10). Our values of N(H) are 2.2 times greater than the sum of the observed N(H I) and the
N(H II) calculated using the older methodologies described in Section2.3.3] It should be noted that the
quoted N(H II) from the MS is the sum of multiple components.

Stationary CIE and NEI gas has a very different foy1 than dynamic NEI gas. This difference has several
implications. First, as shown above, there should be more material in HVCs than previously thought.
Our column densities are noticeably higher than previous lower limits; therefore, our cloud masses would
be correspondingly higher as well. This logic should apply to any HVC for which the H II column density
is calculated from the O VI column density.

Another implication pertains to low-redshift extragalactic O VI absorbers. |Sembach et al.| (2004)
analyzed 25 low-redshift extragalactic O VI absorbers along the line of sight to PG 116+215, finding that
their ionization pattern was similar to that of HVCs. Furthermore, our finding that a significant portion
of the O VI is in gas with temperatures below 10° K (see Figure also agrees with observations of
low-redshift extragalactic O VI systems. Tripp et al. (2008) analyzed s1 O VI systems, finding that at
least a third of the intervening O VI components “present compelling evidence of cool temperatures
(log(T") < 5.0)." This suggests that these systems are out of equilibrium. Another example of cool O VI
is from |Savage et al.|(2014), who examined 14 sight lines with Hubble Space Telescope’s Cosmic Origins
Spectrograph (HST/COS). They saw 54 low-redshift O VI absorber systems, which they decomposed
into 85 components. They discussed the O VI absorber components that aligned well with the H I
components. Among the 45 well-aligned components, 31 have narrow line widths, implying values of
log(T) < 4.8. This is much smaller than the CIE temperature, log(T) = 5.5. Traditionally, such narrow
lines were thought to be due to the photoionization, but mixing can result in regions where the gas
temperature is much less than the CIE temperatures of ions present in the gas (Kwak & Shelton) 2010).
These examples show that significant amounts of O VI in low-redshift intergalactic absorbers are out of

CIE. Therefore we use our NEI foy to revise the estimate of the baryonic content of these systems.
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Based on our fovr, there should be more material in low-redshift extragalactic regions than previously
thought. The amount of low-redshift extragalactic material in these O VI systems has been estimated
from observations of the O VI column density, like was done with HVCs (Tripp & Savage, 20003 Tripp
et al., 2000; Sembach et al., 2004). In these cases, foyr appears in the denominator of the equation.
Here we apply our foyr to those observations. These low-redshift extragalactic O VI absorbers have
smaller H I/O VI ratios than either the MS or Complex C. Our simulations do not produce such low
H I/O VT ratios within the simulated timeframe, but at late times our simulations asymptote to their
lowest values of H I/O VI and their highest values of foyr. We therefore adopt the value of foyr at the
last epoch from each simulation. We then average across the 10 simulations to produce a single estimated
fovr of 0.034. Using this value of foyr in Equation 7 in/Sembach et al.| (2004), rather than their chosen
value (foyr < 0.2), increases the baryonic content (£2,) of O VI absorbers by up to a factor of 5.9, to
(O VI) = 0.013 hz3 . This result implies that the amount of material in low-redshift extragalactic O VI
absorption line systems is enormous. It is several times larger than the baryonic content of the stars and
gas in galaxies, i.., 0.0032h- (Fukugita et al., 1998;|Fukugita & Kawasaki, |2003). It is also over a third
of the expected baryonic content of the Universe (Richter et al., 2006). Similarly, Shull et al.|(2012) used
hydrodynamic simulations to calculate NEI foyr values that are lower than those from static gas models.
They then recalculated the baryonic content of the warm and hot intergalactic medium using their fovr
and found a greater {2, than the previous value.

We believe that our methodology provides a more accurate estimate of the hydrogen column density
along sight lines through HVCs and this method can be applied to additional clouds for which H I and
O VI have been observed. Our prescription is to use the observed H I/O VI ratio to determine fovr,
using the equation discussed below, and then use it and the observed O VI column density with Equation
[2-2]to determine the total hydrogen column density.

The simulations show that the H I/O VI ratio is well correlated with foyr (see Figure . The value
of fovr falls monotonically with increasing H I/O VI, allowing for a one-to-one relationship between
observed H I/O VI and predicted foyi. Thus, an accurate foyr for a given sight line can be uniquely

determined from the ratio of observed H I and O VI column density. The relationship between fov1
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Figure 2.8: foy1 vs H I/O VI ratio for the cloud material at each epoch of the simulations. Different
colors represent different simulations. A non-linear fit of the form Ae™% + C was performed for each
simulation, where z = H I/O VI x107?, and the best fit values for A, b, and C were averaged. The curve
with those values (i.e., 0.03¢ %17 + 0.007) is plotted with a black solid line. The shaded region depicts
the 1 sigma uncertainty on the fit parameters. This empirical relationship between fovrand H I/0 VI
can be used to estimate a reasonable value of foyr from an observed H I/O VI ratio. Our plot extends
past the typical range of observed H I/O VI values, into a region where the fit slightly diverges from the
simulation results.

and H I/O VTis largely independent of the input parameters of the simulations. The best fit to these

simulational data is:

fovt = (0.030 & 0.003)e"O1TE009T 1 (0,007 4 0.002) (2.3)

where z =H I/O VI x10~°.
This analysis has been performed with oxygen. However, there are also large data sets for other ele-
ments, such as C, Si and Ne (Burchett et al., 2019). We plan to add such elements into our simulations

and incorporate them in our methodology, so that hydrogen column densities can be calculated.
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2.5 Author Contributions

Both Chen Wang and I, independently, ran all ten simulations and performed the analysis. I developed
the prescription described in Section [2.4f Chen Wang and I worked together to compare our results with
observations. The calculations related to the comparison with the Magellanic Stream are shown here,
while those for Complex C will be in Chen Wang’s thesis. (Goetz et al.|(2024) includes results for both the
Magellanic Stream and Complex C. Robin Shelton contributed to the writing of | Goetz et al.|(2024).

All co-authors agree that the work may be included in this dissertation.
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CHAPTER 3

COLLISIONS BETWEEN DARK MATTER
CoNFINED HicH VELOCITY CLOUDS
AND MAGNETIZED GALACTIC DISKS:

Tae SMiTH CLOUD, PART II

'Shelton, R. L., Goetz, E. H., & Galyardt, J. E. 2024, ApJ,405975, 96, doi: 10.3847/1538-4357/ad7sfc. Reproduced with
permission from the Astrophysical Journal.
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Abstract

We present high resolution simulations of high velocity clouds (HVCs) colliding with the outer
part of the Galactic disk. All of the simulations include a 3 x 10% M, dark matter subhalo. Three
simulations model a dark matter subhalo without a gaseous component, while eight simulations
model a dark matter subhalo accompanied by a gaseous cloud of mass 2 to 8 x 106 M. Half of the
simulations include the coherent component of the Galaxy’s magnetic field. Each simulation spans
~ 40 million years before the collision and ~ 40 million years after the collision. The collisions
between the gas cloud and disk splash gas into the halo, punch half-kpc size holes in the disk, and
form long-lived, multi-kpc size shells. Each shell encloses a bubble of relatively cool gas. Holes and
shells of these scales would be observable and some have been observed in the past. We determine the
fate of the HVC gas, temperature, composition, and ionization state of the bubble and shell gas, size
and longevity of the holes, and effects of cloud density. The simulations show that the clouds do not
survive the chaos of passage through the disk, but instead become part of the splash, bubble, and shell.
Some dark matter clouds may appear to carry material with them long after the collision, but this
material is shell gas that was captured by the dark matter subhalo. These results have ramifications

for the Smith Cloud and other clouds hypothesized to have hit the Galactic disk.
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3.1 Introduction

Many galaxies are evolving under the influence of collisions with infalling material. Forensic evidence
shows that the Milky Way has been hit by objects as small as high velocity clouds (HVCs) and as large as
dwarf galaxies (McClure-Grifhths et al., 2008; Izumi et al., 2014; Park et al., 2016; McMillan et al., p022)).
Here, we consider HVCs, of the mass of the Smith Cloud, colliding with a disk galaxy like the Milky Way.

It has long been claimed that these collisions induce star formation. This is observationally apparent
for the case of galaxy collisions and is simulated for the case of HVC collisions (Comeron & Torra, 1994;
Alig et al., 2018)). Even collisions between gas-free dark matter subhalos and galaxy disks can create the
conditions for star formation (Bekki & Chibal 2006).

Perhaps one of the most dramatic consequences of collisions is that they punch holes in the disk
(Mirabel| 1982). There is substantial simulational evidence for this (Bekki & Chiba, 2006; Kannan et al.,
20125 Galyardt & Shelton, [2016; Shah et al., 2019). There is also observational evidence, in that the simula-
tional results of|Shah et al.|(2019) compare favorably with the observed holes in NGC 247 (Wagner-Kaiser
et al., 2014)). In addition, Bekki & Chibal (20006)) suggested that the H I hole in NGC 6822 could have
resulted from an impact with the dwarf galaxy “NW cloud”. Here, we explore this general phenomenon
turther. We simulate clouds with and without dark matter and examine the holes they form. We also relate
the size of the hole to the baryonic mass of the cloud. As expected, clouds with larger baryonic masses
make larger and longer-lasting holes in the disk. Clouds without baryonic mass, but with a few hundred
million solar masses of dark matter, do not produce substantial holes.

As the clouds punch through the disk, they push disk material downward, creating shells of HVC ma-
terial and swept up gas (Vorobyov & Basu, 2005} Galyardt & Shelton) 2016)). See also Mirabel (1982)); Heiles
(1984). Each shell grows to become a supershell. Here, we follow up the earlier work by tracing the origins
of the supershell material and providing simulational predictions of its observational characteristics.

The fate of the cloud is also of interest. This is especially pertinent to the Smith Cloud, a >4 x 10°
Mg cloud (Lockman et al., 2008;|Hill et al., |2009)), located approximately 12 kpc away at 1=39°, b=—13°

(Lockman et al., 2008)). Based on the Smith Cloud’s trajectory, Lockman et al.| (2008) suggested that it
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could have already passed through the disk. This raised the question of how the Smith Cloud would have
survived its passage through the disk. Nichols & Bland-Hawthorn|(2009) suggested that the Smith Cloud
contains dark matter that shepherded the cloud through the disk. They used semi-analytic calculations
to model the gas cloud’s response to the gravity of the dark matter subhalo and the ram pressure resulting
from the passage through the disk. They estimated that 5 — 50% of the cloud material passes through
the disk and remains with the dark matter subhalo. They concluded that the Smith Cloud had passed
through the disk ~ 70 Myr ago, in agreement with Lockman et al.{(2008)).

Nichols et al.|(2014)) followed up with RAMSES (Teyssier, |2002) simulations that modeled the hydro-
dynamic effects of the collision and the gravitational pull of the dark matter subhalo. Their gas clouds
ranged in mass from 1.3 — 7.8 x 10% M, and their dark matter subhalo had a mass of 3 x 10®* M. They
presented figures of the modeled Smith Cloud as it would appear today. These figures show a nebulous
overdensity in the wider vicinity of the modeled dark matter subhalo. They concluded that shepherding
by the dark matter enabled the gas clouds to survive passage through the disk with little to no mass loss.

Wanting to consider the screening effect of the Galactic magnetic field and to see the cloud’s evolution
as it collides with and passes through the disk, Galyardt & Shelton|(2016) revisited the issue. They used
FLASH (Fryzxell et al., 2000) to simulate the magnetohydrodynamics of the cloud and Galaxy and the
gravity of the dark matter subhalo. Their gas clouds had an initial mass of 5 x 10° M, and their dark
matter subhalos had initial masses of 3 x 10% M or 1 x 10° M. We have examined their simulation
files and determined that the simulations had a maximum resolution of 15.6 pc. See Section |4.2]for a
discussion of minimum cell size. In both the magnetic and non-magnetic set-ups, their simulations show
that the passage through the disk strips the cloud gas from the dark matter subhalo. However, at late times,
the subhalo is accompanied by a small amount of material that appears to have been accreted from the
surroundings. This raises interesting questions about where the material accreted by the subhalo comes
from and where the cloud material ends up.

Next, ' Tepper-Garcia & Bland-Hawthorn| (2018)) simulated the Smith Cloud using the RAMSES
hydrodynamic code (Teyssier, 2002). They found that a cloud with initial gas mass 1.6 x 10” M, and

dark matter subhalo mass 2.4 x 10% Mg, is screened out by the collision with the disk and becomes a

35



streamer of material that merges with the halo. Their simulation was done with a resolution of 15 pc.
In addition, [Tepper-Garcia & Bland-Hawthorn| (2018)) considered a cloud with an initial gas mass of
1.5 X 10% M, and dark matter subhalo mass of 1.0 x 10° M. They performed two simulations with the
latter initial masses. One simulation had a resolution of 15 pc, while the other had a resolution of 6o pc.
In the high resolution case, the cloud survives but loses half of its initial mass. In the low resolution case,
the cloud is destroyed in a similar way to the low mass case. Based on this comparison, they suggested that
the difference in survivability between their results and those of|Galyardt & Shelton|(2016) was due to
simulational resolution. However, this difference could also be due to the much larger cloud mass. Their
1.5 x 108 Mg, cloud survived while their 1.6 x 107 M, cloud, which was more than twice as massive as
the clouds in|Galyardt & Shelton| (2016), was destroyed.

Here, we revisit the cloud collision problem using 15.6 pc and 7.8 pc resolution, which meets or
exceeds the resolution used by Tepper-Garcia & Bland-Hawthorn| (2018). We use the FLASH simulation
framework including hydrodynamics and gravity (Fryxell et al., |2000). Some of our simulations also
include a Galactic magnetic field. With FLASH, we model the interactions between the baryonic and dark
matter components of the cloud and the outer disk of the Milky Way, where the trajectory calculated by
Lockman et al.{(2008) intersects the disk. We aim to examine survivability and other intriguing behaviors
of the cloud. We examine clouds of different masses, finding that the less massive clouds are better blocked
by the disk and confirming that HVC-sized clouds are destroyed. This suggests that the Smith Cloud is on
its first approach towards the disk of the Milky Way. The fact that some of the earlier simulations showed
material following the dark matter minihalo raises the question of where this material originated: the
cloud, disk, or halo. Our simulations show that the trailing material is a mixture of all three, with ratios
that depend on the amount of time since the collision and the initial density of the cloud. Furthermore,
we examine the hole and shell formed by the cloud’s collision with the disk. We also explore a case without
a baryonic cloud. Without a baryonic cloud, there is a small disturbance in the disk as the dark matter
subhalo passes through, but no hole or shell is formed. The simulation set up and parameters are discussed
in Section The results are presented in Section 3.3} In Sections].4] we discuss and summarize the

results.
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3.2 Simulations

We use FLASH (Fryxell et al., 2000) version 4.3 to simulate a portion of the Milky Way galaxy with
an HVC moving through it. The simulation domain is a 4 kpc X 4 kpc X 24 kpc region in Cartesian
coordinates and is centered on the Galactic disk at a Galactocentric radius of Rg, = 13 kpc. The mass
densities of the Milky Way’s disk and halo are taken from the mass model of the Milky Way developed in
Galyardt & Shelton|(2016) from references therein. They result in an average hydrogen column density of

0?1 atoms cm™2. The temperature profile of the ambient material is also

the disk at the impact site of 1
taken from |Galyardt & Shelton| (2016)). We use the coherent component of the Galactic magnetic field
from Jansson & Farrar) (2012a), with some smoothing to enhance numerical stability. We set the ratio of
metal nuclei to hydrogens to be similar to that of the Milky Way’s outer disk. We refer to this ratio as the
metal abundance and express it in terms of the Sun’s metal abundance, Z,, which we adopt from Anders
& Grevesse (1989).

FLASH segments the 3-dimensional Cartesian computational domain into blocks, each of which is
subdivided into 8 x 8 x 8 cells or zones during the simulation (Fryxell et al., 2ooo). With adaptive mesh
refinement, the initial blocks can be subdivided multiple times in each Cartesian direction. A maximum
refinement level of [ corresponds to subdividing each initial block into 2’ blocks in each Cartesian direction.
As a consequence, with initial block sizes of 2 kpc X 2 kpc x 2 kpc and a maximum refinement of 4 or
5, the smallest cell in a fully refined region of the domain is 15.6 pc or 7.8 pc, respectively. Following this
rubric, the|Galyardt & Shelton|(2016) simulations, which had the same domain size and block structure
as our simulations and a maximum refinement level of 4, had a minimum cell size of 15.6 pc.

We have included hydrogen, helium, and carbon in our simulations. The ionization and recombi-
nation of helium and carbon are calculated in a time dependent manner, although the ionization and
recombination of hydrogen are not. The hydrogen is treated as if it is fully ionized in FLASH’s calculations
of thermal pressure.

Eight of our simulations track a gas cloud accompanied by a dark matter minihalo. The remaining

3 simulations track dark matter minihalos without accompanying gas clouds. In each case, the cloud
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and/or minihalo is placed 10 kpc above the midplane and given an initial velocity of 200 km s ! toward
the disk, resulting in a similar collision velocity to that of Tepper-Garcia & Bland-Hawthorn|(2018). The
transverse bulk velocity is set to zero. When present, the baryonic cloud is spherical and has a soo pc
initial radius (see Table . Its gas density varies from one run to another, within the range of hydrogen
number densities of 0.1 to 0.5 cm™? (see Table.1). The hydrogen is accompanied by helium and carbon

such that the gas density is 1.4 ™ g 17, where m gy is the mass of a hydrogen atom and n g is the hydrogen

number density. The density distribution in the cloud is given as ny = Actanh(;g—gz) + B,, where
A. = —0.5(npc —nu,a)and B. = 0.5(ng,c + np a), and ny o and ny, 4 are the hydrogen number

densities of the cloud and ambient medium, respectively. The temperature of each cloud is set so as to
enable pressure balance with the surrounding gas at the beginning of each simulation. Owing to the
variation in cloud density from one simulation to the next, the initial cloud temperatures range from
210 to 1040 K at the center of the cloud. Like in |Galyardt & Shelton|(2016), we assume that the cloud
originates in intergalactic space, where the metal abundance is very low. In order to trace the cloud gas as
it interacts with the Galaxy, we set the initial cloud metal abundance to 1 x 107°Z,

The dark matter minihalo density profile is identical for all simulations and is taken from |Galyardt
& Shelton (2016). The dark matter minihalo is modeled as an Einasto profile (Einasto, [196s; Merritt
etal,2006): p(r) = p. exp{—d,[(r/r.)/™ — 1]}, where p, defines the nominal density, . defines the
half-mass radius for an infinite dark matter distribution, 7 defines the ‘shape’ of the distribution, and
d, ~ 3n —1/3 4+ 0.0079/n, forn 2 0.5 (Merritt et al., 2006)). For the minihalos used in this work,
we use re = 1.0kpc,n = 1/0.17,and p. = 9.79 x 1072 Mg pc~2. The dark matter distribution is
spherically symmetric with a radius of 2 kpc. The total mass of our dark matter minihalo (3.0 x 10®
M) matches that of Nichols et al.|(2014)), but their simulations used a Navarro—Frenk—White profile
(see Navarro et al|(1996)). Tepper-Garcia & Bland-Hawthorn| (2018) also used a Navarro—Frenk—White
profile for their dark matter minihalo, but with masses of 108 and 10° M.

For these simulations, we use FLASH version 4.3, which is an update relative to version 4.2 which
was used for|Galyardt & Shelton|(2016). In both projects, the FLASH calculations use the unsplit stag-

gered mesh ideal MHD solver for simulations that include a magnetic field and use the unsplit solver for
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simulations that did not model a magnetic field. In all cases, the adiabatic ideal gas equation of state is
modeled, using an adiabatic index, y, of 5/3. Radiative cooling is not modeled. The gravity unitin version
4.3 of FLASH is updated relative to that used in|Galyardt & Shelton|(2016), but it continues to use the
Barnes-Hut Tree Solver to calculate self gravity between material within the domain. As in|Galyardt &
Shelton|(2016), the gravity field due to the mass of the entire galaxy was calculated externally using the
method described in that paper. The vertical component of the Galaxy’s gravitational field was uploaded
into FLASH and used in our simulations. The portion of the disk that is within the simulational domain
contributes to both the Galaxy’s gravitational field and to self gravity, but this double-counting is not
expected to have significant effects on the results.

We ran 1 simulations, labeled Run Lo, Mo to Ms, and Ro to Ry in Table[3.2] Three simulations
(Runs Lo, Mo, and Ro) do not include a baryonic cloud, while the other 8 simulations do. In Runs M1
and Ry, the cloud’s initial hydrogen number density is o.1 cm ™3, while it is 0.2 cm ™ in Runs M2 and
R2, 0.4 cm™? in Runs M4 and R4, and 0.5 cm ™ in Runs M5 and Rs. Runs Mo through Ms include a
Galactic magnetic field, while Runs Lo and Ro to Rs do not. As stated previously, all simulations include
a dark matter minihalo of mass 3 x 10% M.

One topic of interest is the fate of the cloud material. We trace the cloud material by its metallicity. We
determine the average location of the material that came from the original cloud by first calculating the
mass of cloud material in each cell, using the cloud fraction defined in Section and then calculating
the center of mass of such material.

A second topic of interest concerns the material that moves with the dark matter minihalo. In order
to identify this material, we find the gas that is within 1.0 kpc of the minihalo center of mass and whose 2

component of velocity is within so km s~ of that of the minihalo center of mass.
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Table 3.1: Simulation Parameters. Note that initial cloud density, presence of the Galactic magnetic field,
and minimum cell size vary between the runs. Table shows the chosen parameters for individual

simulations.

Parameter

Size

Gas cloud radius
Gas cloud H density
Gas cloud mass
Gas cloud metal abundance
Dark matter minihalo mass
Initial location of cloud and minihalo
Initial velocity of cloud and minihalo
Galactic metal abundance
Galactic magnetic field
Coordinate system
Domain size
Minimum cell size

500 pc
0, 0.1, 0.2, 0.4, 0r 0. Hem™
0,17 x108,3.3 x 105, 6.6 x10°, or 8.3 x 10 M,
107° Z,
3.0 x 108 Mg,
x = Okpc,y = 0 kpc, 2 = 10 kpc

200kms™! 2

3

0.3 4
Coherent component of [Jansson & Farrar|(2012a) or None
Cartesian
4 kpc x 4 kpe x 24 kpc
15.6 pc or 7.8 pc

Table 3.2: Set of Simulations.

Simulation | Cloud H Density | Galactic Magnetic | Minimum Cell Size | Duration
Name (Hcm™3) Field (pc) (Myr)
Lo o no 15.6 160
Mo o yes 15.6 160
Mi 0.1 yes 15.6 160
M2 0.2 yes 15.6 150
My 0.4 yes 15.6 159
Mg 0.5 yes 15.6 160
Ro o no 7.8 86
R1 0.1 no 7.8 160
R2 0.2 no 7.8 162
R4 0.4 no 7.8 153
Rs 0.5 no 7.8 160
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3.3 Results

3.3.1 Cloud—free Minihalo Evolution

In order to determine if dark matter minihalos, alone, are able to gravitationally accrete gas from the halo
and disk, we performed Runs Lo, Mo, and Ro. Each of these runs has a dark matter minihalo but no
accompanying baryonic cloud. The minihalos in all three of these simulations do notaccrete any gas as they
pass through the halo prior to interacting with the Galactic disk. The dark matter minihalos temporarily
affect the disk. As each minihalo passes through the disk, it pulls disk gas towards it, resulting in a pileup
of gas along its path through the disk. Despite causing local distortions in the disk, the minihalo does not

accrete any disk gas during its passage. See Figure
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T = 50 Myr

0 2
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Figure 3.1: Hydrogen number densities for Run Mo at 4 epochs (35, 40, 45, and so Myr) along a vertical
slice in the z = 0 plane through the central portion of the domain. The white x and black circle represent
the center of mass and half-mass radius of the dark matter minihalo, respectively. The contours depict the
magnetic field strength. This figure shows that the dark matter minihalo does not accrete gas during its

passage through the disk.
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3.3.2 Cloud Evolution

Runs Mi1-Ms and R1-Rs add a gaseous component to the dark matter cloud. This change has very little
effect before the collision with the disk, but has enormous effects during and after the collision. Figure

shows the evolution of an example simulation.

10!
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* 104
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Figure 3.2: Hydrogen number densities for Run Ms at 4 epochs (o, 30, 50, and 70 Myr) along a vertical
slice in the # = 0 plane. The white X and black circle represent the center of mass and half-mass radius

of the dark matter minihalo, respectively. The contours depict the magnetic field strength.

(Galyardt & Shelton|(2016) gave an overview of the dynamics of this system. Here we extend their

analysis. The gaseous cloud moves together with the dark matter minihalo until shortly before the collision
with the Galactic disk. This is shown by the small distances between cloud and minihalo centers of

mass (Figure top panel), and the similarity in the bulk Z-velocities between all of the clouds and
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their minihalo escorts for times prior to ~30 Myr (Figure bottom panel; the minihalo center of mass
v, is shown as an orange curve). In the last few million years before the collision, the clouds begin to
encounter the increased ambient density near the Galactic disk, which begins to slow them down relative
to the dark matter minihalos. This slowing is demonstrated by both the widening gaps and the increasing

velocity differences between the dark matter minihalos and the gaseous clouds (top and bottom panels of

Figure3.3).
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Figure 3.3: Top panel: Physical distance between dark matter minihalo center of mass and cloud center of
mass as a function of time. Second panel: Total mass of the cloud material moving with the dark matter
minihalo, based on the criteria set forth in Section[4.2} Henceforth, this material is referred to as the cloud.
Third panel: Metallicity of the cloud. Fourth panel: Temperature of the cloud. Fifth panel: Bulk velocity

of the cloud. The orange curve shows the velocity of the dark matter minihalo.
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From roughly 37 to 41 Myr, the dark matter minihalos pass freely through the disk. As they approach
the midplane, the gravitational acceleration decreases. As they cross the midplane, the gravitational accel-
eration increases, but in the positive £ direction. Consequently, the minihalos move fastest as they cross
the midplane. Their velocities follow the expected parabolic evolution (see the orange curve in Figure
bottom panel). Conversely, the gas clouds feel the ram pressure of the disk, causing them to decelerate
more substantially. Asa result, the gaseous clouds cannot keep up with their dark matter minihalos during
this time frame. This causes the sudden drop in cloud mass (second panel of Figure[3.3) and uptick in the
relative distance between the gas clouds and their dark matter minihalos at roughly 40 Myr (top panel of
Figure .

The hydrodynamics of the cloud collision make this case different from the case described in Section
The ram pressure of the gas cloud displaces the Milky Way gas. The gravitational pull of the minihalo
contributes to the motion. The affected gas is substantially accelerated, enabling it to be captured by the
dark matter minihalo or at least meet the criteria for cloud material accompanying the subhalo described
in Section

This ability to displace and attract the disk gas raises the question of how much disk gas is enmeshed in
the post-collision cloud. This question can be quantitatively answered by examining the metal abundances
of the post-collision material. The metal abundance in any given cell (Z) is the mass-weighted sum of the
metal abundance of the original cloud (Z.) and the metal abundance of the ambient Milky Way gas (Z,):
7 = f.Z.+ foZa, where f,. is the fraction of material in the cell that came from the cloud and f,, is the
fraction of material in the cell that came from the ambient Milky Way gas (Gritton et al.} 2014). The sum
of these fractions must always be 1. Solving these two equations yields the fraction of material in a cell

that came from the cloud:

4 —Z,

fc: ZC_Za-

(3.1)

Figure[s.3|(third panel) shows the time evolution of the cloud’s metallicity, where metallicity refers to
log (%) and cloud refers to the gaseous material accompanying the dark matter minihalo. In the first

35 Myr, the cloud’s metallicity drops slightly from -2..3 to -2.4 for runs Mi1-Ms and rises slightly from -2.3
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to -2.2 for the runs R1-Rs. Then, as the dark matter minihalo passes through the disk, the metallicity of
the gaseous material accompanying it quickly rises to between -1.0 and -o.5, depending on the simulation.
In the most extreme case (M), the post-collision cloud is almost entirely comprised of Milky Way gas. In
the least extreme case (Rs), the post-collision cloud is roughly a third Milky Way gas.

Clouds with larger initial densities conduct more gas through the Galactic disk than do clouds with
smaller initial densities, as shown by the metallicity trends at o Myr in panel 3 of Figure For each set
of runs, the relative mixture of original cloud material to entrained material increases monotonically with
the initial density of the progenitor cloud. See Table[3.3]for the fraction of the progenitor that remained
in the cloud, the ratio of accreted material to surviving progenitor material, and the ratio of the cloud
mass to the initial cloud mass at so Myr. The cloud mass used in Table j3.3|is that of the material that
moves with the dark matter minihalo, based on the criteria set forth in Section[4.2] These mixtures are
the result of multiple processes: the stripping of progenitor cloud material from the minihalo and the
displacement of Milky Way gas and its attraction to the dark matter minihalo. The loss of progenitor gas
is so significant that no more than 35% of the low—metallicity progenitor cloud mass survives the collision
(see Table[3.3). In all, by so Myr the mass of surviving progenitor gas plus entrained gas drops to roughly 4
-38% of the original progenitor cloud mass (see Table[s.3and Figure[s.3} second panel) during the collision
with the disk. The mass loss depends on the initial density of the cloud; less dense clouds are more eroded
by passage through the disk.

By 70 Myr, the mass of surviving progenitor gas plus entrained gas drops further, to roughly 1 - 24%
of the original progenitor mass (see Table[3.4). This is due to both accreted gas and progenitor cloud gas
being stripped from the dark matter minihalo as it moves away from the disk.

The progenitor material mildly lags the dark matter minihalo before passing through the disk and
substantially lags it after passing through the disk (see Figure[3.3} top panel). The lag is strongest for the
lowest density clouds and weakest for the highest density clouds. The separation is also larger for the M
series of simulations than the R series of simulations. As a consequence of the lag, the metallicity of the
gas in the vicinity of the minihalo rises towards that of the Milky Way. This is shown by the metallicity of

the gas located within 100 pc of the dark matter minihalo center of mass (see Figure[3.4). We used a 100 pc
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Table 3.3: Fate of the progenitor cloud. The second column is the ratio of surviving progenitor cloud mass
in the post-collision cloud to the original progenitor cloud mass. The third column is the ratio of accreted
material to surviving progenitor material in the post-collision cloud. The fourth column is the ratio of
post-collision cloud mass to original progenitor cloud mass. The tabulated results are for so Myr.

Simulation Progenitor Survival ~Accreted/Surviving Overall Mass Retention

M1 0.001 27.73 0.04
M2 0.05 2.55 0.16
My 0.15 0.64 0.24
M; 0.18 0.44 0.26
R1 0.03 4.27 0.16
R2 0.17 0.56 0.27
R4 0.31 0.15 0.35
Rs 0.35 0.10 0.38

Table 3.4: Same as Table[3.3|but for 70 Myr.

Simulation Progenitor Survival ~Accreted/Surviving  Overall Mass Retention

Mi 0.000I 68.45 0.01
M2 0.0I 3.42 0.06
My 0.07 0.61 0.12
Mg 0.10 0.40 0.14
R1 0.01 6.77 0.07
Rz 0.10 0.37 0.13
R4 0.20 0.07 0.21
Rs 0.23 0.05 0.24

radius to order to isolate material moving with the dark matter minihalo while minimizing contamination
from other gas. Bow shock gas is not within this radius.

In general, the gas captured by the minihalo continues to track the dark matter center of mass in
position and velocity. By so Myr, this captured gas is well-separated from the disk (see Figure[s.s} upper
left panel) and continues on its trajectory away from the disk at high velocity (Figure[3.s} lower left panel).
However, this captured gas soon begins to lag behind the dark matter minihalo. Figure3.3/shows the lag.

Run M is the most extreme case. By 70 Myr, the gravitationally attracted cloud for M1 is much farther
behind the dark matter minihalo than are the gravitationally attracted clouds for other runs. Furthermore,

Run Mr does not exhibit a density enhancement above the mean density of the surrounding medium at
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Figure 3.4: Average metallicity of the gas found within 100 pc of the dark matter minihalo center of mass.

the location of the minihalo, confirming that the dark matter minihalo has outpaced the gravitationally
attracted cloud.
In general, after moving through the disk, the progenitor material slowly expands, falls farther behind

the dark matter minihalo, and merges with the bubble. The bubble is described more extensively in Section

3:3-3

3.3.3 Splashes and Bubbles

Figures and3.9|show the profiles of several simulation variables versus 2 at 30, 50, and 70 Myr,
respectively. The plots show all of the gas in the domain; no selection has been applied to the gas prior
to profile generation. In each figure, the panels display (clockwise from upper left) cell mass—weighted
profiles of the hydrogen number density, metallicity, temperature, and velocity along the 2 axis. Each
quantity is averaged across thin slabs in the x—y plane at each value of 2. The 2 position of the minihalo
is shown as a black vertical line in each panel, with gray shading representing the half—mass radius of the

dark matter minihalo. In the velocity panels of each figure, the velocity of the minihalo is indicated by a
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Figure 3.5: Plots of physical characteristics at so Myr for Run Rs. The first four plots show hydrogen
number density, temperature, metallicity, and 2 velocity along a vertical slice in the = 0 plane. The last
two plots show the hydrogen column density and C IV column density.

horizontal orange line. The minihalo trajectory is nearly identical for all runs with a gaseous cloud, with
negligible differences due to gravitational interactions with the local gas. On the other hand, individual

clouds evolve noticeably differently, depending on their initial hydrogen density.
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Figure 3.6: Hydrogen number density and temperature along a vertical slice in the = 0 plane at 5o Myr

for Run Ms. The contours depict the magnetic field strength. In comparison with Figure Run Ms
creates slightly smaller and warmer bubbles.

All of the runs evolve similarly until the collision with the disk at 37 Myr. Figureshows the evolution
at 30 Myr. The hydrogen number density profile (upper left panel) shows two prominent peaks: the peak
at z = o kpc is the Galactic disk, while the peak at roughly 2 = 2.5 kpc coincides with the head of the cloud.

The cloud density peak is aligned with the dark matter minihalo center of mass, represented by the solid
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Figure 3.7: Clockwise from the upper left, the plots show the average hydrogen number density, metallicity,
temperature, and velocity in the £ direction as functions of z at 30 Myr. The cloud is still ~ 2.5 kpc above
the disk and will collide at 37 Myr.

black vertical line. The cloud tail material extends from 2z = 2.5 kpc to about 9 kpc. At this epoch, the
progenitor material, traced by low-metallicity gas, is confined to the cloud and its tail (Figure[s.7} upper
right panel), the cloud and the Galactic disk are the coolest features of the domain (lower right panel),
and the mean gas velocity at the 2 position of the cloud head is consistent with the minihalo velocity
(Figurefs.7} lower left panel; the minihalo velocity is marked by the horizontal orange line).

When the clouds collide with the disk at about 37 Myr, the impact shock—heats a thin layer of disk gas
at the impact site and creates a large pressure gradient that fragments the clouds. The pressure gradient
induced by the impact is so large that it accelerates a significant amount of cloud and disk gas upwards,
to heights above the disk. The lower left panel of Figure[3.8{shows that the gas within 4 kpc above the

midplane has been accelerated upwards to speeds approaching 100 km s~L. The backsplash is obvious
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Figure 3.8: Same as Figure but for so Myr.

in slice plots of the so Myr epoch, shown for Run Rs in Figure This recoiling gas has a lower mean
metallicity than the Galactic gas, indicating that its composition includes gas from both the initial cloud
and Galactic sources. In fact, for the lower density runs, the majority of the low—metallicity gas is in the
recoil, above the disk midplane. The impact-induced pressure gradient also transfers momentum from
the cloud to the disk gas, fomenting an expanding bubble structure below the disk. Since most of the
cloud and disk gas is cool, the interior of the collision-induced bubble structure is also cool. The shell of

the bubble is hotter, as it is shock—heated (see Figure . At late times, an extended hole develops in the

center of the bubble.

Thebubbles are slightly smaller and warmer in the M series simulations than in the R series simulations
(see Figure . The difference could be due to the magnetic field, difference in resolution, or both. For
both the M series and R series of simulations, the bubble has a mass-weighted average temperature of

~ 10* to ~ 10° K, is traced by C III, C IV, and C V, and has an average hydrogen column density of

SI



100 4

107! 4

H Number Density (cm~?)
Log(Metallicity)

1073 4

100 4

V, (km s~1)

— M1 - R2
— M2 R4
M4 R5
—200 1 M5 —— DM COM

—-= RI

T T
5 10

Figure 3.9: Same as Figure but for 70 Myr.

106 t0 1023 cm 2, from 45 to 75 Myr. Another factor driving the morphology is the presence of the
dark matter minihalo. The simulations of Galyardt & Shelton| (2016) show that the presence of a dark
matter minihalo accompanying a baryonic cloud results in a larger bubble than those created by baryonic
clouds alone.

Low-metallicity gas from the tail of the pre-collision cloud continues to fall through the collision—
induced hole in the disk between so and 70 Myr, further reducing the mean metallicity of the bubble
region (Figure upper right panel, upper left panel). By 70 Myr, the majority of the low—metallicity gas
has accumulated in the bubble structures of all runs except M (Figure[s.o} upper right panel). This inflow
of cool progenitor cloud gas into the bubble structure along with the expansion of this structure further
lowers its temperature (Figure lower right panel). The coolest gas in the bubble has a temperature of

~ 700 K. Due to the low relative velocity between the bubble’s shell and minihalo, some of the shell gas
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is captured by the minihalo. This is confirmed by the poorly ionized but metal-rich gas coincident with

the dark matter subhalo.

3.3.4 Holes

021 atoms cm™2. The

At the beginning of the simulation, the average H column density of the disk is 1
initial H column density is determined by counting only gas whose |v,| < 10 m s~ and whose tempera-
ture is less than 6.0 x 10° K. As each simulated gas cloud collides with and passes through the Galactic
disk, it creates a hole in the disk. Figuresand show the holes in the Runs M5 and Ry disks after
the clouds have finished passing through the disk. These figures show the column densities along vertical
sight lines through the disk (defined here as material whose 2 velocity is -s0 km s™* to 100 km s™! and
whose temperature is less than 5.0 x 10° K) at 40, 50, and 70 Myr. The white regions represent places in
the disk where the vertical column density is less than 1/100th of the initial column density of the disk.

Each hole is largest immediately following the impact. Subsequently, the hole shrinks in size as the disk

heals from the impact.
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Figure 3.10: Disk hydrogen column densities for Run Ms from a face on view of the disk at 40, 50, and 70
Myr. The halo and cloud material are not shown in these panels. The first panel is shortly after the cloud
hit the disk (which occurred at 37 Myr) and the hole was formed. The later panels show that the hole in

the disk decreases in size as time goes by.
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Figure 3.11: Same as Figurebut for Run Rs.

The unusual square-shaped structure seen in these figures is due to waves traveling through the domain.
They already exist near the edges of the domain at 40 Myr, as seen in the left panels of Figuresand
These waves bounce off of the domain boundaries and move towards the center. As the right panels show,

by 70 Myr the waves have not yet reached the center of the disk, so they do not affect the hole.
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Figure 3.12: Hydrogen column density along vertical sight lines through the disk at y = 0 kpc and various
values of & are shown for Runs Lo, Mo-Mjs, and R1-Rs at 40 Myr. The holes in Runs M1-Ms and R1-Rs
can be identified by the precipitous drop in column density near z = 0 kpc. Their sizes depend on both
the density of the cloud and the presence of a magnetic field. The dark matter minihalos in Runs Lo and
Mo pull disk gas inwards, creating the pileups of disk gas at # = 0 kpc. These runs only contain dark

matter clouds, which our simulations find incapable of creating holes.

22 A

il
[
— 21 1
K
g
£
£ 20
w
=
j<3
a
=]
g 194
3
O
=
18
M5 —— LO
------ R1 Mo

17 T T T T T
-2.0 -1.5 -1.0 =05 0.0 0.5 1.0 1.5 2.0

x (kpc)

Figure 3.13: Same as Figure[s.12but for 50 Myr.
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Figure 3.14: Same as Figure[3.12|but at 70 Myr. The holes still exist at 70 Myr in the higher density cloud
simulations, but have already healed in the lower density cloud simulations. For runs Lo and Mo, the

pileup of disk gas at the center of the disk grows over time, creating the large peaks.

The densest clouds in our set of simulations create the most pronounced holes. Figures and
show the disk’s density profile at 40, s0 and 70 Myr. The denser clouds produce more prominent
and longer-lived holes. Tablelists the dimensions of the holes for each simulation at these three epochs.
For each simulation, the holes decrease in size over time. For the lowest density runs, the holes have healed
by 70 Myr.

The largest of these holes can exceed 400 pc in radius. Holes of this size can be seen by observers with
high resolution telescopes. For example, a 400 pc radius hole in a galaxy 8oo Mpc away would have an
angular diameter of 0.2 arcseconds, which is much larger than the angular resolution of the Very Large

Baseline Array of o.11 - 22 milliarcsecond

3.4 Discussion

What happens if HVCs reside within dark matter envelopes (Blitz et al., 1999; Braun & Burton), 2000;

Simon et al., 20065 Nichols & Bland-Hawthorn, 2009; | Tepper-Garcia & Bland-Hawthorn, 2018)? Many

*See https://public.nrao.edu/telescopes/vlba/
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Table 3.5: Dimensions and area of the holes formed for each run. Blank rows signify epochs where a hole
was not present. Dimensions are given as the maximum extent of the hole in each direction.

‘ Run ‘ Epoch ‘ Dimensions (pc) ‘ Area (kpc?) ‘

40 - -
Lo 50 - -
70 - -
40 - -
Mo 50 - -
70 - -
40 560.8 X 530.4 0.23
Mi 50 343.2 X 3112 0.13
70 - -
40 687.2 X 716.8 0.362
M2 50 467.2 X 467.2 0.175
70 248.8 X 280.0 0.044
40 842.4 X 843.2 0.532
My 50 748.8 X 717.6 0.424
70 592.0 X 624.0 0.275
40 874.4 X 874.4 0.591
M; 50 843.2 X 843.2 0.568
70 717.6 X 748.8 0.371
40 560.8 X 560.8 0.234
R 50 327.2 X 3112 0.073
70 - -
40 685.6 X 670.4 0.352
R2 50 389.6 X 389.6 0.112
70 217.6 X 201.6 0.021
40 764.0 X 764.8 0.456
R4 50 486.0 X 484.0 0.174
70 570.4 X 483.2 0.164
40 795.2 X 795.2 0.492
Rs 50 608.8 X 608.8 0.280
70 608.0 X 764.8 0.237
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of these clouds will eventually hit galaxies. This scenario raises the specter of the cloud’s destruction during
the impact. Galyardt & Shelton|(2016) found that the clouds were scattered upon impact, but their study
also found gas accompanying the dark matter minihalo 40 Myr after impact. Here, we determine the
origin of that gas. This work also answers several ancillary questions. One question is the fate of the HVC
material. Another question whether the Smith Cloud has previously passed through the Galactic disk.
A third question is whether a dark matter minihalo with a negligible baryonic component can gather
and confine gas gravitationally as it passes through a galactic halo and disk. A final question asks for the
characteristics of the collision-induced holes and bubbles.

Regarding the fate of HVC gas after the collision, the simulations presented here confirm the conclu-
sion of|Galyardt & Shelton|(2016) that an infalling dark matter minihalo with a bound gaseous component
will only carry a small fraction of its original gas away from a collision with the outer Galactic disk. This
result applies to clouds with masses between 10 M, and 107 M. As the mass of the progenitor cloud
increases, the percentage of surviving gas increases, so clouds with initial masses orders of magnitude
higher than our clouds may carry a more significant percentage of their original gas. The vast majority of
the progenitor HVC gas is decellerated by the collision, and later becomes part of the bubble structure
below the disk and the splash above the disk. In the case that the progenitor cloud had low density, it tends
to bounce off the disk and become part of the splash, whereas in the case of a high density progenitor
cloud, most of the material moves through the disk. In each case, roughly one third of the progenitor mass
goes into creating the bubble. This fraction grows over time as material from the splash subsequently falls
through the hole in the disk. All of the gas that is not bound to the minihalo will eventually fall back onto
the disk, since neither the recoil gas nor the bubble gas are pressure supported against gravity.

Various studies (Tenorio-Tagle etal., 1986;|Galyardt & Shelton, 20165 Tepper-Garcia & Bland-Hawthorn,
2018) have shown that infalling HVCs with no dark matter component contribute all of their gas to the
Galactic disk after the initial impact response is damped out by gravity. Our simulations indicate that
a dark matter component of an HVC would only make a small correction to this resule. HVC infall
represents an efficient mechanism for contributing fresh fuel for star formation to the Galaxy (Wakker

et al.,1999; Lehner et al., 2012). Of course, if star formation were initiated by the initial impact (Bekki,
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2009; Kannan et al., 20125 Shah et al., 2019) or subsequent evolution of the bubble or recoil structures, a
stellar wind generated by newly formed stars may support a portion of these out-of-plane gas structures,
increasing the time needed for cooling and subsequent gravitational collapse.

We next consider the hypothesis that the Smith Cloud is left over from a previous collision between
an extragalactic HVC and the Galactic disk. An intergalactic cloud would be expected to have a very low
metallicity. In contrast, the Smith Cloud metallicity (head: o.15 — 0.44 Z Hill et al.| (2009); tail: 0.53
Z Fox et al(2016)) is similar to the outer disk of the Milky Way. Although our simulations show that
the clouds exchange material with the Milky Way as they pass through it, only the low-density clouds
exchange enough material for their metallicities to be similar to their surroundings. Among our simu-

lations, only those with initial hydrogen number densities of < 0.2 cm ™3

create post—collision clouds
whose metallicities are comparable to the ambient metallicity. However, our simulations also show that
such low-density clouds have difficulty passing through the disk. Therefore, it would be unlikely for such
a low-density cloud to retain enough mass to explain the currently—observed mass of the Smith Cloud.
Moderating these effects is that the magnetic field in our simulations does not include the random com-
ponents described in|Jansson & Farrar|(2012b)) and so a more realistic magnetic field would have stronger
effects than our simulations show. For a given cloud initial density, raising the magnetic field would likely
cause the post—collision clouds to be less massive and have more disk-like metallicities. This would likely
allow for a somewhat denser, more massive progenitor cloud.

Regarding the question of whether a cloud—free dark matter minihalo can capture gas from the disk,
in our simulations no disk gas was captured by the minihalo. The chief hinderance to gas accretion is the
large relative velocity between the minihalo and the disk gas. An oblique trajectory aligned with rotation
of the Galactic disk may reduce the relative velocity, perhaps making disk gas capture a low probability
event.

Such gas free dark matter minihalos may exist near disk galaxies, as intergalactic interlopers, leftovers
from the galaxies’ formation via dark matter aggregation, or infalling dwarf galaxies stripped of their gas
but still orbiting the Galaxy. Our simulations show that when the minihalo is quite close to the disk, the

disk gas responds gravitationally. The simulations of Bekki (2009), Kannan et al.|(2012)), and Shah et al.
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(2019) also show a localized gravitational interaction. In our simulations, the disturbed disk gas does not
reach escape velocity, and so does not move with the dark matter minihalo as the minihalo leaves the disk.

A connection between galactic holes and HVCs has been suggested by many authors. Pokhrel et al.
(2020) observed 306 H I holes in 41 gas-rich dwarf galaxies. They suggested various mechanisms for
the formation of these holes, HVCs being one. [Ienorio-Tagle| (1980, [1981); Tenorio-Tagle et al.|(1987)
simulated HVCs passing through the Galactic midplane and found that they punch holes in the disk.
More recently, Bekki et al.| (2008) presented computer simulations for the case of the Magellanic Stream
Leading Arm clouds colliding with the Milky Way disk. They found that 107 and 10® M, clouds caused
long lived, kiloparsec scale holes in the outer disk. Our simulations extend those results, finding that
clouds with masses 1.7 x 10° to 8.3 x 10° M, also punch holes in the Galactic disk. Because we use less
massive clouds and a more massive disk than Bekki et al.|(2008]), we naturally find smaller holes.

Our simulations suggest that the HVC’s passage through the disk also creates a bubble surrounded
by a higher-density shell. Such shells have been observed in our Galaxy. For example, [Park et al.| (2016)
identified a connection between a compact HVC (HVC o040 + 01-282) and a shell (GSo40.2+00.6-70)
that appears to surround the cloud in H I maps. Park et al.| (2016) suggested that the HVC approached
the disk from below at an inclination angle of 30° and passed through the Galactic midplane roughly
s Myr ago, reaching its currently observed location 420 pc above the Galactic midplane. Based on the
energetics of the shell, Park et al.|(2016) found that the HVC has lost at least 90% of its mass due to its
motion through the disk. Our simulations predict similar consequences. Roughly 5 Myr after passing
through the midplane, our simulated cloud is roughly 400 pc from the midplane, appears to be at the
edge of the disk, and is surrounded by a shell composed of disk and cloud material. In our simulations, the
hole in the disk is apparent; however, if the cloud had approached the disk with a 30° inclination angle and
been observed from Earth, the resulting projection of the shell would likely appear to enclose the cloud.
In agreement with Park et al.| (2016)), our simulated clouds lose most of their mass as they pass through
the disk.

Regarding the question of the characteristics of the bubble, we find that the interior of the bubble is

cool, low metallicity gas mostly originating from the cloud and the disk. The surrounding shell is hotter
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than the bubble because it has been shock heated. A small amount of shell material is captured by the
minihalo due to the low relative velocity between the expanding shell and the minihalo. Observational
signatures of our tepid bubbles include C III, C IV, and C V-rich interiors and shells and heights up to
~ 8 kpc. They survive for at least 40 Myr. It should be noted that these results are idealized. Rotational
motion would deform the shapes of the bubbles, making them somewhat harder to identify.

There is some interest in distinguishing bubbles made by high velocity clouds and those made by
supernovae. The bubbles formed by supernovae are hot, whereas those formed by HVCs are cool. Su-
pernovae remnants are concentrated in the Galactic disk, whereas HVC-induced bubbles are on one side
of the disk or the other (Section see also Mirabel (1982))). Supernova remnants are usually less than
100 pc across, whereas the holes created by HVCs can exceed soo pc in diameter and the HVC-induced
bubbles can extend 5 kpc or more away from the disk. Supernova explosions increase the metal abundance
of the surrounding area, whereas HVC collisions dilute the metal abundances. Supernova explosions
typically have energies of 0.5 - 1.0 X 10°! ergs. Assuming a mass of 10® M, and a collision velocity of
100 km s~ 1, the kinetic energy of such an HVC would be 10%3 ergs. This is the equivalent of 100-200
supernova explosions. Faster and more massive HVCs would collide with even more energy.

There is observational evidence that HVCs do collide with the Galactic disk. IMcClure-Grifhiths et al.
(2008)) observed signs of the interaction between the Leading Arm of the Magellanic Stream and the Milky
Way’s disk. |Lockman et al.{(2023)) found that the forerunner of the Smith Cloud is colliding with the disk.
Park et al.| (2016) observed a supershell associated with a compact HVC, CHVCo4o, that collided with
the disk of the Milky Way. These examples highlight the importance of understanding the dynamics of

HVC:s colliding with galactic disks.

3.5 Author Contributions

The simulations in this chapter were run by Jason Galyardt. The analysis was done by myself. The writing
was done by Jason Galyardt, Robin Shelton, and myself.

All co-authors agree that the work may be included in this dissertation.
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CHAPTER 4

COOLING IN NON-COLLISIONAL

EQUILIBRIUM ENVIRONMENTS

'Goetz, E. H. & Shelton, R. L., 2025, To be submitted to the Astrophysical Journal.

62



Abstract

We implement two new algorithms for radiative cooling in the FLASH hydrodynamic code (Fryx1
ell et al.,|2000). Currently, FLASH simulations with radiative cooling use a look-up table with col-
lisional ionization equilibrium cooling rates taken from Sutherland & Dopita (1993). These cooling
rates are compiled from data on 16 elements, and the rate used from the table depends on the temper-
ature of the FLASH cell. However, FLASH allows for the tracking of individual ion populations that
result from non-equilibrium ionization and recombination. Here, we develop a non-equilibrium
cooling algorithm based on the actual ion populations in each cell and corresponding cooling rates
for those ions. For comparison purposes, we also develop a new collisional equilibrium cooling algo-
rithm that includes only those elements present in the simulation. Finally, we apply our new radiative
cooling algorithms to simulations of high velocity clouds. To determine the effect on the predicted
characteristics of these clouds, we compare our results with those from existing simulations (Goetz

et al.bro24).
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4.1 Introduction

Radiative cooling is an important process in many astrophysical contexts, from high velocity clouds (HVC)
to galaxy formation. HVCs are cool clouds moving through a hot ambient environment. As they move,
ambient gas is entrained in the cloud and begins to cool. The rate at which that gas cools has implications
for the populations of various ions observed in the cloud.

When radiative cooling is included in astrophysics simulations, it is often based on a look-up table
using cooling rates calculated in collisional ionization equilibrium (e.g. Kwak & Shelton| (2010));|Gritton
et al.| (2014)); |Goetz et al|(2024) using the FLASH hydrodynamics code (Fryxell et al., |2000)), Ramsay
et al.[(2021) using the NUT simulation code (Powell et al., 2o11)). However, simulations incorporating
non-equilibrium ionization and recombination have demonstrated that many astrophysical environments
are out of ionization equilibrium. Examples include HVCs (Henley et al., 20125 Kwak et al., 2015;|Goetz
et al., 2024)), turbulent mixing layers (Kwak & Shelton, 20105 Kwak et al., |2015)), and the diffuse ionized
gas in the Milky Way (McCallum et al., 2024). These environments can have ionization fractions that
are significantly different from what would be expected from collisional ionization equilibrium (CIE)
calculations. In the case of dynamic environments such as HVCs, the ionization fractions are also different
from what would be expected from non-equilibrium ionization (NEI) calculations of hot gas allowed to
cool statically (Gnat & Sternberg, 2007). This raises the question of the accuracy of using a CIE table for
radiative cooling when modeling these environments. Ions contribute different amounts to the overall
cooling rate, so the difference in NEI versus CIE ionization fractions will result in different total cooling
rates for the gas. This could substantially change the amount of cooling that occurs in an environment.

Here, we introduce a radiative cooling algorithm for the FLASH simulation code that is based on the
actual ion populations present in the simulation, calculated using non-equilibrium collisional ionization
and recombination and cooling rates from Chianti (Dere et al., 1997; Del Zanna et al., 2021). We then
compare our new algorithm with the existing FLASH radiative cooling method that uses a look-up table
with CIE radiative cooling rates from Sutherland & Dopita (1993). However, the radiative cooling rates

from Sutherland & Dopital (1993)) difter slightly from those in Dere et al|(1997) and |Del Zanna et al.
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(2021) and include contributions from 16 elements, all of which may not necessarily be present in the
FLASH simulations. Therefore, we also introduce a third radiative cooling algorithm based on CIE
radiative cooling rates from Chianti, but only including the elements present in the particular FLASH
simulation. This provides a more direct comparison between radiative cooling calculations based on
collisional ionization ion populations versus non-equilibrium ion populations.

We first compare the three different radiative cooling algorithms by running simulations of a static
isothermal gas in a 3-dimensional box. We run simulations at three different initial temperatures - 2 x 10*
K, 2 x 10° K, and 2 x 10°% K. We also vary the elements present in the simulations. All simulations
include hydrogen and helium. They may also include various combinations of C, N, O, and Ne. After
H and He, C, N, and O are the most prevalent elements in the Universe. We include Ne as well, because
of its significant contributions to cooling in ~ 10° K CIE gas. We track the gas temperature and the
contribution to cooling from the different species present in the simulations. This allows us to determine
which of these are the most important elements for radiative cooling in different temperature regimes.

We also apply our new radiative cooling algorithms to simulations of HVCs. We use the same simula-
tion set up as|Goetz et al.[(2024)), but with the different radiative cooling algorithms. We then compare
the characteristics of the HVCs predicted from the different simulations, such as the ionization fractions
of various oxygen ions, the ratio of H I to O VI, and the cloud temperature.

In Section we discuss the development of our new radiative cooling algorithms, as well as the
application to HVC simulations. In Section|4.3} we compare the effects of the three cooling algorithms on
isothermal gas. We also compare the effects of these cooling algorithms on simulated HVC characteristics.
In Section we discuss the implications of these results and the importance of using non-equilibrium

cooling algorithms.
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4.2 Methods

4.2.1  Development of New Algorithms

Cooling in Non-collisional Ionization Equilibrium Plasmas

We use Chianti version 10.1 (Dere et al., 1997; Del Zanna et al., 2021) to calculate the cooling rates from
a variety of processes (i.e., radiative recombination, bound-bound transitions, bremsstrahlung, and, for
hydrogen-like and helium-like ions, two photon emission) as a function of temperature and ion species,
for all possible ionization levels of He, C, N, O, and Ne, plus H II. We sum these cooling rates, resulting
in the total cooling coefficient per ion species as a function of temperature, A; (7).

We implement these coefficients in FLASH simulations. FLASH and other hydrodynamics codes
calculate the temperature and density in each cell in the simulational domain. FLASH also has the ability
to calculate the ionization fractions of selected element in a time-dependent manner from the ioniza-
tion and recombination rates and gas temperature. These ionization fractions are needed for our non-
equilibrium cooling algorithm.

In order to calculate the total radiative energy loss rate per unit volume in any given cell, we multiply
A;(T') by the electron number density and the ion number density, and sum over all species. The overall

cooling rate per unit volume in a given cell can therefore be given by the following equation:

N
Ttotal = Z Ne * My * AJ<T)7 (4'1)

j=1

where NV is the number of species in the simulation (excluding electrons), n. is the electron number density,
n; is the number density of the jth species, and A; is the cooling rate of the jth species at the FLASH
cell temperature. It should be noted that FLASH assumes that all of the hydrogen in the simulation is

ionized. Therefore, we do not include cooling from neutral hydrogen.

*FLASH simulations include hydrogen by default and have an additional 13 elements that can be included as well.
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Collisional Ionization Equilibrium Cooling

To see the effects of non-equilibrium radiative cooling, we want to compare with the results of CIE
radiative cooling. The existing CIE radiative cooling tables in FLASH do not provide a good comparison
because they use cooling rates from Summers (1974) and they include contributions from 16 elements,
while FLASH is designed to track the ionization states of up to 14 of these elements. Furthermore, due
to computational limitations, most FLASH simulations only track a small subset of those elements. We
develop a new CIE radiative cooling algorithm that only considers the elements included in the simulation
and uses the same individual ion cooling rates as the NEI cooling algorithm.

The CIE cooling rate per unit volume in a given cell is given by:

N
Ttotal = Z Ne * N * Z fi,k: (T) * Ai,k (T) ) (4'2‘)
k=1 7

where NV here is the number of elements in the simulation, n. is again the electron number density, ny, is
the total number density of the kth element, f; ;. is the ionization fraction of the ith ionization state of
the kth element, and A; ;, is the cooling rate of that particular ion.

We test our algorithm using a subset of the elements tracked by FLASH.

Model Comparisons

To compare the three different radiative cooling algorithms (our NEI radiative cooling algorithm, our
CIE radiative cooling algorithm, and FLASH’s existing CIE radiative cooling algorithm), we run FLASH
simulations in an isothermal domain with various subsets of elements included. At the beginning of the
simulation, the gas is in CIE, with ionization fractions calculated based on the ionization and recombina-
tion rates of Summers|(1974). Different elements contribute more to the cooling in different temperature
regimes. Therefore, we run simulations at three different initial temperatures: 2 x 10K, 2 x 10° K, and
2 x 10% K. We run the simulations for 200 Myr. We track the temperature of the domain as a function
of time as well as the contribution from each species to the total cooling in each cell. The results of these

comparisons are discussed in Section[4.3.1]
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4.2.2  High Velocity Cloud Simulations

In order to evaluate the effects of our NEI radiative cooling algorithm with those of FLASH’s CIE radiative
cooling algorithm, we compare with the results published in (Goetz et al.| (2024) and therefore use the
same physical setup and post-processing as|Goetz et al.|(2024). Specifically, here we compare with Run 3
in|Goetz et al.| (2024)), which models a cold, dense cloud of gas surrounded by the hot, ambient medium.
That run has an ambient temperature and hydrogen number density of 2 x 10°Kand 1 x 107 cm™?,
respectively. At the center of the cloud, the initial temperature and hydrogen number density are 5000
K and 0.4 cm ™3, respectively. However, towards the edge of the cloud, the density decreases to match
that of the ambient environment. The density gradation is modeled by the hyperbolic tangent function
described in |Gritton et al|(2014) with a scale length of so pc. The cloud has a radius of 300 pc. As the
cloud begins the simulation in pressure equilibrium with the ambient environment, the cloud temperature
correspondingly increases towards the edge of the cloud. We use a wind tunnel setup, such that the cloud
begins at rest relative to the reference frame of the domain, with the ambient medium moving pastit. The
ambient environment moves past the cloud at a velocity of 150 km s ™.

Asin|Goetz et al {(2024)), we set the initial metallicity of the cloud to be 10~ times the solar metallicity
(Z5) and the initial metallicity of the ambient environment to be Zg,. This is done to easily distinguish
between cloud and ambient gas. During post-processing, we scale the metallicities such that the cloud
has a metallicity of 0.1Z¢, and the ambient medium has a metallicity of 0.7 Z, as in|Goetz et al.| (2024)).
These numbers are chosen to match observations; see Goetz et al.| (2024)) and references therein. To
identify cloud material in the simulation domain, we apply a velocity cut. Material with a velocity greater
than 100 km s~ relative to the ambient medium is considered to be part of the HVC. Characteristics of

this material, including its average temperature, ionization fractions of various ions, and ion ratios, are

discussed in Section[4.3.2]
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4.3 Results

4.3.1 Cooling Model Comparisons

Here, we examine the results of the three different radiative cooling algorithms applied to isothermal static
gas. Our CIE and NEI cooling algorithms can be run with various numbers of elements. To see the effects
of specific elements, we begin with H and He in a cooling simulation. We then add O, then C, then Ne,
and finally, N. We examine each of these cases in three temperature regimes. The first has an initial gas
temperature of 2 X 10° K and initial gas hydrogen number density of 1 x 10~* cm™?. Our second and
third cases have the same density but initial gas temperatures of 2 x 10° K and 2 x 10* K, respectively.
Each of the simulations models a single cell. In each simulation, we let the gas radiatively cool for 200 My
using one of the three cooling algorithms and track the temperature and total cooling rate. For our NEI
and CIE cooling models, we can also track the contribution to the total cooling rate by each species or

element in the simulation, respectively.

H and He Model

The cooling curves for our CIE model and the default FLASH model using H and He are shown in Figure
The cooling curves for our CIE model have been scaled by the solar metallicity to match Sutherland
& Dopita (1993) used in the default FLASH model. The two curves are almost identical at sufficiently
high temperatures (above ~ 10° K). Below that threshold, the curves are significantly different. This is
primarily because the default FLASH cooling curve includes the contribution from neutral hydrogen.
Our CIE curve does not, because FLASH treats all of the hydrogen as if it is ionized. The individual
cooling curves for the four species in our NEI cooling algorithm (H II, He I, He II, He III) are shown in

Figure Unlike the curves in Figure these have not been scaled by metallicity or ionization fraction.

3In some of the low temperature simulations, the gas temperature reaches the cooling floor of 10* K before 200 Myr. When
this happens, the state variables cease to change. FLASH then rapidly increases the time steps, overshooting the intended end
time.
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Figure 4.1: Cooling curves for our CIE cooling model and the default FLASH cooling model from Suther{
land & Dopita (1993). The black curve is from |Sutherland & Dopita (1993) and includes contributions
from both H and He. The blue and green curves are the contributions to our CIE cooling curve from
H II and all ions of He, respectively. The red line is the combination of the CIE H and He curves.

Figureshows the gas temperature as a function of time for the three different cooling models, each
with an initial gas temperature of 2 x 10° K. At early times, the three models show similar results. This is
because the initial ionization fractions of the helium ions match those expected from a CIE calculation at
2 x 10°K. As the simulation evolves, the three models start to diverge slightly. This is because the He ion

fractions calculated from the NEI module in FLASH differ from the fractions predicted by a CIE model.

We can also compare the contribution to the cooling rate from each species or element in the simula-
tion for our NEI and CIE cooling algorithms, respectively. These contributions are shown in Figures
and |4.5| for our first temperature case. With our CIE algorithm, the cooling is dominated by helium
throughout the simulation. This is consistent with helium being responsible for most of the cooling in
the T ~ 2 x 10° K regime (see Figure 4.1).

In our NEI algorithm, we see that the cooling largely comes from He II. Even though the majority

of the He at this temperature is in the He III ionization state, the cooling rate of He II is several orders

70



-89 e
,” -------
P
,/
—20 A ,/
/
/
Py /
Ty
5) e —
‘:n — /
%ﬁ/ —24 A
<
726 -
H He III
—928 Hel — ===—=—=— Total
He II
T T T T T T
4 5 6 7 8 9

Figure 4.2: Cooling curves for the individual species in our H and He simulations. These are used in our
NEI cooling algorithm. Each curve is multiplied by the electron number density and the corresponding
ion’s number density to get the cooling rate per volume associated with that ion.

of magnitude higher than that of He III at these temperatures. He I has the highest cooling rate of all
four species at these temperatures. However, only a negligible fraction of the He is in the He I ionization
state, so the cooling resulting from that ion is several orders of magnitude lower than the cooling from
the other species.

We next look at simulations with a starting temperature of 2 x 10% K. For this case, there is very
little difference between our CIE and NEI cooling rates. This can be attributed to the fact that there is
minimal cooling occurring in the simulations. There is little temperature change over the 200 Myr of
the simulations, as seen in Figure Therefore, there is little change in the ionization fractions for the
helium ions. There is slightly more cooling when using the default FLASH cooling algorithm. This is
due to the slight differences between our CIE cooling curve and that of Sutherland & Dopita (1993) at
2 x 10° K.

In our CIE model, the cooling is largely done by the hydrogen. Again, this matches what is expected
from our CIE cooling curve (Figure|4.1).
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Figure 4.3: Gas temperature as a function of time for the three different cooling models. At early times,
the curves overlap. As time evolves and the gas becomes more out of equilibrium, the curves begin to
diverge.

In our NEI model, the cooling is dominated by the H II and He III. This is because at these high
temperatures, almost all of the helium is He III.

Similarly, for a starting temperature of 2 X 10* K, there is very little difference between our CIE and
NEI cases (see Figure[4.9). This is due to the fact that the helium is already mostly in the neutral state.
As in the previous case, there is little difference between the helium ionization fractions for the NEI and
CIE cases, and therefore little difference in the cooling. An additional factor is that the gas starts close to
the cooling floor of 10* K, which minimizes the amount of cooling possible in the simulation. For this
case, the differences between the our CIE and NEI models and the FLASH model are more pronounced.
This is because even though FLASH treats all hydrogen as ionized, the cooling curve from Sutherland
& Dopita (1993) includes the contribution from neutral hydrogen, which has a large cooling rate at low
temperatures (see Figure[4.1). This is most important at low temperatures.

In our CIE model at this temperature, the contributions to cooling due to hydrogen and helium are

similar.
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Figure 4.4: Cooling rates per volume for hydrogen and helium in our CIE radiative cooling model for the
simulation with an initial temperature of 2 X 10° K. Ateach epoch, we use the temperature of the gas
to select the correct cooling coefficients from the cooling curves shown in Figure We then multiply
by the electron number density, hydrogen number density, and the element’s solar abundance to get the
cooling rate per volume shown here.

In our NEI model, the cooling is dominated by hydrogen and He I. At this temperature regime, the
helium is almost entirely in the He I state, so this result makes sense.

The difference between our NEI and CIE cooling models is largest at the intermediate temperature
regime (2 x 10° K). The fast cooling in that temperature regime allows ions to get out of equilibrium, so

CIE is poor at modeling the actual ionization fractions.

H, He, and O Model

Next, we add oxygen to our NEI and CIE models. For the default FLASH model, we also switch to the
cooling curves from Sutherland & Dopital(1993)) that include a total of 16 elements. The|Sutherland &
Dopital (1993)) cooling curve and our CIE cooling curves for this model are shown in Figure The
cooling is dominated by oxygen over a wide temperature range in this model, from T = ~ 10K -~ 10" K.
The individual cooling curves for the species in this NEI cooling model are shown in Figure[4.13] Asin

the previous section, these curves have not been scaled by metallicity. The dominant species for cooling in
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Figure 4.5: Cooling rates per volume for hydrogen and all ions of helium, calculated from our NEI radiative
cooling model for the simulation with an initial temperature of 2 x 10° K. At each epoch, we use the
temperature of the gas to select the correct cooling coefficients from the cooling curves shown in Figure
We then multiply by the electron number density and the ion’s number density to get the cooling
rate per volume shown here.

the temperature regimes we are interested in are largely the middle O ions, such as O III, O IV, O V, and
O VI. At very low and high temperatures, the contributions from high ions such as O VIII and O IX are
important.

As in the previous section, we start testing our cooling models in simulations with an initial gas
temperature of 2 X 10° K. The gas temperature as a function of time for the three models is shown in

Figure

In our CIE model, the cooling is done almost entirely by oxygen. This is expected from the CIE
cooling curve, shown in Figure

In our NEI model, the cooling is dominated by the middle oxygen ions, suchas O IVand O V.

We next examine the cases with a starting temperature of 2 X 10% K. Asin the previous section, our
CIE and NEI models produce almost identical results (see Figure . Again, this is because there is
very little cooling occurring in these simulations, as shown in the CIE and NEI cooling curves at this

temperature (see Figures and [4.13). There is more cooling in the simulation that uses the cooling

74



6.30100 -

6.30075 -

6.30050 -

K)

(
=
o
S
o
)
S

1

=

6.30000 -

6.29975 -

Temperature

6.29950 -

6.29925 -

6.29900 -

T T T T T
0 25 50 75 100 125 150 175 200
Time (Myr)

Figure 4.6: Same as Figure but for the simulation with an initial gas temperature of 2 x 10° K.

curve from Sutherland & Dopita/(1993). This is because far more elements are included in that cooling
curve, compared to our CIE and NEI models.

In our CIE model, the cooling is mostly done by oxygen. However, both hydrogen and helium
contribute non-negligible cooling to the simulation, with their cooling rates per unit volume being ap-
proximately one order of magnitude smaller than that of oxygen, as shown in Figure

In our NEI model, we see that the cooling is largely done by high oxygen ions, such as O VII and
O VIII (see Figure . This matches expectations, as these are two of the most prevalent oxygen ions in
this temperature regime.

Finally, we examine the simulations with an initial gas temperature of 2 X 10* K. There is much
more cooling in these simulations due to the inclusion of oxygen. The simulations with our CIE and
NEI models reach the cooling floor of 10* K before the simulations end. They also match each other
extremely well. The default FLASH cooling model has a different cooling floor, but the gas temperature

in the simulation using that model appears to start to asymptote to ~ 1037 K. These results are shown

in Figure
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Figure 4.7: Same as Figure but for the simulation with an initial gas temperature of 2 x 10° K.

At the start of the simulation using our CIE model, the cooling is primarily done by oxygen. As
the gas cools, the contribution from hydrogen begins to become the dominant factor. Helium does not
contribute an appreciable amount to the overall cooling in this simulation. See Figure

In our NEI model, the cooling is dominated by hydrogen and low ions of oxygen (mostly O II). No
oxygen ions higher than O III contribute to the cooling (see Figure[4.22).

As in the previous section, the largest differences between our CIE and NEI models occur in the
2 x 10° K initial temperature simulations. The cooling is maximized in this temperature regime, allowing
for ions to get out of equilibrium more easily than in the other temperature regimes. Additionally, in the
high temperature regime, the helium and oxygen atoms are already entirely or significantly ionized. The
minimal cooling in this regime limits the opportunity for oxygen ions to recombine, resulting in little
difference between the ionization fractions in the CIE and NEI models. Similarly, in the low temperature
regime, the helium and oxygen in the gas starts in a largely neutral or singly ionized state. Despite the
significant cooling that occurs, the ionization fractions for helium and oxygen ions do not change much,

since they are already in their lowest ionization states.
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Figure 4.8: Same as Figure but for the simulation with an initial gas temperature of 2 x 10° K.

H, He, C, and O Model

We next add carbon to our NEI and CIE models. We use the same cooling curve from Sutherland &
Dopita|(1993) as in the previous section, as it includes C among its elements. The Sutherland & Dopita
(1993) cooling curve and our CIE cooling curves for this model are shown in Figure The cooling is
largely dominated by oxygen from T = ~ 10* K - ~ 107 K. However, between 10* K and 10° K, the
cooling from carbon matches and even exceeds the cooling from oxygen.

The individual cooling curves for the species in this NEI cooling model are shown in Figure[4.24} As
in the previous sections, these curves have not been scaled by metallicity. Oxygen is the dominant coolant
in this model. However, low and middle carbon ions (C II to C V) have significant cooling rates in the
temperature range of 10% K to 10° K.

We first examine our cooling models in simulations with an initial gas temperature of 2 x 10° K. The
temperature of the gas in the simulation over time is shown in Figurefor the three cooling models.
There are significant differences between the three models. The default FLASH method has the most

cooling. This is expected because it uses the Sutherland & Dopita (1993) cooling curve, which includes
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Figure 4.9: Same as Figure but with an initial gas temperature of 2 x 10* K.

contributions from 16 elements, rather than the four that are included in our CIE and NEI models. We
also see that there is much more cooling from our CIE model, compared to our NEI model.

In our CIE model, the cooling is mostly done by carbon and oxygen, as seen in Figure This is ex-
pected from the CIE cooling curve, shown in Figure[4.23} Atlate times (and therefore lower temperatures),
the contribution from hydrogen starts to become a more significant factor.

In our NEI model, the cooling is dominated by oxygen. Of the carbon ions, C IV is the mostimportant
contributor, on par with hydrogen and helium. C IV is a middle ion prevalent in this temperature range,
so it is not surprising that it is an important contributor to the cooling in the simulation. The other
carbon ions do not contribute significant amounts to the overall cooling rate per volume, with the possible
exception of C IITand C V at some brief points in the simulation. This is shown in Figure

Next, we examine the simulations with a starting gas temperature of 2 x 10% K. Our CIE and NEI
models do produce similar results, but there are more noticeable differences atlate times. However, cooling
is still minimal in these simulations. Again, there is more cooling in the simulation that uses the cooling

curve from Sutherland & Dopita (1993), because of its increased number of included elements.
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Figure 4.10: Same as Figure but for the simulation with an initial gas temperature of 2 x 10* K.

At this starting temperature, the cooling in our CIE model is dominated by oxygen. The cooling from
hydrogen, helium, and carbon is non-negligible, again at approximately one order of magnitude smaller
than that from oxygen (Figure|4.29).

In the simulation using our NEI model, oxygen is most responsible for the cooling. C VIis asignificant
contributor, on par with hydrogen and helium. C Vand C VII make minor impacts on the overall cooling
rate, while the rest of the carbon ions are not significant (Figure[4.30).

We then look at the simulations with an initial gas temperature of 2 x 10* K. As in the previous
section, both our CIE and NEI models reach the cooling floor of 10* K before the end of the simulation,
and they produce similar results. As we use the same Sutherland & Dopita (1993)) cooling curve for the
simulation using the default FLASH cooling algorithm, the green curve in Figurematches the green
curve in Figure

Atthe start of the simulation using our CIE cooling algorithm, the cooling is dominated by oxygen. As
the simulation evolves and the gas cools, the contributions from hydrogen and carbon grow in importance.

At approximately 75 Myr, carbon becomes the largest contributor to the overall cooling rate, and even

hydrogen surpasses oxygen (see Figure .
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Figure 4.11: Same as Figure but for a simulation with an initial gas temperature of 2 x 10* K.
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Figure 4.12: Cooling curves for our CIE cooling model and the default FLASH cooling model from Suther+
land & Dopita (1993)). The black curve is from Sutherland & Dopita (1993) and includes contributions
from H, He, and 14 other elements. The dark and light blue curves are the contributions to our CIE
cooling curve from H II and all ions of He, respectively. The yellow line is the contribution to the CIE
cooling curve from all ions of O. The maroon line is the combination of the CIE H, He, and O curves.

In our NEI model at this starting temperature, the cooling is mostly due to oxygen. Of the carbon
ions, the most important to the overall cooling rate is C II. Only C I'and C III contribute even slightly

to the overall cooling rate of this simulation (see Figure|4.33)).
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Figure 4.13: Cooling curves for some the individual species in our H, He, and O simulations. We combine
the cooling curves for the three helium ions into one curve (shown in blue). The individual cooling curves
for each of the oxygen ions are included. These curves are used in our NEI cooling algorithm.

Again, we find that the differences between our CIE and NEI models are most significant in the
simulations with an initial gas temperature of 2 X 10° K. This is for similar reasons as discussed in the
previous section; larger cooling rates combined with a wide range of ions present in the simulations allow

for more out of equilibrium ionization fractions.

H, He, C, O, and Ne Model

Next, we add neon to our NEI and CIE models. As in the previous two sections, we use the same cooling
curve from Sutherland & Dopita|(1993). The |Sutherland & Dopita (1993) cooling curve and our CIE
cooling curves for this model are shown in Figure Neon does not play a significant role in the
cooling, except for its peak at ~ 10°% K.

Figureshows the individual ion cooling curves for all ions of neon. These curves are not scaled
by metallicity or ionization fraction. Many of the neon ions have similar magnitude cooling curves, but

all of them are smaller than those of carbon and oxygen.
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Figure 4.14: Same as Figure but our CIE and NEI models shown here include H, He, and O. The
Sutherland & Dopita (1993) model used here includes contributions from 16 elements.
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Figure 4.15: Same as Figure but for a simulation with H, He, and O.

First, we apply our cooling model to simulations with an initial temperature of 2 x 10° K. Figurem
shows the gas temperature of the gas in the simulation over time for the three cooling models. There are
significant differences between the three models. The default FLASH method has the most cooling. This

is expected because it uses the Sutherland & Dopital(1993) cooling curve, which includes contributions
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Figure 4.16: Same as Figure but for a simulation with H, He, and O. The curves for O VIII and O IX
are not shown here because they are too low.

from 16 elements, rather than the five that are included in our CIE and NEI models. We also see that there
is much more cooling from our CIE model, compared to our NEI model.

As in the previous section, the cooling here is largely done by carbon and oxygen (see Figure[4.37).
The cooling from neon is similar to that from helium. Especially for late times in the simulation, the
cooling from neon and helium are several orders of magnitude smaller than that from hydrogen, carbon,
or oxygen.

As in the previous section, the cooling in the simulation using our NEI model is dominated by oxygen
(Figure. Ne Vis the largest contributor to the cooling of the neon ions, on par with the contributions
from hydrogen, helium, and carbon.

We now look at the simulations with an initial temperature of 2 x 10° K. In this case, our CIE and NEI
models produce almost identical results for the gas temperature in their respective simulations (Figure
. In both cases, the cooling is minimal. There is more cooling in the simulation using the default

FLASH algorithm, as in the previous sections.
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Figure 4.17: Same as Figure but for a simulation with an initial temperature of 2 x 10° K.
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Figure 4.18: Same as Figure but for a simulation with an initial temperature of 2 x 10° K.

For the simulation using our CIE model, the cooling comes mostly from oxygen. The cooling from
neon is similar to that from hydrogen, helium, and carbon (Figure .

Using our NEI model, the cooling is predominantly due to oxygen. Of the neon ions, the cooling
from Ne VIII and Ne IX is the most significant. Ne VII and Ne X also account for minor contributions

to the overall cooling rate. See Figurem
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Figure 4.19: Same as Figure but for a simulation with an initial temperature of 2 x 10° K.
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Figure 4.20: Same as Figure but for a simulation with an initial temperature of 2 x 10* K.

Finally, we consider simulations with an initial gas temperature of 2 X 10* K. The temperatures of

the simulations with our CIE and NEI models overlap well and reach the cooling floor, as seen in Figure

[4-42
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Figure 4.21: Same as Figure but for a simulation with an initial temperature of 2 x 10* K.
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Figure 4.22: Same as Figure but for a simulation with an initial temperature of 2 x 10* K. The curves
for oxygen ions above O III are not shown here because they are too small to fit on the plot.

In the simulation using our CIE cooling algorithm, the largest contributor to the cooling rate is oxygen,

with carbon and hydrogen also playing significant roles. Helium and neon do not contribute much to the

overall cooling rate (Figure[4.43).
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Figure 4.23: Cooling curves for our CIE cooling model and the default FLASH cooling model from
Sutherland & Dopita) (1993). The black curve is from|Sutherland & Dopital(1993) and includes contribu-
tions from H, He, and 14 other elements. The dark and light blue curves are the contributions to our CIE
cooling curve from H II and all ions of He, respectively. The green and orange lines are the contribution
to the CIE cooling curve from all ions of C and O, respectively. The maroon line is the combination of

the CIE H, He, C, and O curves.

In the simulation using our NEI cooling algorithm, the cooling is mostly due to oxygen, carbon, and
hydrogen. Of the neon ions in the simulation, only Ne II is responsible for any significant contribution
to the cooling rate (Figure[4.44).

As in the previous two sections, we find the largest differences between the simulations using our CIE
and NEI models for an initial gas temperature of 2 x 10° K. This is due to the fact that the peak of the
cooling curve is in this temperature regime. We also find that neon is not a significant source of radiative

cooling for these cases.

H, He, C, N, O, and Ne Model

Finally, we add nitrogen to our NEI and CIE models. As in the previous three sections, we use the same
cooling curve from Sutherland & Dopita|(1993). The Sutherland & Dopital(1993) cooling curve and our

CIE cooling curves for this model are shown in FigureM
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Figure 4.24: Cooling curves for the individual species in our H, He, C, and O simulations. To highlight
the effect of the carbon ions, we combine the individual cooling curves for the three helium ions and the
nine oxygen ions. These curves are shown in different shades of blue. These curves are used in our NEI

cooling algorithm.
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Figure 4.25: Same as Figure but our CIE and NEI models shown here include H, He, C and O. The
Sutherland & Dopital(1993) model is the same as in Figure[4.14]

Figure shows the individual ion cooling curves for all ions of nitrogen. These curves are not
scaled by metallicity. The low and middle ions of nitrogen (i.e., N II to N V)) contribute the most to the

overall cooling of all the nitrogen ions.
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Figure 4.26: Same as Figure but for a simulation with H, He, C, and O.
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Figure 4.27: Same as Figure but for a simulation with H, He, C, and O. The curve for C VIl is not
shown here because it is too low.

We first apply our cooling models to simulations with an initial temperature of 2 x 10° K. The gas
temperature of the gas in the simulation over time for the three cooling models is shown in Figurem
At early times, the cooling is stronger in our NEI case than in our CIE case. At approximately so Myr,

this trend reverses. Again, the default FLASH method has the most cooling.
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Figure 4.28: Same as Figure but for a simulation with an initial temperature of 2 x 10° K.

In our CIE model, at early times, the nitrogen contributes a significant amount to the overall cooling
rate (Figure. As time evolves, the contribution from nitrogen drops oft and it is surpassed by carbon
and hydrogen.

In our NEI model, N IV and N V contribute the most to the cooling. N IIT and N VI contribute
some at early and late times, respectively (Figure[4.49).

We next run simulations with an initial gas temperature of 2 x 10° K. The gas temperature as a
function of time is shown in Figure As in the other simulations with this initial gas temperature, the
difference between our NEI and CIE models is negligible.

Using our CIE model, we find that oxygen is responsible for the most cooling (Figurels.s1). Carbon and
hydrogen are the next largest contributors, with cooling rates per volume within one order of magnitude
to that of oxygen. Nitrogen contributes a similar amount of cooling as hydrogen.

Using our NEI model, of the nitrogen ions, N VI and N VII contribute the most to the cooling.
These are followed by N VIII and N V (Figure[4.49).

Finally, we run our simulations with a starting temperature of 2 x 10*K. The cooling for our CIE and

NEI models is similar, with both simulations quickly reaching the cooling floor (Figure . The default
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Figure 4.29: Same as Figure but for a simulation with an initial temperature of 2 x 10° K.
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Figure 4.30: Same as Figure but for a simulation with an initial temperature of 2 x 10% K. The
cooling rates for C I and C II are not shown here because their values are too small.

FLASH cooling model produces more cooling, due to the different cooling floor and larger number of

contributors.
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Figure 4.31: Same as Figure but for a simulation with an initial temperature of 2 x 10* K.
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Figure 4.32: Same as Figure but for a simulation with an initial temperature of 2 x 10* K.

The simulation with our CIE model has most of the cooling resulting from oxygen. Carbon and
hydrogen are the next largest contributors, but nitrogen, neon, and helium all have cooling rates within

approximately one order of magnitude of that of oxygen (see Figure .
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Figure 4.33: Same as Figure but for a simulation with an initial temperature of 2 x 10* K. The curves
for carbon ions above C III are not shown here because they are too small to fit on the plot.
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Figure 4.34: Cooling curves for our CIE cooling model and the default FLASH cooling model from
Sutherland & Dopital (1993). The black curve is from Sutherland & Dopital (1993) and includes contri-
butions from H, He, and 14 other elements. The dark blue and blue curves are the contributions to our
CIE cooling curve from H II and all ions of He, respectively. The aqua, green, and orange lines are the
contribution to the CIE cooling curve from all ions of C, O, and Ne, respectively. The maroon line is the
combination of the CIE H, He, C, O, and Ne curves.
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Figure 4.35: Cooling curves for the individual species in our H, He, C, O, and Ne simulations. We combine
the contributions of the individual ions for He, C, and O. These curves are shown in different shades of
blue. These curves are used in our NEI cooling algorithm.
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Figure 4.36: Same as Figure but our CIE and NEI models shown here include H, He, C, O, and Ne.
The Sutherland & Dopital(1993) model is the same as in Figure

In the simulation with our NEI cooling model, most of the cooling is due to oxygen. Carbon and

hydrogen also produce significant cooling. Of the nitrogen ions, N II contributes the most to the overall
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Figure 4.37: Same as Figure but for a simulation with H, He, C, O, and Ne.
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Figure 4.38: Same as Figure but for a simulation with H, He, C, O, and Ne. The curves for Ne IX,
Ne X, and Ne XI are not shown here because they are too low.

cooling rate (see Figure[4.5s). N Tand N III also contribute some cooling, although the cooling from
N III is several orders of magnitude smaller.
Again, we find the largest differences between our CIE and NEI models in the simulations with an

initial gas temperature of 2 x 10° K. The addition of nitrogen does not change the fact that the peak of
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Figure 4.39: Same as Figure|4.36} but for a simulation with an initial temperature of 2 x 10° K.
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Figure 4.40: Same as Figure|4.37} but for a simulation with an initial temperature of 2 x 10° K.

the cooling curve is in that temperature regime. The cooling caused by nitrogen is smaller than the cooling

oxygen, but it can surpass that caused by carbon and neon, especially in the intermediate temperature

regime of 2 X 10° K.
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Figure 4.41: Same as Figure 4.38 but for a simulation with an initial temperature of 2 x 10° K. The
cooling rates for Ne I through Ne IV are not shown here because their values are too small.

4.3 4 CIE SD
NEI
4.2 A
4.1 A
X
-~
)
oo 4.0
<
3.9 1
3.8 1
T T T T T T T T T
0 25 50 75 100 125 150 175 200
Time (Myr)

Figure 4.42: Same as Figurel4.36] but for a simulation with an initial temperature of 2 x 10* K.

4.3.2 Effect on High Velocity Clouds

Here, we compare HVC simulations run with the default FLASH radiative cooling algorithm and with

our NEI radiative cooling algorithm. Due to the increased computational expense of our NEI cooling
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Figure 4.43: Same as Figure|4.37} but for a simulation with an initial temperature of 2 x 10* K.
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Figure 4.44: Same as Figure |4.38} but for a simulation with an initial temperature of 2 x 10* K. The
curves for neon ions above Ne III are not shown here because they are too small to fit on the plot.

algorithm, the simulation using that model was run with a lower maximum refinement level than the
simulations described in | Goetz et al.| (2024)). For a more accurate comparison, the simulation using the

default FLASH cooling algorithm was rerun with the new refinement. Based on a comparison with the
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Figure 4.45: Cooling curves for our CIE cooling model and the default FLASH cooling model from
Sutherland & Dopita) (1993). The black curve is from|Sutherland & Dopital(1993) and includes contribu-
tions from H, He, and 14 other elements. The dark blue and blue curves are the contributions to our CIE
cooling curve from H II and all ions of He, respectively. The aqua, green, yellow, and red lines are the
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Figure 4.46: Cooling curves for the individual species in our H, He, C, N, O, and Ne simulations. We
combine the contributions of the individual ions for He, C, O, and Ne. These curves are shown in

different shades of blue. These curves are used in our NEI cooling algorithm.
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Figure 4.47: Same as Figure but our CIE and NEI models shown here include H, He, C, N, O, and
Ne. The[Sutherland & Dopital (1993) model is the same as in Figure|4.14}
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Figure 4.48: Same as Figure but for a simulation with H, He, C, N, O, and Ne.

simulations discussed in|Goetz et al|(2024)), this reduced maximum resolution only has a small effect on
the quantities discussed below.
First, we examine the mass-weighted average temperature of the cloud. The evolution of this quantity

over time is shown in Figure The HVC in the simulation with our NEI model is significantly hotter,
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Figure 4.49: Same as Figure but for a simulation with H, He, C, N, O, and Ne. The curves for N VII
and N VIII are not shown here because they are too low.
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Figure 4.50: Same as Figure but our CIE and NEI models shown here include H, He, C, N, O, and
Ne. The Sutherland & Dopita (1993) model is the same as in Figure

especially in the middle of its evolution. This is because of the reduced cooling resulting from our NEI
model compared to the default FLASH radiative cooling algorithm, as discussed in Section As hot

ambient gas is entrained in the HVC, it cannot cool down as quickly because of the reduced cooling rate.
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Figure 4.51: Same as Figure but for a simulation with H, He, C, N, O, and Ne.
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Figure 4.52: Same as Figure but for a simulation with H, He, C, N, O, and Ne. The curves for N I
and N II are not shown here because they are too low.

The entrained gas begins at a temperature of 1 — 2 X 10% K and is rich in O VII and O VIIL. At those
temperatures, O VIIand O VIII have low cooling rates in our NEI model (see Figure . The entrained
gas is also low density, further reducing the cooling rate. The lower cooling in our NEI model results in

an increase in average cloud temperature.
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Figure 4.53: Same as Figure but our CIE and NEI models shown here include H, He, C, N, O, and
Ne. The[Sutherland & Dopital (1993) model is the same as in Figure|4.14}
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Figure 4.54: Same as Figure but for a simulation with H, He, C, N, O, and Ne.

Next, we compare the average ionization fraction of O VI ( fov1) across the entire cloud for both
simulations. This is shown as a function of time in Figure The simulation using our NEI cooling
model has significantly less O VI than the simulation using the default FLASH model. This is another

consequence of the reduced radiative cooling in our NEI model. Mostof the O VIin the HVC comes from
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Figure 4.55: Same as Figure but forasimulation with H, He, C, N, O, and Ne. The curves for nitrogen
ions above N III are not shown here because they are too low.
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Figure 4.56: Mass-weighted average temperature of the material that is considered to be a part of the HVC,
based on the velocity cut described in Section

hot ambient gas entrained in the cloud. Being rich in high ions such as O VII and O VIII, as the gas cools,
those high ions recombine, forming middle ions such as O VI. Due to the reduced cooling occurring
in the simulation using our NEI model, cooling and recombination are slower processes, resulting in

significantly less O VL.
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This has important implications for the masses of HVCs and intergalactic clouds. As discussed in
Goetz et al.| (2024]), the mass of clouds is often calculated using the ionization fraction of ions such as

O VL. Since the fovr is much lower using our NEI model, that would result in significantly more mass in

HVCs and other clouds.
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Figure 4.57: Average log O VIionization fraction as a function of time for both simulations.

Finally, we examine the ratio of H I to O VI. Because FLASH assumes that all of the hydrogen in the
simulation is ionized and therefore does not track H I, we calculate the quantity of H I by assuming that
its ionization fraction is the same as that of O I. This is a reasonable assumption because H Iand O I
have similar first ionization potentials (see Goetz et al.|(2024) and references therein). This ratio is higher
for the simulation using our NEI radiative cooling model. This follows from the discussion of the O VI
ionization fraction. Less O VIin the cloud due to a lower cooling rate results in a higher ratio of H I to
O VL

The ratio of H I to O VIisa proxy for the maturation and evolution of the HVC. Due to the reduced
cooling in our NEI model, this evolution occurs significantly slower. |Goetz et al.| (2024)) developed a
technique, using the ratio of H I to O VI, to identify the epoch in the simulation that best matches
observations. Because our H I to O VI ratio is much higher with our NEI cooling model, this implies
that the HVCs are much older than thought in|Goetz et al. (2024). This resolves an issue with the CIE

models in|Goetz et al.{(2024), which predicted relatively young ages for some clouds.
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Figure 4.58: Log of the ratio of H I to O VI as a function of time for both simulations.

4.4 Discussion

We find that there can be large differences between NEI and CIE radiative cooling rates, using the algo-
rithms described in this manuscript. These differences depend on the temperature of the gas, as discussed
in Section The differences between our two algorithms are most pronounced in the intermediate
temperature regime, i.e., gas with a temperature of ~ 1 — 2 X 10° K. This is because in that tempera-
ture regime, the total cooling rate per volume of the gas is at its peak. There is also a wider range of ions
present in the gas in that temperature regime. Both of these factors increase the likelihood of various
ions becoming out of equilibrium, resulting in differences between our NEI and CIE radiative cooling
algorithms.

In contrast, in the low temperature regime (7' ~ 2 x 10* K), the gas is already in neutral and low
ionization states. Even though significant cooling may still occur at those temperatures, there is less of a
chance for ions to be out of equilibrium. This reduces the differences between our NEI and CIE cooling
algorithms.

Finally, in the high temperature regime (7" ~ 2 x 108 K), the radiative cooling is significantly re-

duced. The minimal cooling that occurs at these temperatures similarly reduces the opportunity for non-
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equilibrium ionization and recombination to result in ionization fractions different from what would be
expected from CIE models. Again, this reduces the difference between our NEI and CIE radiative cooling
algorithms.

We also see differences between our two new radiative cooling algorithms and the existing FLASH
algorithm. These differences are largely because the existing FLASH algorithm uses a cooling curve from
Sutherland & Dopital (1993) that includes the cooling rate contribution from H I. Additionally, with
the exception of the table that only includes hydrogen and helium, the other tables from [Sutherland &
Dopita (1993) include contributions from 16 elements, instead of the three to six (H, He, C, N, O, and
Ne) that we include here in our models. The additional elements result in increased radiative cooling, as
seen in Section Finally, another source of differences between our cooling models and the default
FLASH model is the source of cooling rates. We get our cooling rates from the latest version of Chianti.
There are likely small differences between those rates and those used in|Sutherland & Dopita) (1993)).

We find that the most important elements for radiative cooling, at least in the temperature regimes
explored here, are oxygen, carbon, hydrogen, and nitrogen. We find that neon and helium do not con-
tribute much to the overall radiative cooling rate, except in narrow temperature ranges. Therefore, oxygen,
carbon, hydrogen, and nitrogen are the most important elements to include in astrophysical simulations.

Using our NEI radiative cooling algorithm instead of the default FLASH radiative cooling algorithm
results in substantial changes to the results of HVC simulations. There is significantly less O VI in the
simulation using our NEI algorithm. This is due to the reduced cooling rate, slowing the recombination
of high ions from the ambient environment entrained in the cloud. As discussed in|Goetz et al.| (2024),
the foyr and ratio of H I'to O VI can be used along with observations to determine the mass of an HVC.
Our results here suggest that using a more accurate NEI radiative cooling algorithm results in a smaller

simulated foyr and larger mass per observed O VIion and therefore a larger cloud mass.
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CHAPTER §

CONCLUSION

We have explored a number of topics related to HVCs. These topics include the non-equilibrium nature
of HVCs, specifically as it relates to the ionization fractions of various ions found in the clouds, as well
as the effect on HVCs as they interact with the Galactic halo and disk. Because of the non-equilibrium
nature of HVCs, we also developed two new algorithms for implementing radiative cooling in FLASH.

Through the use of hydrodynamic simulations performed with the FLASH simulation software, we
have shown that HVCs are significantly out of CIE. The ionization fractions of ions such as O VIin our
simulations are much different from those expected from CIE models of static gas. This is because we
have considered non-equilibrium ionization and recombination, as well as the dynamic nature of HVCs
mixing with the ambient environment.

We have also found O VI at lower temperatures than expected from CIE calculations. This is impor-
tant because it suggests that the common picture that high ions such as O VI trace hot gas is not exactly
accurate. This result has allowed us to reinterpret existing methods of calculating the mass of HVCs. We
have introduced a new method for calculating the mass of HVCs which requires minimal observations
and provides a firm value instead of a lower bound like previous methods. We have also developed a
prescription for observers to follow to utilize our method to determine HVC masses.

We have also examined the result of a collision between an HVC and the Galactic disk. We modeled

a baryonic cloud accompanying a dark matter minihalo crashing into the outer regions of the Galactic
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disk. We identified the final locations of the original cloud material and found that only a small fraction
made it through the disk with the dark matter minihalo. This suggests that HVCs do not survive the
passage through the Galactic disk. This has implications for the Smith Cloud, as there is some debate
about whether this HVC has previously passed through the disk. Our results indicate that the Smith
Cloud is on its first approach to the Galactic disk.

We have also explored the consequences of the collision between an HVC and the Galactic disk. The
collision would punch a hole in the disk, the size and longevity of which depend on the initial mass and
energy of the HVC and the location of the collision on the disk. We have identified the expected sizes of
these holes, which are in line with some existing observations of H I holes in the Galactic disk (and other
galaxies’ disks).

A collision between an HVC and the Galactic disk also generates a bubble of gas surrounded by a
shell. We have determined some characteristics of these shells and bubbles, such as their temperatures,
metallicities, and prominent ions that would be expected to be observed in them.

Finally, we have developed two new algorithms that implement radiative cooling in FLASH. We
have seen that HVCs can be significantly out of equilibrium. Therefore, we have created an algorithm
that takes into account the non-equilibrium nature of HVCs when calculating the total cooling rate in a
simulation. Our algorithm uses the actual ionization state populations present in a simulation, as tracked
by the non-equilibrium ionization and recombination module in FLASH. This provides a more accurate
picture of radiative cooling in an HVC. We compared our algorithm with the existing FLASH radiative
cooling module, which determines the total cooling rate based on the CIE ionization fractions at the
simulation cell temperature. The existing FLASH radiative cooling module includes the contributions
to the overall cooling rate from 16 different elements, many of which are not likely to be tracked in a
given FLASH simulation due to computational limitations. Therefore, we have also developed a new
radiative cooling algorithm that is based on CIE ionization fractions, but only includes contributions
from elements selected to be tracked in the FLASH simulation.

We have compared the results of using each of those three radiative cooling algorithms on simulations

of static, isothermal gas. We have found that the differences between the models are largest when the gas
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starts in an intermediate temperature regime (2 x 10° K). This is the temperature regime in which the
cooling rate is the highest. The enhancement in cooling increases the likelihood that numerous ions will
get out of equilibrium, resulting in differences between our NEI and CIE radiative cooling algorithms.
Therefore, it is important to consider non-equilibrium effects when doing astrophysical simulations in-
volving that temperature regime.

As an example of this, we have incorporated our new NEI radiative cooling algorithm in our existing
HVC simulations and compared the results to the results of similar simulations with the existing FLASH
radiative cooling algorithm. We have found substantial differences in numerous cloud quantities predicted
from simulations using the two different radiative cooling algorithms. These quantities include the average
cloud temperature and the ionization fraction of O VL.

In summary, we have studied HVCs in a multitude of contexts, including their passage through the
halo and Galactic disk. We have also implemented new algorithms that can be used to more accurately

simulate the dynamic nature of HVCs.
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