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Abstract

Defining system requirements in engineering design has always been challenging and complex. This 

research explores the potential for Large Language Models to support and enhance requirements develop-

ment. A mixed-methods approach is employed to explore this potential, combining quantitative surveys 

and qualitative interviews with industry professionals who manage requirements. The original data set 

consisted of human-created system requirements, which were compared to AI-generated requirements 

that were assessed for completeness using four criteria: specificity, functionality, target values, and ver-

ifiable. The interviews provided valuable insights into current workflows and the common challenges 

faced in requirement definition, and also the potential benefits and limitations of AI solutions. The re-

sults indicated that AI-generated requirements can help make the process more manageable and act as a 

collaborative partner for human engineers. Although AI may miss some important details, there is still 

significant potential for its improvement to create models capable of accurately defining requirements.

Index words: [Design Requirements, Artificial intelligence, Natural Language Processing,

GPT]
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Chapter 1

Introduction

Requirement engineering and generating requirements for designing a mechanical system have recently

attracted attention [1]. In engineering design, requirements are crucial for determining the project’s intent

or purpose, and requirement definition and elicitation are essential stages. These stages are among the most

difficult steps in designing a system. A designer’s workflow to create requirements significantly impacts

the project’s success and the associated costs [2], [3]. The reason for many system design failures is that the

requirements are not managed effectively [3]. Requirements define stakeholders’ needs, including users,

customers, suppliers, developers, and manufacturers. The requirement elicitation purposes formulate

statements that identify the design’s essential attributes, characteristics, capabilities, or functions [4].

Requirements are the primary steps that need to be taken because the other design phases depend on

requirements. For example, requirements are essential for generating ideas, evaluating, and selecting

concepts [2]. Generally, design is a complex and dynamic process, and system requirements are not fixed;

they change over time and throughout the process [5]. Designing a system can increase efficiency by

understanding and analyzing the requirement documents and generating requirements correctly [6].

What is the requirement for a system? A requirement of a system is a specific need or expectation that

the system must meet to satisfy its users or stakeholders. Requirements can be expressed in various forms,
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such as functional, non-functional, performance, and usability requirements. Functional requirements

describe the specific features and functions that the system must perform to meet the needs of its users.

The requirement needs to be clear and complete to ensure that the system will work correctly and that

everyone is working toward the same goals and objectives.

In addition to the key role of requirements in designing a system, extracting and documenting require-

ments are another side that must be considered of the challenges that exist during this process. In most

cases, humans define and develop the requirements, which is overwhelming and intensive work. So, what

if AI can help us?

As technology advances, AI is integrated into many areas, including requirements engineering [7].

The focus of using Artificial Intelligence (AI) in design is to make systems smarter by learning how to

help systems represent and manage a real-world understanding [8]. AI can explore a considerable amount

of data and identify trends and patterns that can help to develop a system. For example, one of the

ways that AI can play a role is Natural Language Processing (NLP).NLP is a well-known method in

artificial intelligence and computational linguistics [9]. NLP techniques can be used to analyze text data

such as customer feedback, requirements documents, and user manuals to identify common themes and

requirements that need to be addressed by the system.

Regarding the importance of designing a requirement, there is a question of whether AI can help with

designing requirements in addition to humans. The features of a good designer, such as creativity, speed,

accuracy, and adaptability, should be addressed by any AI tool that wants to be considered an AI designer,

also AI can be defined as the capability of a machine to imitate human intelligence, using algorithms

inspired by human behavior to solve problems [10].

The purpose of this study is to find out the human and AI interaction in a high-level view of the

design process. More specifically, the research’s objective is to explore the integration of artificial intelli-

gence (AI) in defining requirements for engineering design. Findings suggest that the current practice of

defining requirements is primarily a human-intensive activity, relying on the expertise and experience of
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individuals. The goal is to enhance this process by leveraging AI to generate requirements autonomously.

The approach involves developing an AI system to create initial requirements based on available data and

knowledge. By incorporating AI in the requirement definition phase, the goal is to improve the efficiency

and effectiveness of the design process while ensuring that the resulting requirements adequately address

the desired outcomes. The research also wants to identify any potential gaps or missing elements in the

generated requirements, thereby facilitating further refinement and improvement of the AI-powered

requirement generation approach. This ultimately yields the following research questions:

RQ1: How may AI assist humans in defining system requirements?

RQ2: How complete were the requirements generated by AI?

RQ3: Can experts recognize the difference between AI-generated and human-generated content?

Figure 1.1 displays a logic model of this research and indicates where each research question is addressed

in the overall process. This study can be divided into several different phases, the first phase of this research

involved exploring the existing literature and methodology to understand how AI, in particular natural

language processing (NLP) could improve the requirement engineering process, by examining various

approaches to the goal is to see how AI can alleviate the tradition human methods of defining requirements

and making the process more efficient. Following that, the research moved on to creating a model that

can generate requirements regarding the problem description that is used as input. After that the AI

model was trained and validated using this processed data, ensuring that the model could reliably generate

requirements that meet the needs of stakeholders. After developing AI-generated requirements, it is

necessary to focus on evaluating AI-generated requirements to see the completeness and the potential

of the AI in generating requirements that is done in this study through some surveys and interviews.

This research phase helped to understand how effective an AI system could be in replicating human-

like decision-making and where is lacking. These assessments furnished valuable findings on the role of

AI in requirements generation, demonstrating what strengths and limitations this area of AI has. The

study was concluded by assessing expert perceptions of AI integration in the requirements engineering
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process, adding to the general understanding of how AI might improve the efficiency and effectiveness of

engineering design.

Figure 1.1: Logic Map of the Research

To wrap up the objective of this research is to explore how AI can be integrated into the process of

defining requirements for engineering design. Traditionally, this task is carried out by humans, relying

heavily on their expertise. This study improves the process by using AI to autonomously generate initial

requirements based on available data. By doing so, the goal is to make the design process more efficient
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and effective. Additionally, this research will examine any gaps or missing elements in the AI-generated

requirements, helping to further refine the approach.
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Chapter 2

Literature Review

This thesis explores the intersection of human expertise and artificial intelligence (AI) in the process of

defining requirements for engineering design. As requirements are significant in the design process, the

proper elicitation and development of requirements lead to the project’s success [11]. On the other hand,

because of the advanced growth of technology, particularly artificial intelligence, expectations exist regard-

ing how AI can be beneficial. AI technologies have a lot of ability to make many parts of requirements

engineering effective, such as gathering requirements, analyzing requirements, making sure they are cor-

rect, and managing requirements. Machine learning algorithms, natural language processing techniques

[7].

This section includes a summary of the literature review of relevant works to explore the history of

requirements in engineering design; section 2.1 covers how engineering requirements have evolved from

traditional, document-driven to new methods and the vital role of defining the requirements for designing

a system. Section 2.2 covers different approaches for extracting and classifying the requirements. Section

2.3 This section examines the integration of AI technologies into the requirements engineering process,

focusing on how AI can assist in generating. The last section, 2.4, discusses the potential and limitations

of Generative AI in making requirements engineering.
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2.1 Requirements in Engineering Design

The process of defining requirements is crucial in engineering design, as the process ensures that prod-

ucts meet functional, performance, and user needs. This section begins by discussing the design of an

engineering system, followed by the role of requirements in engineering design, and concludes with an

exploration of the potential of AI in this process.

2.1.1 Engineering System Design

People have always designed things. One of the most basic characteristics of humans is their ability to

create tools and other objects to fulfill specific needs. [12]. Designing has a long history among people,

particularly engineers. The primary responsibility of engineers is to utilize their scientific and engineering

expertise to solve technical problems and refine solutions to meet the requirements and constraints [13].

The engineering design process often requires changes to a product’s design during development. These

changes may be made to enhance the product or to fix design issues [11]. One of the important steps is to

have a defined design procedure that finds good solutions. This procedure must be flexible and, at the same

time, capable of planning, optimizing, and verifying [13]. Many of the process activities depend on the

status of requirements [14]. Fulfillment requirements have a strong connection with a clear and optimized

process. Due to the design’s dynamic and iterative nature, the continuous evolution of requirements is

also possible [15]. Therefore, gathering requirements is an important part of the design process because

requirements tell us what functions a system needs to do and what features the system should have [16].

Complex engineering design includes multiple types of data, and a successful project needs to follow a

process to make sure that the system can be developed in an optimized way [17]. One well-ordered model

is named SE-V. Systems Engineering (SE) is a top-down approach that involves understanding needs, ex-

ploring solutions, and refining the solution while addressing the whole problem [18]. This model indicates

that a complex systems engineering process involves five levels of decomposition (concept development,
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system-level design, subsystem design, detailed design, and component development), specification, and

integration testing [17].

Figure 2.1: Top-down system Engineering Process

Requirements help engineering designers understand and meet stakeholder needs through specifica-

tions that detail functional and nonfunctional features [19]. These are typically documented in require-

ment statements and organized hierarchically to clarify design goals and relationships. The hierarchical

lists often include details such as origin, responsible party, justification, verification methods, and any

changes made [20]. Requirements are defined as the purpose, goals, constraints, and criteria associated

with a design project. These requirements may range from the initial functional requirements to the

detailed specifications [5]. Requirements documents for complex systems may include thousands of
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individual requirements formulated through interdisciplinary collaboration and expressed in natural lan-

guage by various stakeholders [21]. A complete requirement should address the user’s needs or achieve an

object, which could be a condition or capability to satisfy a standard or specification also, there should

be documentation to represent specification [22]. Specifying high-quality requirements is challenging

but manageable. Learn key characteristics of good requirements to spot and fix defects conveniently.

Understanding these principles helps improve requirements and reduce errors [23]. Some of the trait’s

requirements must be specific, traceable, realistic, measurable, stable, and consistent with other require-

ments and others [24]. A product’s quality is defined by the requirements met. Requirements also serve

as a benchmark to assess both existing solutions and new concepts [25]. Requirements are one of the

original documents of any design project, which is generated in early stages and developed through time

[26]. Requirements are an important part of the design process because they are the first thing the client

and artist discuss. They are introduced early on after the job is made clear, and they guide the design

and are always updated. When more detailed requirements are met, meaning that the design is moving

forward and getting close to finished [13], [26].Figure 2.2 illustrates this flow:
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Figure 2.2: Iterative Systems Theory Model for Design

The NASA Systems Engineering Handbook provides a guideline for generating requirements and

describes the appropriate usage of common terminology found in requirements, such as "shall," "should,"

or "will") [27]. The NASA Systems Engineering Handbook includes a checklist of recommendations for

writing a good requirement. The checklist suggests that designers use "shall" for explicit requirements,

"should" for goals, and "will" for facts or declarations of purpose. Following are some more of the hand-

book’s recommendations:
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• Requirements should be stated positively(e.g., use"shall"instead of"shall not")with correct grammar

and spelling.

• Requirements should convey one thought with a single subject and predicate.

• Indefinite pronouns, ambiguous words, and unverifiable terms should be avoided.

Consistent terminology should be used throughout the document [28], [29].

Example product requirements specified by NASA are detailed in Table 2.1.

Table 2.1: Example of properly formatted requirements

General Requirements Structure
The system shall operate at a power level of ...

The software shall acquire data from the ...
The structure shall withstand loads of ...

The hardware shall have a mass of ...

11



2.1.2 Requirements Engineering

Requirements engineering (RE) is a systematic process that includes repeatedly working and analyzing the

problem to find a verifying and accurate solution [22]. The term "requirements engineering" (RE) is widely

used in the software engineering (SE) field to indicate the organized management of requirements, which

express the needs and constraints that contribute to the solution of some real-world problem [30]. In recent

years, requirements engineering (RE), a sub-field of software engineering (SE), has garnered significant

attention for its applications in AI. RE involves activities focused on identifying and communicating the

purpose of a software-intensive system and understanding the contexts in which RE will be used [31]–[33].

RE focuses on identifying the goals for the intended system, translating these goals into specific services

and constraints, and assigning responsibilities for these requirements to agents such as humans, devices,

and software [34]. As systems engineering developed, the need for RE became obvious, but new methods

were required to address emerging technologies [30].

Requirements engineering (RE) is concerned with the elicitation, analysis, specification, validation,

and management of requirements. RE is also well known for contributing to the improvement of software

development quality, as well as decreasing the risks of budget overruns, delays, and project failures [35].

However, the lack of effort and resources in RE leads to significant challenges in later stages of develop-

ment, such as inconsistent, incomplete, and incorrect requirements, which become increasingly difficult

to resolve [36]. As AI for Requirements Engineering (AI4RE) grows, AI-powered solutions help RE

activities by saving time, reducing complexity, and minimizing human effort. This also benefits other

development processes of testing, product quality, and project planning [37].

Human-AI (HAI) interaction design is an area of study focused on understanding design principles

that enable humans to interact with intelligent tools and agents [38]. The goals of AI research involve

knowledge representation, reasoning, automated planning, learning, natural language processing, percep-

tion, robotics, and general intelligence [10].
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AI is increasingly enhancing requirements engineering by improving activities such as elicitation, anal-

ysis, validation, and management, ensuring software systems meet user expectations and quality standards.

Additionally, natural language processing techniques facilitate the extraction of requirements from various

sources [7]. Researchers are studying the implementation of Artificial Intelligence (AI) assistance within

various engineering design stages, including concept space exploration and generation, [39], [40]. concept

evaluation [41], prototyping [42], manufacturing [43], and process management of teams [44].Further,

research involving 1500 companies found that human-AI collaboration resulted in considerable perfor-

mance improvements [45], [46]. AI will become embedded within the future workforce. To handle this

technological and organizational shift, fundamental research is needed to address key challenges related

to how humans and AI can most effectively interact [47].

The integration of AI and optimization fields will significantly enhance the capabilities of compu-

tational design tools because design problems involve both symbolic and numeric elements [48]. AI is

transforming design by helping engineers quickly explore new ideas and optimize solutions. It improves

efficiency, precision, and adaptability in mechanical systems, driving innovation across many fields [49].

The Artificial Intelligence-based smart system is broadly utilized in the mechanical engineering design

sector [8].

13



2.2 Software Management in Requirement Engineering

Software requirements engineering (SRE) is the process of identifying and documenting the features

a software system needs to meet user expectations. This involves defining functionalities that enable

the system to perform its intended tasks and translating user requirements into a software requirements

specification document (SRSD). Requirements engineering also aligns the software system with the

organization’s goals, ensuring that the system helps achieve desired outcomes [50].

In the context of software development achieving success in any project, software requirements man-

agement is crucial. This involves capturing and documenting what the software should do, also ensuring

that all stakeholders have a clear understanding and agreement on these requirements. Proper manage-

ment prevents misunderstandings and ensures that the final product meets the intended goals and user

needs.

Furthermore, software requirements include details about user needs or contract specifications that

are formally imposed. The reuse of software requirements is studied and explained benefits in two ways:

(i) reducing the time needed for requirements analysis, and (ii) identifying reusable code and test artifacts

with similar requirements, leading to early reuse in the development cycle [51], [52].

Software development is a technological task and a complex social process that heavily depends on

effective communication among all stakeholders. The success of a project closely relies on how well these

communications are managed. Effective software requirements management must be a collaborative

effort due to the complex communication involved. This communication’s effectiveness depends on

the similarity between the environments of the sender and receiver and the ongoing dialogue between

stakeholders from diverse disciplines with varying expertise, interests, and objectives [53]–[55].

Generally, five key factors for project success are: (1) user involvement, (2) executive management

support, (3) clear requirements, (4) proper planning, and (5) realistic expectations. The third factor di-

rectly relates to requirements, while the others involve gathering stakeholder input. Conversely, the top
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five indicators of project challenges are (1) lack of user input, (2) incomplete requirements, (3) changing

requirements, (4) lack of executive support, and (5) technical incompetence. Two of these are linked to

requirements [56].

The goal of software systems Requirements Engineering (RE) is to identify stakeholders and their

needs, document requirements, and ensure successful implementation. Customers are often seen as the

most important stakeholders because they fund the system [57], [58].

Requirements management encompasses tasks such as organizing and documenting requirements,

tracking and controlling their evolution, and their visualization and presentation [59]. Thus, effective

requirements management is key to avoiding product failure, as poor management is often a major reason

why products fail. The most important part of managing requirements is ensuring everyone communi-

cates well.

Requirements management tools help with this by allowing organizations to define, document, and

store requirements in one place. Tools similar to Rational Suite Analyst Studio, RDT 3.0, RTM Workshop

5.0, and Telelogic DOORS are designed to improve communication and keep everyone on the same page

throughout the project [60].

Requirements management (RM) is a part of requirements engineering (RE) that focuses on manag-

ing changes, keeping track of requirements, controlling versions, and monitoring their status. RM tools

support the management of the requirements database and any changes made to the requirements [61].

Requirements management tools are essential for tracking changes and organizing requirements. Most

of these tools are designed for single projects, but efficient product development requires reusing compo-

nents and artifacts to keep costs low for new projects [62].

Managing software requirements requires regular communication among stakeholders with different

backgrounds, expertise, interests, and goals. This complexity calls for various techniques to define re-

quirements clearly. Research demonstrates that collaboration between developers and users can enhance
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knowledge sharing, uncover hidden requirements, clarify expectations, help find errors early, and improve

planning and decision-making [54], [55].

The goal of the requirements management activities is to elicit and specify the requirements. Miss-

ing or incorrect requirements can have negative effects on the success of the product, which is widely

recognized [63].

As software evolves, requirements can change due to new information, technological updates, or

shifting user needs. To keep the software useful and effective, it’s important to manage these changes in

an organized way throughout its life.

Software changes for various reasons, such as fixing faults, adding new features, or restructuring for

future updates [64]. Changing requirements is a major reason for these changes, as requirements can shift

from the start of the project until they become obsolete [65]. To address software failures caused by poor

requirements, related disciplines have grown, and AI techniques in the requirements phase are making a

significant impact on improving software development [66].

One of the important challenges that software products face today is generating perfect requirements.

As software products are changing and evolving, there is always a need to create new requirements [33].

One application of requirements engineering could be developing and maintaining software in an

organized way to provide high efficacy [67].

Software requirements are a common area among users, customers, and stakeholders that must be

shaped at the beginning stage of the project. In earlier decades, software requirements were collected

manually using formal or informal methods, which had disadvantages such as extensive workload, time

management, and cost estimation. Currently, technology helps in this process. Some software require-

ment tools mentioned in the study include MARAMA AI, ARM, TIGER Pr, C&L, etc. [68].

Software requirement specifications elaborate on the functional and non-functional requirements,

design artifacts, business processes, and other aspects of a software system. Complete and accepted soft-
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ware requirement specifications provide a shared understanding and agreement of what a software system

should do and why [69].

Requirements Management tools have evolved significantly over time [1]. Today’s software can auto-

mate many parts of gathering and analyzing requirements, making the process faster and more accurate.

They also help people work together effectively by offering easy ways to communicate and keep track of

information.

Ultimately, during the development process, the requirements themselves evolve and undergo several

modifications. This reflects why researchers address the software process as a dynamic socio-technical

system, involving the coordination of interdisciplinary approaches and skill sets, such as defining user

needs and developing solutions for the needs. Thus, requirement management plays a critical role at the

intersection of sustaining the clarity of the process and communicating efficiently between participants

involved in measuring success [70], [71].

To wrap up, effective software requirements engineering is crucial for successful software development.

software requirements engineering involves capturing, documenting, and managing requirements while

ensuring clear communication among all stakeholders. Advances in tools and AI have improved how we

handle these tasks, making tasks less complex to manage changes and meet project goals. By using these

tools and fostering collaboration, organizations can enhance the quality and success of their software

projects.
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2.3 Application of AI in Requirements

Requirement elicitation is a crucial process in product development. Various traditional techniques, in-

cluding interviews, meetings, and brainstorming sessions, are employed to gather accurate and specific

requirements [72]. The process involves “a set of activities that must allow for communication, prioritiza-

tion, negotiation, and collaboration with all the relevant stakeholders”[73].

While traditional requirement elicitation techniques are important, they can be time-consuming,

error-prone, and potentially confusing. In contrast, AI excels in handling substantial datasets, automating

tasks, and facilitating processes, making data especially valuable for large-scale, repetitive, or data-intensive

projects [74].

AI is increasingly enhancing requirements engineering by improving activities such as elicitation,

analysis, validation, and management, ensuring software systems meet user expectations and quality stan-

dards. Additionally, natural language processing techniques facilitate the extraction of requirements from

various sources [7].

The integration of AI and optimization fields will significantly enhance the capabilities of compu-

tational design tools because design problems involve both symbolic and numeric elements [48]. AI

transforms design by helping engineers quickly explore new ideas and optimize solutions. AI improves

mechanical systems’ efficiency, precision, and adaptability, driving innovation across many fields[49].

Researchers are studying the implementation of Artificial Intelligence (AI) assistance within vari-

ous engineering design stages, including concept space exploration and generation [39], [40], concept

evaluation [41], prototyping [42], manufacturing [43], and process management of teams [44]. Further,

research involving 1500 companies found that human-AI collaboration resulted in considerable perfor-

mance improvements [27], [45]. AI will become embedded within the future workforce. To handle this

technological and organizational shift, fundamental research is needed to address key challenges related

to how humans and AI can most effectively interact [47].
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AI-based techniques are now widely integrated into software systems, helping companies enhance

performance and cut costs [73]. Typically, various elicitation techniques are employed, chosen based on

time and cost limitations, the nature and accessibility of information sources, the company culture, and

the desired outcomes [75]. However, applying traditional requirements engineering practices to complex

or unpredictable systems has brought about new challenges [76].

The Artificial Intelligence-based smart system is broadly utilized in the mechanical engineering design

sector [8]. Implementing AI offers significant benefits, such as providing a comprehensive guide for

engineers and researchers in automated validation, management, and prioritization [77]. Studies highlight

AI’s potential in requirement elicitation, by identifying three steps: filtering data, classifying text by

stakeholder groups, and categorizing technical issues [78].

Other research explores a variety of AI techniques, including automated data processing and scalability,

that enhance the elicitation process [74]. Another approach uses machine learning to simplify elicitation

and boolean metrics for less challenging evaluation, reducing bias from dominance hierarchies, a strategy

from the Analytic Hierarchy Process (AHP) to address scalability issues [79].

One key aspect is AI’s role in requirement prioritization. Traditional techniques are often human-

intensive and face issues such as overlapping outcomes, scalability problems, and inaccuracy. AI can

address these challenges by employing algorithms such as Genetic Algorithms, Fuzzy Logic, Ant Colony

Optimization, and Machine Learning, which improve the efficiency and accuracy of prioritizing require-

ments [9].

The other aspect that could be considered is requirement Analysis which is a key aspect of require-

ments engineering (RE). A systematic review of 61 studies explored automated techniques in RE, with 25

using machine learning, 21 adopting deep learning, and 9 utilizing transfer learning. Six studies proposed

ensemble models combining multiple techniques. The review highlights recent AI advancements in RE,

emphasizing the potential for AI to enhance decision support and intelligent systems in RE and software

engineering [80].
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Requirements elicitation is favored over "capture" to avoid the notion that requirements can be col-

lected with less effort. The choice of elicitation techniques depends on time, resources, and the type of

information needed, ranging from traditional methods such as interviews to group techniques, prototyp-

ing, model-driven approaches, cognitive methods, and contextual techniques [32].

Requirements elicitation is a collaborative process between the analyst and stakeholder, crucial for

gathering project information. Despite its importance, the process is prone to errors, with vague and

ambiguous requirements often causing misunderstandings among developers. This challenge is height-

ened by the need for precise requirements in modern software development, where evolving products

frequently introduce new demands. Numerous studies aim to prevent these elicitation errors, ensuring

clearer definitions and descriptions for enhanced insight [33], [81], [82].

Despite requirement elicitation, the other concern that needs to be considered is the requirements

validation. A requirements validation role is ensuring that software requirements are complete, consistent,

and aligned with user needs. While the validation process is important to confirm that the requirements

accurately reflect the user’s needs, the process can be challenging when performed manually because the

process requires significant effort, time, cost, and accuracy, which can lead to errors. Various validation

techniques, such as prototyping, animation, and reviews, are employed to verify the correctness of the

requirements [67], [83], [84].

There are many studies around this concept. One study mentioned that validation methods could be a

simulation, trial, model-centered validation, and expert opinion [85]. Requirements validation is essential

in software development as it helps eliminate conflicts among requirements in the software requirements

specification. By identifying and resolving errors early, requirements validation prevents late-phase costs

[83], [86].

Overall, the integration of AI into requirements represents a trans formative advancement in the field.

leveraging AI technologies can lead to improving the accuracy, efficiency, and scalability of requirements
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elicitation and management. AI’s ability to process significant data sets, and automate repetitive tasks,

could be helpful in this area.

2.4 Generative AI

Artificial Intelligence (AI) is the theory and development of computer systems that can perform tasks

that normally require human intelligence [85]. AI can be defined as creating machines or computers that

can think and behave similarly to human beings. Whenever there is a need to make complex judgments,

computers can’t replace humans. But with the help of artificial intelligence, computers can be trained to

think and behave similarly to humans do [87].

The development of large language tools, such as Chat GPT and other chatbots, has indicated the

potential of AI in understanding text and creating natural language responses [88]. This capability is

powered by neural networks and machine learning, which focus on generating new content based on

learning from previous data and identifying patterns. One of the most important of these is large language

models (LLMs). LLMs are neural network models designed to process sequential data. In recent years, AI

development has gained attention with tools such as Chat GPT, GitHub Copilot, and DALL-E, which

are generative AI techniques capable of generating new content [89].

Generative AI’s ability to create diverse types of content can be illustrated through its various applica-

tions. Generative AI can create various types of content, including text, audio, images, videos, and even

3D models [90].

Generative AI systems can help create new content and also assist humans as smart question-answering

systems [78]. In other words, these generative tools can produce sensible-sounding language in various

contexts [91].

Regarding engineering design, generative AI is transforming how engineers approach problem-solving.

The methods behind generative AI include several innovative techniques. Generative AI can be divided
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into several methods. One of the methods is generative adversarial networks (GANs), which found ini-

tial success with convincing image synthesis performance [92], [93]. Variations Auto-Encoders (VAEs)

and Generative Adversarial Networks (GANs) are classical deep generative models that were used for

generating images with relative success [94].

In the context of brain network computing, generative AI can be used to reconstruct the topological

connectivity of brain networks [92]. Generative AI can enhance creativity and innovation in generative

art, musical composition, and aesthetic design, although there are challenges and ethical considerations

associated with its implementation [95].

The practical application of generative AI in design is exemplified by generative design systems. A

generative design system uses AI to transform a conceptual design into various options. The designer

selects a preferred option, and AI then suggests the best materials based on function and cost [96].

Generative AI could be implemented in generative design by using AI algorithms to create novel and

unique designs that could go further than what humans can achieve alone. In engineering, there might

be a way to generate all possible solutions that meet specific objectives and constraints defined by humans.

These methods employ various techniques, such as genetic algorithms, variations autoencoders, generative

adversarial networks, and large language models [97].

The impact of generative AI applications extends to routine tasks and more advanced creative pro-

cesses. The latest generative AI applications can handle routine tasks such as data organization, but their

headline-grabbing ability to write text, compose music, and create digital art has encouraged consumers

to try these applications out [98]. Generative AI can facilitate the automation of monotonous and time-

consuming tasks in various domains, including healthcare [90], [99].

The other aspect of generative AI can be seen in industries, where the fast pace of growing artificial

intelligence (AI) affects industries and societies. The most common example is ChatGPT, which can cre-

ate human-like text that has advanced significantly due to improvements in natural language processing

(NLP) and deep learning [100]. As we move toward Industry 4.0, which focuses on automation, and In-
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dustry 5.0, which emphasizes human-AI collaboration, generative AI is becoming increasingly important.

ChatGPT improves communication and creativity between humans and machines, helping with tasks

such as collaborative design, research, and decision-making [101].

In Industry 5.0, collaboration between humans and AI, such as Chat GPT, is essential. These AI

systems are transforming sectors such as manufacturing by acting as virtual assistants to workers and

optimizing supply chains with real-time updates. As Industry 5.0 and Society 5.0 develop, AI models

such as Chat GPT are expected to bring significant innovations, enhancing human abilities and driving

progress in many areas [100], [102], [103].

One other ability of Chat GPT is making communication in different parts of the system, which can

be helpful in the supply chain. chat GPT can handle tasks such as processing orders, tracking shipments,

and giving real-time updates. In Industry 5.0, AI can act as a virtual assistant, helping workers by providing

quick answers, troubleshooting, and real-time training, which boosts their skills and productivity [22],

[104].

AI has brought challenges and opportunities in many areas, such as technology (information pro-

cessing), business (decision-making and automation), education (personalized learning), healthcare (AI

diagnosis), and the arts (human-centered design) [90], [105].

Generative AI tools such as Bard, Chat GPT, and others can create advertising content, digital mar-

keting strategies, chatbots, blog posts, and sales training. Before AI, innovations such as the Meta-verse

were popular for promotion [90], [106].

In manufacturing, generative AI can be used to explore and implement optimal solutions, generating

new outputs based on functional specifications and costs. In retailing, the Internet has enabled companies

to conduct their retail operations online through e-commerce [90].

Generative AI tools are becoming more common, but they bring unique design challenges. As people

use these technologies more, there’s a need for guidance on creating user-friendly experiences that ensure

safe and effective use. While advancements in machine learning, such as GANs [107], [108], VAEs [109],
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and transformers [110], have helped spread AI adoption, most efforts have focused on improving the

technology itself [111].

However, less attention is paid to the human side of AI interaction. Users now need to learn new

skills, for instance, crafting precise prompts, to get the best results from generative AI [111].

Users can interact with generative AI models through various interfaces, with prompting a key skill.

These tools have applications in fields such as education, healthcare, and business. However, it’s important

to recognize AI’s limitations and challenges, including bias, transparency, hallucination, misuse, and

societal impact [112].

Effective interaction with generative AI requires skillful prompting. Prompt engineering is essen-

tial for generative AI, helping to create accurate and meaningful results. It’s important in areas such as

entrepreneurship, art, science, and healthcare, and newer GPT models present how prompts improve

understanding of user needs [113].

Chat GPT exemplifies this trend with its advanced conversational capabilities, resulting in more

context-aware and detailed user interactions. Similarly, DALL-E 3’s ability to produce images from text

descriptions blend linguistic comprehension with visual creation [114], [115].

Generative AI could be helpful to teach machines to recognize patterns in vast datasets, allowing

machines to create new content. This can be used in art, entertainment, design, and scientific research,

producing realistic images, music, video game characters, and aiding drug discovery. Generative AI is

essential for content creation, data enhancement, simulation, penalization, design assistance, and scientific

exploration, helping to bridge gaps and explore new possibilities in various fields [116].

Generative Adversarial Networks (GANs) had many challenges during their early development, espe-

cially with training problems such as divergence and model collapse. Training divergence happens when

the GAN’s generator and discriminator don’t balance properly, causing unstable outputs. Despite these

issues, GANs have become a key technique in generative AI[117].
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Transformers, introduced by Vaswani et al., revolutionized generative AI by enabling tasks, for exam-

ple, machine translation and language generation [109]. They are the basis for models such as GPT, which

generates coherent text, and BER, used for understanding and processing language [110]. Other gener-

ative AI models, such as Variations Autoencoders (VAEs) and Diffusion Models, have been developed

to enhance AI capabilities, with VAEs focusing on encoding and decoding data, and Diffusion Models

improving upon GANs for enhanced performance [117]–[119].

AI, especially generative AI and large language models such as Chat GPT, excels in repetitive and

data-driven tasks. AI is strong in language comprehension and can engage in human-like conversations.

However, humans contribute creativity, empathy, and common sense [120], [121]. Human-AI collabora-

tion works well because AI and humans complement each other’s strengths and weaknesses, making the

collaboration possible to tackle tasks more effectively together [120], [122], [123].

Despite its advancements, generative AI faces some challenges. Although generative AI is popular

worldwide, it still has issues, for instance, lower accuracy, doubtful quality of generated content, and a

lack of transparency in how it works [124], [125].

Seeing generative AI as a data-driven tool rather than a perfect solution helps set realistic expectations

and avoids disappointment when results fall short [126].

The benefits that GAI can offer to companies are uncountable, for instance, cost reduction and en-

hanced workforce productivity through task automation because generative AI models rely on large lan-

guage models, reducing the need for manual intervention [127].

These models are usually trained on extensive datasets that include web content, books, social media,

and encyclopedias, though the training process and data size can vary by chatbot. OpenAI’s Chat GPT

uses deep learning and language models in the GPT architecture, greatly improving chatbot abilities [128].

We have observed instances where transformer-based large language models have been used in require-

ments to perform topic modeling [6], [129], functional studies [20], and joint embedding [130]. However,
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many studies are still required to determine the role of LLMs in requirements and how they can be used

to support requirements elicitation, reasoning, and management.

In summary, Artificial Intelligence (AI), especially generative AI, is revolutionizing how machines

perform tasks traditionally requiring human intelligence. Generative AI, powered by technologies such

as large language models (LLMs), generative adversarial networks (GANs), and transformers, can create

diverse content, including text, images, and music. This is widely used in fields of engineering, manufac-

turing, healthcare, and entertainment to enhance creativity, automate tasks, and improve decision-making.

Despite its capabilities, generative AI faces challenges such as bias, transparency, and quality issues, but

AI continues to drive innovation, particularly in collaborative human-AI interactions.
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Chapter 3

Methodology

This chapter outlines the methodology used in this research to explore the integration of AI in defining

engineering design requirements. Section 3.1 begins with an overview of how requirements were generated

for designing a system, setting the foundation for the study. Following this, Section 3.2 details the data

collection process, which includes gathering both the original data set and additional data created through

AI. This section also covers the insights gained from participant interviews, which provided valuable

context and deeper understanding. Section 3.2 then shifts focus to the participants, describing their

roles, their selection, and their contributions to the research. Finally, Section 3.3 explains how the data

was analyzed using both qualitative and quantitative methods. These methods were carefully chosen to

thoroughly examine the data and provide a complete and balanced understanding of the research findings.

3.1 Overview of the requirements

This section provides an overview of the process used to generate the requirements for designing a system.

Generating accurate and comprehensive requirements is an important phase in the design process because

these requirements define the scope and direction of the project [11], [25]. In this research, requirements

were generated through a combination of traditional methods, such as the document that is provided
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by stakeholders or extracts from books, alongside AI-driven tools that assisted in defining requirements.

The process involved gathering initial input from stakeholders, analyzing the inputs to see how the inputs

can be refined, and examining if AI has the potential to generate requirements and ensure that they are

aligned with the project’s objectives.

3.2 Data Sets

3.2.1 Human-Generated Data Set

Engineering documents and specifications provide important details, such as technical specifications,

design guidelines, standards, and industry best practices. For this research, several documents and spec-

ifications are obtained from a company focused on automotive valves. These documents include a list

of 214 requirements and functional specifications that engineers and experts from related industries put

together.

The requirements cover various aspects such as technical specifications, dimensions, materials, appear-

ance, and safety factors, all of which are essential for ensuring the equipment meets industry standards.

The requirements differ in detail; some provide extensive explanations and specific numerical values, while

others are more brief and general.

From the full list of 214 requirements, 30 are selected randomly using Microsoft Excel’s random

function. This method ensures that the sample is unbiased and fairly represents the human-generated

requirements.

The number of 30 requirements is chosen because the AI model used in this study is capable of

generating only 30 accurate requirements before the outputs become repetitive. To keep the comparison

between human and AI-generated requirements fair, this same number is used. Additionally, working

with an immense set of requirements could have made the process more complicated and increased the

chances of errors, making the smaller sample size more practical for this study.
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3.2.2 AI-Generated Data set

A list of 30 requirements was created by humans using documents provided by the company. To determine

if AI can produce similar requirements, GPT-4, an AI model from OpenAI, is employed. This involves

using natural language processing (NLP) to generate requirements from a problem description derived

from the available company information.

The process begins with developing a detailed problem description based on the company’s specifi-

cations, project description, and other relevant documents. This problem description includes essential

technical details, functional requirements, and objectives related to the product, which in this case are au-

tomotive valves. The purpose of this description is to clearly and accurately represent the design challenge,

which is crucial for AI to generate meaningful requirements.

Following the development of the problem description, the AI model is trained to produce require-

ments. During this training, several factors are considered to ensure the model generates high-quality

requirements.

The AI is trained to be creative, offering innovative solutions while also maintaining accuracy to align

with technical standards. Consistency is emphasized to ensure that the generated requirements reflect the

problem description and adhere to the company specifications. Additionally, relevance is important to

ensure the requirements are applicable within the context of the automotive valve industry.

Once the model is trained, the problem description is used as input for the AI, which then generates

a set of 30 requirements. These AI-generated requirements are designed to be directly comparable to the

human-generated ones to allow for a fair comparison between the two sets of data.

To implement this process technically, Python code was developed to automate the interaction be-

tween the problem description and the GPT-4 model. This code, included in the appendix, facilitates the

smooth input of the problem description and manages the output of the generated requirements, making

the process repeatable and verifiable by others.
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To generate requirements using AI, several steps are needed:

1. Set Up the API: The API is made to take input related to design specifications and return require-

ments generated by GPT-4. This ensures that the AI stays focused on creating the correct design

requirements.

2. Choose the Right Tools: A suitable programming language and framework are selected to support

the API and work with GPT-4.

3. Generate Requirements: GPT-4, using its understanding of language and engineering, creates

the initial design requirements. These are based on the problem description, which is made from

the company’s documents and specifications.

The major steps in generating the AI requirements are: Define the Data Needed: The necessary data

is identified, based on the company’s documents and specifications.

1. Prepare the Data: The data is cleaned and formatted so that GPT-4 can use the data. This involves

converting the information into text and organizing the text for the model.

2. Build the API: The API is built to allow input and output for GPT-4, so the API can generate

the design requirements.

3. Review the Requirements: The AI-generated requirements are reviewed and compared to the

human-generated ones to ensure they are accurate and meet the necessary criteria.

3.3 Data Collection

Different ways of gathering data are important because how the information is collected affects the method-

ology and analytical approach applied by the researcher [131], [132].

Some of the data collection methods are as follows:
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• Surveys: Surveys can gather information from numerous groups of people and are good for collect-

ing demographic data that describes the group being studied. [133] Surveys are great for collecting

people’s opinions, attitudes, beliefs, or knowledge from a specific group.

• Interviews: interviewing is “a valuable method for exploring the construction and negotiation of

meanings in a natural setting”. That is, the value of interviewing lies in that the interview builds

a holistic snapshot, analyzes words, and reports detailed views of informants; the interview also

enables interviewees to ’speak in their voice and express their thoughts and feelings [134]Interviews

involve one-on-one conversations with people to gather information using a set of prepared ques-

tions or topics. These conversations are often recorded and written down. The data from interviews

can be used to identify patterns, create theories, or develop models.

Other methods also exist but they are not used in this research such as Focus groups such as observation

and Textual or content analysis [135]. In this study, there are two distinct data sets. The first is the original

data set, which we call the human-generated data set, created by engineers and industry experts. The

second is the AI-generated data set, produced by artificial intelligence based on the input and criteria

provided.

3.3.1 Survey

To set up the survey, each participant was given ten requirements: five were human-generated, and the

other five were AI-generated. Participants were then asked to rate each requirement from -2 (strongly

disagree) to +2 (strongly agree) based on the following four items, which evaluated the completeness of

the requirements. The survey was conducted through Qualtrics, a platform approved and provided by

UGA. Each participant received a unique set of requirements, different from those given to others.
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3.3.2 Interview

Despite new research methods, face-to-face interviews are still popular and are used in 70–90% of social

research projects [136]. Interviews can be used in descriptive studies and qualitative studies. They can

be unstructured in which the content is controlled by the study participant or structured in which the

content is similar to that of a questionnaire, with the possible responses to questions that are carefully

designed by the researcher [137].

The objective of this interview was to gather expert opinions on the integration of AI in defining

requirements for system design, as well as to explore any practical experiences with implementing AI in

requirements engineering. Additionally, the interviews sought to assess the potential future role of AI in

improving the generation of design requirements.

The interviews utilized a semi-structured format, focusing on specific topics while allowing flexibility

for detailed and in-depth responses. Most of the questions were open-ended to facilitate comprehensive

answers. The interviews were conducted using Qualtrics, a user-friendly platform endorsed by the Uni-

versity of Georgia (UGA). In total, five participants were interviewed, all of whom were engineers with

experience in design or manufacturing and familiarity with requirements engineering. Each interview

included seven questions and lasted approximately 20 minutes. The interviews were conducted virtually

via Zoom.

This paragraph outlines the development of the interview questions. The interview process begins

by asking participants about their familiarity with AI and whether they use any AI tools in their work. If

participants are familiar with such tools, they are asked to explain their experiences. If not, they are asked

to provide their predictions on the potential future integration of AI in defining requirements.

For the data management with the consent of all participants, the interviews were recorded and or-

ganized systematically. These recordings were then transcribed into text to facilitate analysis, as textual

data is required for the data analysis process. All ethical considerations were addressed before the inter-
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views. Participants provided consent to record the sessions and were instructed to avoid mentioning any

company or individual names to maintain anonymity. There were no significant limitations or challenges

encountered during the interviews beyond participant availability.

The following questions were posed to the participants:

1. Can you provide an overview of your role and responsibilities in the design process with respect to

system requirements?

2. Who is involved in the process of generating design system requirements?

3. Could you describe the typical workflow for collecting and documenting design requirements in

your organization?

4. What approaches or software do you use to identify and prioritize design requirements?

5. What challenges do engineers often face in requirements management?

6. How do you think AI can help address the challenges related to requirements management?

7. What’s your view on AI integration in engineering design and its potential to replicate tasks cur-

rently done by engineers?

The responses from the interviews were analyzed using thematic analysis, and the results will be presented

in Chapter 5.

3.4 Participants

3.4.1 Interview Participants

The industry has seen major changes and progress in recent years. Industry 4.0 covers many changes that

can improve the current industrial system [138]. So The Interview included five engineers who were chosen
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because of their experience in design and manufacturing and their knowledge of engineering requirements.

The invitations and interview instructions were sent via email. Each participant consented to participate

in the study, understanding the purpose and agreeing to have their responses recorded.

To protect their privacy, all interviews were anonymous, and recordings were stored securely. The

data was only accessible to authorized personnel. Although the study involved a small group of five

participants, their expertise provided valuable insights into the use of AI in requirements engineering.

The careful selection and management of participants ensured that the information gathered was relevant

and useful.

Ethical guidelines were followed carefully to keep participants’ information confidential and to ensure

the data remained secure throughout the study.

3.4.2 Survey Participant

For this part of the study, two groups of participants were selected. The first group consists of 10 graduate

students who work daily with various AI applications, while the second group includes 10 industry engi-

neers who are experts in engineering design. The purpose is to compare how these two groups evaluate

AI-generated requirements, with the graduate students providing insights from their experience with AI,

and the engineers contributing their expertise in design requirements.

3.5 Data Analysis

The data in this research is analyzed using both qualitative and quantitative methods. These approaches

provide different but complementary views, with qualitative analysis focusing on participant insights

and quantitative analysis measuring variables. These methods were chosen to fully address the research

questions and work with the types of data collected.
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Research typically involves three main approaches: quantitative, qualitative, and mixed methods.

Quantitative research focuses on testing theories by analyzing numerical data, whereas qualitative research

involves collecting interview data, observations, and experiences from subjects in the research inquiry [139].

Both of these approaches have advantages and limitations. The decision of whether to choose either

method is dependent on the nature of the project, the type of information needed, the context of the

study, the data you want to collect, and the type of available data [140]. For this research, both methods

were used to get a complete view of the topic. Because the study involves complex real-world issues, a case

study approach was chosen. This method allows for a detailed look at the context and combines different

types of data collection, making the method a good fit for this research.

Case study research methodology is effective in examining individual, group, organizational, and social

phenomena [141]. It allows for analyzing a topic in its real-life context and using various methods to gather

information from one or more individuals, groups, or organizations. Case studies can be conducted with

a single case or multiple cases. They can be categorized as exploratory, explanatory, or descriptive based

on their approach and implementation [140].

3.5.1 Qualitative

As mentioned above here Qualitative research methods were utilized in this study as they are useful for

exploring and understanding any emerging research problem. Qualitative research methods involve ob-

serving people in their natural settings and conducting interviews [142]. The other kind of qualitative

research rather than interviews could be surveys, focus groups, conversational analysis, observation, and

ethnography [143].

The purpose of interviewing industry experts is to provide a detailed look at their views and experi-

ences with AI technology and how it can be used in defining requirements. For the interviews, questions

were prepared, and participants were identified according to the standard described in section 3.3. The

interviews were scheduled and conducted over 40 days, depending on the participants’ availability. De-
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tailed information about the interview structure is provided in section 3.2.3. The data collected from

the interviews were transcribed and analyzed using NVivo software, which is effective for managing and

visualizing qualitative data.

The analysis involved coding the responses to identify key themes and patterns. The results are pre-

sented through various graphs and plots to illustrate these themes. NVivo was used to analyze the interview

data because it helps organize and manage qualitative data effectively. The software allows for creating

coding relationships, such AS parent-child structures, which made it more straightforward to find key

themes in the interview responses. By using NVivo, the data was coded systematically, helping to identify

important patterns in participants’ views on AI and its role in defining requirements.

3.5.2 Quantitative

Quantitative methods work well with deductive approaches, where a theory or hypothesis helps shape the

research variables, goals, and specific questions [143]. In the quantitative research process, data collection

is a critical step. The quality of the collected data significantly influences the accuracy and validity of the

study’s outcomes or findings [137].

The objective of this survey was to collect quantitative ratings to assess how AI-generated require-

ments compare to human-generated ones in terms of clarity, functionality, target value, and verifiable.

The goal was to evaluate the effectiveness and completeness of AI-generated requirements and identify

any differences or recognition issues between AI and human-generated requirements. In this study, a

survey was administered to two distinct groups of participants: 10 students and 10 industry experts. The

survey comprised 10 requirements in total, with 5 of these requirements generated by AI and the remain-

ing 5 created by humans. To ensure unbiased responses, the requirements were presented randomly, so

participants could not distinguish between the AI-generated and human-generated requirements.

The sample size for this study consisted of 10 students and 10 industry experts. This choice was

made based on the need to gather diverse perspectives while remaining manageable within the study’s
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constraints. To capture both academic and practical insights, the study included an equal number of

students and industry experts. Regarding the literature review, these questions are finalized to be asked.

Each requirement was evaluated based on four questions:

1. The requirement clearly references a component or system.

2. The requirement of a function.

3. The requirement includes a target value.

4. The requirement is verifiable.

The 5-point scale facilitates to measurement and comparison of opinions on AI-generated and human-

generated requirements. By analyzing the ratings, we could see how effective, clear, and complete the

requirements were and find any differences between requirements. Each requirement in the survey was

evaluated using a 5-point rating scale, designed to capture the participants’ opinions on various aspects of

the requirements. The scale was as follows:

-2: Strongly Disagree

-1: Disagree

0: Neutral

+1: Agree

+2: Strongly Agree

This scale allowed participants to express their level of agreement or disagreement with each statement

regarding the requirements. An example of a requirement used in the survey is provided below.

For the quantitative data, methods such as t-tests and averages were used to compare AI-generated

and human-generated requirements. These analyses were done in Excel for easy calculations and data

handling. Python was also used to create visualizations, making the data more clear to understand. The

Python code, illustrated in the appendix, helped generate graphs and charts to better present the results.
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Figure 3.1: Example of Survey Format and Question Structure Used in Study
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Chapter 4

Results

Chapter Four presents the findings of this research, focusing on both quantitative and qualitative data

collected during the study. The results are organized into two sections: survey data from engineers and,

followed by insights gathered through interviews with engineers.

This section explains the results of the study discussed in Chapter 3. To gain more data, a mixed

methods approach is used where the qualitative and quantitative data are collected. A survey collects

quantitative data based on evaluation questions related to requirements—some of which are human-

generated, while others are AI-generated. The results of this method are presented in section 4.1. The

second method involves gathering qualitative data through interviews, aiming to capture participants’

opinions regarding the integration of AI in defining requirements for design systems. The findings from

this approach are detailed in section 4.2. These methods help to understand how people view and assess

both AI-generated and human-generated requirements. By presenting these results, this chapter directly

addresses the research question of whether AI can enhance the process of generating design requirements

in engineering.

The quantitative data, gathered from engineers and graduate students, will be presented using de-

scriptive statistics such as averages and percentages. Graphs and tables will be used to provide visual
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representations of these findings. Statistical comparisons between the responses of different groups will

also be highlighted where relevant.

The qualitative data from interviews will be analyzed and presented in the form of key themes and

patterns. There are some chats and tables to visualize the relation (similarities or differences) among

participants’s responses.

4.1 Quantitative Data Result

To evaluate the effectiveness of both human-generated and AI-generated requirements, a study was con-

ducted with student participants. Each participant received ten randomly selected requirements—five

created by humans and five by AI without informing them of their origin. For each requirement, they

were asked to rate four key items:

Item 1: The requirement clearly references a component or system.

Item 2: The requirement of a function.

Item 3: The requirement includes a target value.

Item 4: The requirement is verifiable.

It is important to note that the evaluation metrics presented here were developed based on an exhaus-

tive search of papers related to requirements evaluation[144].

The data demonstrates the average rating for each question, with scores ranging from -2 to 2. To

compare the performance of human-generated and AI-generated requirements, the results were separated:

AI-generated data is represented in blue, and human-generated data is represented in orange. To

simplify the comparison, the mean of all collected data was calculated.
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4.1.1 The mean of Data

The mean (average) is a commonly used method in data comparison, as the average provides a central

value that summarizes the data. A summary of the student participants is displayed in the table, with

detailed comparisons in the bar graphs, which display the average ratings for each question across all ten

graduate student participants.

AI-Generated Human-Generated
X bar SD X bar SD

Item 1 1.38 0.72694 1.22 0.62147
Item 2 1.06 0.7306 0.92 0.73151
Item 3 -0.08 1.46727 -0.06 1.07103
Item 4 1.06 0.4115 0.80 0.63944

To illustrate the detailed responses to all items, bar charts can be used to present students’ responses

to each of the items.

I1: The requirement references a component or system.

Figure 4.1: The answer of all students to item one
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I2: The requirement of a function.

Figure 4.2: The answer of all students to item two

I3: The requirement includes a target value.

Figure 4.3: The answer of all students to item three
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I4: The requirement is verifiable.

Figure 4.4: The answer of all students to item four

There is the same data collection from industry people (engineers), a summary of the engineer partic-

ipants is illustrated in the table, with detailed comparisons in the bar graphs, which display the average

ratings for each question across all ten engineer participants.

AI-Generated Human-Generated
X bar SD X bar SD

Item 1 1.62 0.56921 1.08 0.50067
Item 2 0.98 0.90652 1.0 0.74833
Item 3 -0.36 1.31925 -0.1 1.00333
Item 4 0.94 0.76623 0.92 0.535

To illustrate the detailed responses to all items, bar charts can be used to demonstrate engineers’

responses to each of the items.

I1: The requirement references a component or system.
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Figure 4.5: The answer of all engineers to item one

I2: The requirement of a function.

Figure 4.6: The answer of all engineers to item two

I3: The requirement includes a target value.
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Figure 4.7: The answer of all engineers to item three

I4: The requirement is verifiable.

Figure 4.8: The answer of all engineers to item four
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4.1.2 t-test comparison

The other method that can be implemented for analyzing data is a t-test. A t-test is a statistical method used

to determine if there is a significant difference between the means of two groups. In each case, the t-test

helps researchers and analysts conclude whether the differences between groups are statistically significant.

Due to the importance of the t-test, for each item, a t-test is done, and here is the result.

Students Analysis:

T-test I1 I2 I3 I4
P(T=t) two-tail 0.298159 0.513090 0.928056 0.198825

Engineers Analysis:

T-test I1 I2 I3 I4
P(T=t) two-tail 0.005436 0.922685 0.245012 0.9203381

In the student’s t-test For all four items (I1 to I4), the p-values are more than 0.05, indicating that

there are no statistically significant differences between the paired means of Variable 1 and Variable 2 in

each question. This suggests that the changes in the variables are not significant enough to conclude that

there is a meaningful difference in the means.

The engineer’s t-test I1 demonstrates a significant difference between the paired means of Variable 1

and Variable 2, indicating that there is a meaningful difference in the means.

I2, I3, and I4 do not present significant differences between the paired means of Variable 1 and Variable

2, indicating that there are no meaningful differences in the means for these items.
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After analyzing the data from graduate students and engineers separately, comparisons can be made

using graphs that indicate the average ratings from each group. Another comparison involves analyzing

both engineers’ and graduate students’ data together. Python code, provided in the appendix, was used

to visualize this comparison.

The graph illustrates that AI-generated requirements received higher ratings than human-generated

ones, except for I3. Both graduate students and engineers gave positive ratings to AI-generated require-

ments for I1, I2, and I4, with engineers rating I1 particularly high. However, both groups rated I3 poorly

for both types of requirements.

Figure 4.9: Comparison of Ratings: Students Vs. Engineers, Human Vs. AI-Generated Requirements

4.2 Qualitative Data Results

To collect additional data, interviews were conducted with experts with manufacturing and design experi-

ence, specifically in defining system requirements. The structure of the interviews is discussed in section
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3.2.3 For data gathering, all interview recordings were transcribed into text using Restream, and the qual-

itative data was analyzed with NVivo. This process involved coding the data, identifying correlations

between responses, and developing themes. Five participants, each with different roles, took part in this

study, and their responses to various questions are presented here. There is a code book in the appendix

that could be used as a reference for the following code.

In this study, with the help of NVivo, codes were generated, and visual mapping was used to illustrate

the relationships between participants’ responses. As this research employs thematic analysis, some themes

have emerged from the interview responses.

To introduce the participants involved in the interviews, the following word frequency illustration

represents who took part in the study. As illustrated in the figure, the participants were mechanical

engineers working in manufacturing or design fields.

Figure 4.10: Word cloud of participant’s roles

All participants are professionals from leading U.S. companies in aerospace, defense technology,

automation and motion control solutions, and other multidisciplinary mechanical engineering firms.

Their job roles include manufacturing engineer, mechanical engineer, electromechanical engineer, and

robotics specialist. On average, they have over 10 years of experience in designing requirements.

1. Workflow
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One of the interesting questions asked of the participants was to describe a typical workflow for collect-

ing and documenting design requirements in their organization. The responses varied due to differences in

their roles, company policies, and organizational goals. Five distinct workflows were identified as described

below.

Workflow-1

Figure 4.11: Process Workflow: Visualizing Key Phases and Flow of Activities

Workflow-2

Figure 4.12: Process Workflow: Visualizing Key Phases and Flow of Activities

Workflow-3

Figure 4.13: Process Workflow: Visualizing Key Phases and Flow of Activities
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Workflow-4

Figure 4.14: Process Workflow: Visualizing Key Phases and Flow of Activities

Workflow-5

Figure 4.15: Process Workflow: Visualizing Key Phases and Flow of Activities
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Theme 1: Structured Process for Requirement Definition

Workflows follow a clear, step-by-step process for defining requirements, including scope definition,

technical specifications, and final review. Supporting steps: "Define Scope of Work," "Compile Specifica-

tions and Requirements," "Final Review."

Theme 2: Collaborative Involvement

Many workflows involve various departments, such as technical experts, marketing, finance, and qual-

ity engineers, indicating the need for teamwork. Supporting steps: "Assign Technical Experts," "Collabo-

rate with Finance," "Report to Quality Engineers."

Theme 3: requirements based on regulations

Some workflows focus on meeting regulatory standards or industry codes, which affects the develop-

ment of specifications. Supporting steps: "Reference to State or International Code," "Influences Design

and Equipment Specifications."

Theme 4: Adaptation Based on Company Goals

Workflows vary depending on company policies and goals. Supporting steps: "Marketing Defines

CTQ Parameters," "Reference to State or International Code.

Summary: By defining these themes, you’ll provide a structured, thematic analysis of the workflows.

Each theme will help you explain the underlying patterns in how requirements are defined, and how roles,

company goals, and regulatory standards influence the process.
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2. Challenges and solutions

Another question asked participants about their experiences with challenges in defining requirements

and how they dealt with the challenges. They were also asked whether they thought AI could help ad-

dress these challenges and what potential solutions AI might offer to assist engineers in the requirements

definition process.

AI Challenges

Theme 1: Challenges in Requirement Gathering and Management

Handling multiple requirements and maintaining accurate information can be overwhelming. Sup-

porting challenges: "Covering all requirements" "a significant amount of information" "Different config-

urations"

Theme 2: Accuracy and Completeness of Requirements

Getting detailed, accurate requirements is challenging, especially as they change over time. Supporting

challenges: "Wrong requirements" "Not detailed enough" "Requirements changed over time"

Theme 3: Early Definition and Scoping Issues

Defining requirements early and ensuring proper scoping can be difficult. Supporting challenges:

"Initial scoping" "Defining requirements early"

Theme 4: Collaboration and Communication

Clear communication and collaboration are needed to ensure requirements are understood and accu-

rate. Supporting challenges: "Collaborating to clarify requirements"

Theme 5: Safety

Ensuring safety is integrated into requirements and design processes. Supporting challenge: "Safety"

AI Solutions

Theme 1: AI for Management and Standardization
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AI helps manage extensive data sets, ensures requirements align with standards, and standardizes

language. Supporting solutions: "Ensure the database includes system standards, and AI consistently

references the database." "Standardize language in requirement generation." "Scan and filter guidelines."

Theme 2: AI for Enhancing Requirement Accuracy

AI improves accuracy by identifying key elements, and root causes, and evaluating tool effectiveness.

Supporting solutions. "Identify root causes. "Evaluate tool effectiveness. "Identify key elements.
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Figure 4.16: Challenges and AI-Solutions

Some additional visualizations were made for other interview questions, but they didn’t define any

important findings. For instance, no specific tools were mentioned when participants were asked if they

54



knew of any software or tools for the design requirements process. Instead, they pointed to general

standards and specifications that engineers typically use.
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Chapter 5

Discussion

This chapter discusses the results of this thesis. Section 5.1 explains how the results answer the research

questions. Section 5.2 covers the trend and findings of the implementation of this study. Finally, Section

5.3 presents recommendations derived from this work. Limitations for this thesis are then presented in

Section 5.4.

5.1 Research Questions

RQ1: How may AI assist humans in defining system requirements?

One of the important goals of this research is to explore how AI can help humans define system

design requirements. To do this, the study first looked into the potential of AI and Natural Language

Models (NLM) such as GPT. Using documents and specifications provided by a company, these inputs

were given to the GPT model, which then generated a set of requirements. A key part of this process

was understanding how to create prompts, meaning how to interact with AI and structure the model

properly.

In this research, all available documents were used to create a problem description of the system or

product. This description was given to the GPT model, which was asked to generate 30 requirements.
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The AI-generated requirements were then evaluated, as described in Chapter 4, by gathering opinions

from two groups of participants—graduate students and expert Engineers. For comparison, the original

set of human-generated requirements was also included.

To evaluate the AI-generated requirements, a survey was designed based on the structure explained in

the previous chapter. The survey focused on four key factors: referencing a component, functionality, in-

cluding target values, and verifiable. These factors were chosen based on the literature review. While there

are many ways to assess requirements, these four were considered important for this study. Participants

rated the requirements based on these factors, which provided results to help answer the first research

question.

The results suggest that AI-generated requirements are similar to human-generated requirements

based on participants’ ratings. In most cases, the AI-generated requirements received slightly higher ratings,

indicating that AI has the potential to help define requirements. However, the p-value indicates that there

is no significant difference between the two, meaning AI is not necessarily better. AI can still be a helpful

tool when used with human input. AI-generated requirements can support human efforts in defining

system requirements, providing similar results in some cases, though further improvement of AI models

might be needed to address specific weaknesses presented in the ratings.

RQ2: How completely did AI generate requirements?

The second research question focuses on evaluating the completeness of AI-generated requirements

compared to human-generated ones. Completeness, in the context of requirements engineering, can be

assessed using various frameworks and criteria. However, this research focused on four specific dimensions

to evaluate the completeness of the generated requirements: (1) whether the requirement refers to a specific

component, (2) whether the requirement addresses functionality, (3) whether the requirement includes a

target value, and (4) whether the requirement is verifiable.

As explained in Chapter 4, the four items were used in the survey to see how well the AI-generated

requirements matched human expectations in terms of completeness. Each item looks at a different part
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of the requirements to indicate how well the AI understood what was needed. For example, requirements

that mention specific components are important to make sure the system is clearly defined and all necessary

parts are considered. The AI’s ability to include these references was compared with human-made require-

ments to see if there were any gaps or similarities. Functionality is another important part. Functionality

ensures that the system’s actions and operations are clearly explained. The AI-generated requirements

were reviewed to see how well they described what the system needs to do and if they captured the goals.

The gathered data indicates that AI-generated requirements performed well in terms of completeness.

For most items, the average rating for AI-generated requirements was higher than for human-generated

ones, suggesting that AI has the potential to produce complete requirements. However, for the third

item, which involves the target value, the human-generated requirements were more complete than the

requirements generated by AI.

RQ3: Can experts recognize the difference between AI-generated and human-generated content?

The third research question asks whether experts can recognize the difference between AI-generated

and human-generated requirements. Based on the results of the study, the engineers’ ratings of the re-

quirements—based on the four key items—were similar for both AI-generated and human-generated

content. The experts couldn’t differentiate between the requirements created by AI and the requirements

written by humans, suggesting that they could not readily distinguish between the two. This indicates

that AI-generated requirements can closely resemble human-generated ones in terms of perceived quality

and completeness.

An interesting point to note is that when engineers were unaware of which requirements were AI-

generated, they viewed AI as a potential tool for generating requirements. However, when asked in inter-

views whether they saw AI as a helpful tool shortly, most said no. This may be because AI hasn’t yet made

enough progress in the industry. While there are some examples of AI usage in industry today, there is

still a gap in fully developing and implementing AI for broader use in requirement generation.
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5.2 Trends and Findings

The comparison between the two sets of requirements demonstrates that AI can generate requirements

with reasonable accuracy, but these requirements may lack domain-specific insights that human engineers

include based on their expertise. In comparing the graduate student’s data with engineers’ data, both

engineers and students have close averages for human-generated requirements (0.725 for engineers, 0.720

for students). This suggests that, in terms of quality or performance metrics, there is little difference

between how students and engineers assess or generate requirements manually.

For both groups, Item 3 (I3) demonstrates a negative score in the human-generated category, meaning

both students and engineers rated or generated requirements that performed below expectations in this

case. Students had a higher average (0.855) for AI-generated requirements than engineers (0.795). This

suggests that students may have found AI-generated requirements more beneficial or efficient in their

context, while engineers were slightly more critical of the AI’s output.

When comparing the two groups, both students and engineers rated AI-generated requirements sim-

ilarly to human-generated ones. Engineers were generally more critical, especially in I3, while students

were more positive about AI-generated requirements in some areas. As there was no significant difference

in ratings between the two groups, the result suggests that AI can help in defining system requirements

and can produce results similar to the requirements from humans. For I1, engineers rated AI-generated

requirements higher (1.62) than students did (1.38). This could reflect that, in specific tasks, engineers see

more significant benefits from AI-generated content, particularly in the areas where AI can assist with

technical or domain-specific tasks.

A considerable gap was found in Item 3 (I3), where engineers rated AI-generated requirements lower

(-0.36) compared to students (-0.08). This difference suggests that engineers found AI particularly weak

in addressing specific, possibly more detailed aspects of requirements in this area. Item 3, which evaluates

requirements based on whether they include specific target values, posed a significant challenge for par-
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ticipants. Both engineers and students had difficulty recognizing or creating requirements with precise

values, indicating that this is an area where both human and AI systems may need additional support.

The interviews indicated that each participant had a different way of defining requirements, influenced

by their company’s structure. They talked about challenges in designing systems and defining require-

ments and suggested ways AI could help. Their ideas included making sure AI uses the right system

standards, helps find root causes, checks how well tools work, and uses clear language. They also sug-

gested that AI could help find key parts of the requirements, scan guidelines, and provide more organized

support for the process.

5.3 Recommendation

The results indicate that AI has the potential to generate requirements that are similar to the requirements

created by humans, with participants rating requirements closely. However, there is still a need to train

AI models to improve their ability to produce more technical and specific requirements. One challenge

participants mentioned was that requirements are often written differently by different teams and for

different projects. To solve this, using AI to make the wording of requirements more consistent across

an organization is suggested. A standardized vocabulary would make requirements clearer and more

consistent, help teams work together better, and make the requirements more manageable to move projects

from one phase to the next.

Based on the expert engineer’s suggestions, AI can play a significant role in managing a database that

includes all system standards, allowing the AI to reference these standards as needed. Additionally, AI can

be used as a tool to scan and filter requirements according to specific guidelines. Another recommendation

is to leverage AI’s ability to handle Extensive amounts of requirements and data, enabling AI to manage

requirements in various ways, such as ensuring completeness, consistency, and compliance with industry

standards.
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One more suggestion could be that AI systems should incorporate relevant guidelines, standards, and

regulations into the requirements generation process. By consistently referencing these materials, AI could

help ensure that all generated requirements meet industry standards and comply with legal or regulatory

requirements. To get the most out of AI for generating requirements, it’s important to have a feedback

loop between the AI and engineers. By regularly collecting feedback on what works and what does not, the

AI can learn and improve. Integrating real-time feedback into AI tools would enable engineers to make

rapid adjustments while allowing the AI to learn from these changes, resulting in improved outcomes.

5.4 Limitations

While this study provides valuable insights, several limitations should be considered. Only 30 AI-generated

requirements were used, resulting in repetitive outcomes and possibly not reflecting AI’s full potential for

generating diverse requirements. Additionally, the limited number of participants may not represent the

broader engineering community, which restricts how widely the findings can be applied. Using surveys

and interviews can introduce biases, such as inaccurate responses or people giving answers they think are

expected, which could affect the data.

Additionally, the study focused on how engineers interact with AI-generated requirements, possibly

missing other important factors in the requirements process. Time limits and the study’s scope may have

also reduced the depth of analysis in some areas. Future research should include more participants, look at

a wider range of AI-generated requirements, and consider factors such as company culture and industry

practices for a broader understanding of AI’s role in defining requirements.
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Chapter 6

Conclusion

Managing the substantial number of requirements and the challenges that arise in generating the require-

ments will become more manageable with the improvement of advanced tools used in designing complex

systems. While many current systems can still rely on the hard work of expert engineers in requirements

engineering (RE) and systems engineering to manually handle these tasks, this approach is not expected

to work well on a broader scale without extra tools and new methods. In this study, the importance of

artificial intelligence (AI) in this process was discussed. The study involved comparing human-generated

requirements with AI-generated requirements using surveys. This research also pointed out the real diffi-

culties that engineers face in the real world and how AI could help solve the problems. The goal of this

study was to find out how AI can assist humans in generating requirements by training an AI model to

act as a co-worker for engineers. This AI is capable of managing and analyzing significant amounts of data,

helping to ensure that no important information is missed.

Here are some key findings from this research: The figures illustrated in the results and the trends

discussed show that both groups of participants—graduate students and expert engineers—provided

almost the same average ratings for the requirements, regardless of whether they were created by humans

or AI, meaning that there wasn’t a significant difference noticed between the two groups of requirements,
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suggesting that AI has the potential to create system requirements just similar to humans do. Another

important point from the surveys is that while AI can generate requirements, the completeness of these

requirements was also a concern. To check this, four different criteria were used to see how complete

the AI-generated requirements were. To gather more data, both quantitative and qualitative methods

were used. Along with the survey, interviews were conducted with experts to learn more about the actual

process of defining requirements and the challenges they face in real-world industry projects. The findings

were interesting because the workflows varied slightly depending on the specific goals and policies of each

company. Still, some of the challenges mentioned by experts could potentially be solved with the help of

AI.

At the end of the interviews, experts were asked how they saw AI as a potential tool for assisting in the

generation of requirements. Most expressed some hesitation, noting that while AI has potential, there is

still a long way to go before AI can be fully integrated into industry practices. Interestingly, despite this

skepticism, the results from the surveys indicate that these same experts rated AI-generated requirements

similarly to human-generated ones, and many were unable to distinguish between the two. This finding

suggests that AI may already be closer to becoming an effective tool in requirement generation than many

industry professionals realize.

For future work in this research, there is a benefit to exploring how AI can be further developed

and refined to improve its effectiveness in generating requirements. This could involve testing different

AI models and algorithms to see which ones produce the most accurate and complete requirements.

Additionally, future studies could focus on expanding the sample size and including a wider range of

industries to better understand how AI can be adapted to various engineering fields. There is value in

investigating how AI can be integrated into existing workflows to enhance collaboration between human

engineers and AI tools, ensuring that AI-generated requirements meet industry standards and expectations.

Finally, conducting long-term studies to assess the impact of AI on the requirements generation process

in real-world projects could provide insights into its practical applications and benefits.
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Appendix A

The Code for Problem description

f = open ( " P r o b l e m d e s c r i p t i o n o f P i e r b u r g . t x t " , ’ r ’ )

t e x t = f . r e a d ( )

p r i n t ( t e x t )

i m p o r t o p e n a i

# Your OpenAI API k e y

a p i _ k e y = " "

o p e n a i . a p i _ k e y = a p i _ k e y # S e t y o u r a c t u a l API k e y h e r e

p r e p r o m p t = " you a r e an a g e n t t h a t g e t a s y s t e m p r o b l e m d e s c r i p t i o n \

and g e n e r a t e 3 0 more h i g h l y d e t a i l e d r e q u i r e m e n t s "
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f = open ( " P r o b l e m d e s c r i p t i o n o f P i e r b u r g . t x t " , ’ r ’ )

s r = f . r e a d ( )

prompt = f " { p r e p r o m p t } \ n s y s t e m r e q u i r e m e n t s : { s r } \ n R e q u i r e m e n t s : "

t r y :

r e s p o n s e = o p e n a i . C h a t C o m p l e t i o n . c r e a t e (

model = " g p t −3 . 5 − t u r b o " , # Use t h e a p p r o p r i a t e c h a t −b a s e d model

m e s s a g e s = [

{ " r o l e " : " s y s t e m " , " c o n t e n t " : " You a r e a h e l p f u l a s s i s t a n t . " } ,

{ " r o l e " : " u s e r " , " c o n t e n t " : prompt } ,

] ,

)

r e s u l t = r e s p o n s e [ ’ c h o i c e s ’ ] [ 0 ] [ ’ m e s s a g e ’ ] [ ’ c o n t e n t ’ ]

p r i n t ( r e s u l t )

e x c e p t o p e n a i . e r r o r . O p e n A I E r r o r a s e :

p r i n t ( f " OpenAI API E r r o r : { e } " )
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Appendix B

Comparison of Rating

i m p o r t m a t p l o t l i b . p y p l o t a s p l t

i m p o r t numpy a s np

# S a m p l e d a t a f o r t h e b a r c h a r t s

x = np . a r a n g e ( 4 )

c a t e g o r i e s = [ ’ I 1 ’ , ’ I 2 ’ , ’ I 3 ’ , ’ I4 ’ ]

y 1 = [ 1 . 2 2 , 0 . 9 2 , −0 . 0 6 , 0 . 8 ]

y 2 = [ 1 . 0 8 , 1 , − 0 . 1 , 0 . 9 2 ]

y 3 = [ 1 . 3 8 , 1 . 0 6 , −0 . 0 8 , 1 . 0 6 ]

y4 = [ 1 . 6 2 , 0 . 9 8 , −0 . 3 6 , 0 . 9 4 ]

# C r e a t e a 2 x 2 g r i d o f s u b p l o t s

f i g , a x s = p l t . s u b p l o t s ( 2 , 2 , f i g s i z e = ( 8 , 8 ) )
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# B a r c h a r t 1

a x s [ 0 , 0 ] . b a r h ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) , y 1 , c o l o r = ’ b ’ )

# a x s [ 0 , 0 ] . s e t _ t i t l e ( ’ B a r C h a r t 1 ’ )

# a x s [ 0 , 0 ] . s e t _ x l a b e l ( ’ X− a x i s l a b e l 1 ’ )

a x s [ 0 , 0 ] . s e t _ y t i c k s ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) )

a x s [ 0 , 0 ] . s e t _ y t i c k l a b e l s ( c a t e g o r i e s )

# B a r c h a r t 2

a x s [ 0 , 1 ] . b a r h ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) , y2 , c o l o r = ’ g ’ )

# a x s [ 0 , 1 ] . s e t _ t i t l e ( ’ B a r C h a r t 2 ’ )

# a x s [ 0 , 1 ] . s e t _ x l a b e l ( ’ X− a x i s l a b e l 2 ’ )

a x s [ 0 , 1 ] . s e t _ y t i c k s ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) )

a x s [ 0 , 1 ] . s e t _ y t i c k l a b e l s ( c a t e g o r i e s )

# B a r c h a r t 3 ( h o r i z o n t a l )

a x s [ 1 , 0 ] . b a r h ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) , y3 , c o l o r = ’ r ’ )

# a x s [ 1 , 0 ] . s e t _ t i t l e ( ’ B a r C h a r t 3 ’ )

# a x s [ 1 , 0 ] . s e t _ x l a b e l ( ’ X− a x i s l a b e l 3 ’ )

a x s [ 1 , 0 ] . s e t _ y t i c k s ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) )

a x s [ 1 , 0 ] . s e t _ y t i c k l a b e l s ( c a t e g o r i e s )

# B a r c h a r t 4 ( h o r i z o n t a l )

a x s [ 1 , 1 ] . b a r h ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) , y4 , c o l o r = ’ c ’ )

# a x s [ 1 , 1 ] . s e t _ t i t l e ( ’ B a r C h a r t 4 ’ )

# a x s [ 1 , 1 ] . s e t _ x l a b e l ( ’ X− a x i s l a b e l 4 ’ )
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a x s [ 1 , 1 ] . s e t _ y t i c k s ( np . a r a n g e ( l e n ( c a t e g o r i e s ) ) )

a x s [ 1 , 1 ] . s e t _ y t i c k l a b e l s ( c a t e g o r i e s )

# Add a l a b e l f o r t h e e n t i r e f i r s t row

f i g . t e x t ( 0 , 0 . 7 5 , ’ Human ’ , ha = ’ c e n t e r ’ , f o n t s i z e = 1 4 )

# Add a l a b e l f o r t h e e n t i r e s e c o n d row

f i g . t e x t ( 0 , 0 . 2 5 , ’ AI ’ , ha = ’ c e n t e r ’ , f o n t s i z e = 1 4 )

f i g . t e x t ( 0 . 3 , 1 , ’ S t u d e n t ’ , ha = ’ c e n t e r ’ , f o n t s i z e = 1 4 )

f i g . t e x t ( 0 . 8 , 1 , ’ E n g i n e e r ’ , ha = ’ c e n t e r ’ , f o n t s i z e = 1 4 )

p l t . s u b p l o t s _ a d j u s t ( l e f t = 0 . 1 , t o p = 0 . 9 )

p l t . t i g h t _ l a y o u t ( r e c t = [ 0 . 0 5 , 0 , 1 , 0 . 9 9 ] )

# Show t h e p l o t

p l t . show ( )
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6. The pass/fail lights must be visible from all stations and provide instant feedback on product quality 2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

1 1 0 0 0

6. The pass/fail lights must be visible from all stations and provide instant feedback on product quality 2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

1.50 1.00 2.00 2

6. The pass/fail lights must be visible from all stations and provide instant feedback on product quality 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

6. The pass/fail lights must be
visible from all stations and
provide insta...

6. The pass/fail lights must be visible from all
stations and provide insta...

Responses: 5

Student two / Page 1



30. The C-MORE brand HMIs must have a secure user authentication system to prevent unauthorized access. 2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

0 2 0 0 0

30. The C-MORE brand HMIs must have a secure user authentication system to prevent unauthorized access. 2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

2.00 2.00 2.00 2

30. The C-MORE brand HMIs must have a secure user authentication system to prevent unauthorized access. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly reference

a component or system

The requirement describe a

function

The requirement include a target

value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

30. The C-MORE brand HMIs must
have a secure user authentication
system to...

30. The C-MORE brand HMIs must have a secure
user authentication system to...



14. The Cogent Data man 2D barcode scanners must have a high scanning speed to minimize production bottlenecks. 2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

0 2 0 0 0

14. The Cogent Data man 2D barcode scanners must have a high scanning speed to minimize production bottlenecks. 2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

2.00 2.00 2.00 2

14. The Cogent Data man 2D barcode scanners must have a high scanning speed to minimize production bottlenecks. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

14. The Cogent Data man 2D
barcode scanners must have a
high scanning speed...

14. The Cogent Data man 2D barcode
scanners must have a high scanning speed...



20. The PLC-controlled stations must have the ability to record and analyze data for process improvement 2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

1 1 0 0 0

20. The PLC-controlled stations must have the ability to record and analyze data for process improvement 2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

1.50 1.00 2.00 2

20. The PLC-controlled stations must have the ability to record and analyze data for process improvement 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

20. The PLC-controlled stations
must have the ability to record and
analyze...

20. The PLC-controlled stations must have
the ability to record and analyze...



18. The fluorescent lighting must have a long lifespan and be energy efficient. 2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

0 2 0 0 0

18. The fluorescent lighting must have a long lifespan and be energy efficient. 2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

2.00 2.00 2.00 2

18. The fluorescent lighting must have a long lifespan and be energy efficient. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

18. The fluorescent lighting must
have a long lifespan and be
energy effici...

18. The fluorescent lighting must have a long
lifespan and be energy effici...



43. all error messages must be displayed on the HMI fault information must be as detailed as possible error messages shall not block the HMI all functions of the

HMIs Hall remain accessible and operable even with an error message present a bad operation must be signalized by a red light, a good operation by a green

light. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2



43. all error messages must be displayed on the HMI fault information must be as detailed as possible error messages shall not block the HMI all functions of the

HMIs Hall remain accessible and operable even with an error message present a bad operation must be signalized by a red light, a good operation by a green

light. 2

1 0 0 1 0

1 1 0 0 0

0 0 0 0 2

0 2 0 0 0

43. all error messages must be displayed on the HMI fault information must be as detailed as possible error messages shall not block the HMI all functions of the

HMIs Hall remain accessible and operable even with an error message present a bad operation must be signalized by a red light, a good operation by a green

light. 2

2.50 1.00 4.00 2

1.50 1.00 2.00 2

5.00 5.00 5.00 2

2.00 2.00 2.00 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

185. if pallet with tags and no part barcode are used for tracking, the conveyor belt must be guarded by a transparent cover to prevent unauthorized access.

2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

43. all error messages must be
displayed on the HMI fault
information must...

43. all error messages must be displayed on
the HMI fault information must...



185. if pallet with tags and no part barcode are used for tracking, the conveyor belt must be guarded by a transparent cover to prevent unauthorized access.

2

2 0 0 0 0

2 0 0 0 0

0 0 0 0 2

0 1 1 0 0

185. if pallet with tags and no part barcode are used for tracking, the conveyor belt must be guarded by a transparent cover to prevent unauthorized access.

2

1.00 1.00 1.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

2.50 2.00 3.00 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

122. equipment controls shall have a high-speed modem for offsite accessed by system integrator to support troubleshooting and upgrades system integrator to

coordinate equipment and protocol with Pier burg information technology officer. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

185. if pallet with tags and no part
barcode are used for tracking, the
con...

185. if pallet with tags and no part barcode
are used for tracking, the con...



122. equipment controls shall have a high-speed modem for offsite accessed by system integrator to support troubleshooting and upgrades system integrator to

coordinate equipment and protocol with Pier burg information technology officer. 2

1 1 0 0 0

2 0 0 0 0

0 0 0 0 2

1 1 0 0 0

122. equipment controls shall have a high-speed modem for offsite accessed by system integrator to support troubleshooting and upgrades system integrator to

coordinate equipment and protocol with Pier burg information technology officer. 2

1.50 1.00 2.00 2

1.00 1.00 1.00 2

5.00 5.00 5.00 2

1.50 1.00 2.00 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

76. individual module and or system operations can be plc controlled if the data transfer, collection, and management is pc based and does not slow down the

speed of the system. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

122. equipment controls shall
have a high-speed modem for
offsite accessed...

122. equipment controls shall have a high-
speed modem for offsite accessed...



76. individual module and or system operations can be plc controlled if the data transfer, collection, and management is pc based and does not slow down the

speed of the system. 2

1 1 0 0 0

0 0 0 2 0

0 0 0 0 2

0 0 1 1 0

76. individual module and or system operations can be plc controlled if the data transfer, collection, and management is pc based and does not slow down the

speed of the system. 2

1.50 1.00 2.00 2

4.00 4.00 4.00 2

5.00 5.00 5.00 2

3.50 3.00 4.00 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

188. all workstations will be equipped with adequate lighting for operators a minimum of 2 lights (4 ft florescent lights) is requested per workstation unless limited

by workstation design lux requirements should be considered depending on the type of activity performed at stations. 2

Strongly Agree Somewhat agree Neither agree nor disagree Somewhat disagree Strongly disagree

The requirement clearly reference a component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

0 1 2

76. individual module and or
system operations can be plc
controlled if the...

76. individual module and or system
operations can be plc controlled if the...



188. all workstations will be equipped with adequate lighting for operators a minimum of 2 lights (4 ft florescent lights) is requested per workstation unless limited

by workstation design lux requirements should be considered depending on the type of activity performed at stations. 2

2 0 0 0 0

1 1 0 0 0

1 1 0 0 0

0 2 0 0 0

188. all workstations will be equipped with adequate lighting for operators a minimum of 2 lights (4 ft florescent lights) is requested per workstation unless limited

by workstation design lux requirements should be considered depending on the type of activity performed at stations. 2

1.00 1.00 1.00 2

1.50 1.00 2.00 2

1.50 1.00 2.00 2

2.00 2.00 2.00 2

Strongly Agree Somewhat agree
Neither agree nor

disagree
Somewhat disagree Strongly disagree

The requirement clearly

reference a component or

system

The requirement describe a

function

The requirement include a

target value

The requirement verifiable

Average Minimum Maximum Count

The requirement clearly reference a

component or system

The requirement describe a function

The requirement include a target value

The requirement verifiable

188. all workstations will be
equipped with adequate lighting for
operators...

188. all workstations will be equipped with
adequate lighting for operators...
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Powered by Qualtrics AProtected by reCAPTCHA: Privacy A & Terms A

Can you provide an overview of your role and responsibilities in the
design process with respect to system requirements?

Who is involved in the process of generating design system
requirements?

Could you describe the typical workflow for collecting and documenting
design requirements in your organization?

What approaches or software do you use to identify and prioritize design
requirements?

What challenges do engineers often face in requirements management?

How do you think AI can help address the challenges related to
requirements management.

What's your view on AI integration in engineering design and its
potential to replicate tasks currently done by engineers?

→
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Role Overview: 

• Manufacturing engineering 

• Mechanical engineering 

• Electromechanical engineering 

• Robot specialist  

Role Overview: Can you provide an overview of 

your role and responsibilities in the design process 

with respect to system requirements? 

Involved Parties/ Process Participant 

• Mechanical Engineer 

• Electrical Engineer 

• Automation Engineer 

• Production engineer 

• Quality engineer 

• Marketing 

• Safety engineer  

• Architect 

Involved Parties/ Process Participant: 

Who is involved in the process of generating 

design system requirements? 

Workflow Description: 

• 1. Define Scope of Work 2. Categorize the 

Scope 3. Assign Technical Experts 4. 

Develop Technical Specifications 5. 

Compile Specifications and Requirements 

6. Add Additional Requirements 7. 

Fulfillment. 

• Identify Issues, Report to Quality 

Engineers, Determine Tool Solutions, 

Draft and Optimize Tool Design, Finalize 

Design. 

• 1.Marketing defines Critical to Quality 

(CTQ) parameters.2. Outline system 

design based on CTQs. 3. Define specific 

requirements based on chosen 

components 4. Collaborate with finance 

to determine overall costs. 

• Requirements Collection, Technology 

Selection, Validation, Project Execution, 

Final Review. 

       • Reference to state code or international code   

guides requirements. Influences design and 

equipment specifications. Important for 

compliance and standardization in the process. 

Workflow Description: Could you describe the 

typical workflow for collecting and documenting 

design requirements in your organization. 

 



Tools/ Software: 

• No Specific Software 

• Standard/norms/template 

• Only a website to track 

• No requirement software 

 

Tools/ Software: 

What approaches or software do you use to 

identify and prioritize design requirements. 

Challenges: 

• Covering all the requirements 

• Overwhelming amount of information 

• Different types of configurations 

• Safety 

• Getting wrong requirement 

• Not detailed enough requirement 

• Requirement changed over time 

• Initial scoping 

• Defining requirements early 

• Collaboration to make sure requirements 

are clear and correct 

Challenges: what challenges do engineers often 

face during requirement generating. 

AI Solutions: 

• Ensure the database includes all system 

standards, and an AI system consistently 

references it. 

• Identifying Root Causes 

• Evaluating Tool Effectiveness 

• Standardizing the language used in 

requirement generation with the help AI. 

• Identify key elements. 

• Scan and filtering out the guidelines. 

AI Solutions: How do you think AI can help 

address the challenges related to requirements 

management. 

 

 

The Potential of AI in doing human task: 

 

• It will not replace by human soon. 
• Can not replaced regarding safety matters, 

safety should check with humans. 

• It cannot be replaced the creativity of 

humans. 
• AI can generate a Python script to make a 

CAD model. 

• Still a long way from having AI replace 

what we do. 

The Potential of AI in doing human task: 

 

What's your view on AI integration in engineering 

design and its potential to replicate tasks currently 

done by engineers. 
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Comparing AI-Generated with originals requirements: 

AI-generated The originals requirements 

1. The PLC-controlled stations must have 

the ability to operate independently and in 

sync with each other. 

76. individual module or system 

operations can be controlled if the 

data transfer, collection, and 

management is compute-based 

and does not slow down the speed 

of the system. 

2. The C-MORE brand HMIs must have 

an intuitive interface for easy control and 

monitoring of the assembly line. 

47. all system parameters (times, 

limits, rates) will be editable 

through the user interface 

(password protected). 

3. The shared HMIs between stations must 

allow operators to communicate and 

coordinate effectively. 

45.all actuators (servos, 

pneumatic cylinders) must be 

operable through the user 

interface. 



4. The sliding troughs with guide rails 

must be designed to minimize friction and 

ensure precise and smooth product 

transfer. 

1. the standard concept for 

transfer systems is in-line without 

transfer lifts (counterclockwise) 

each station shall run independent 

from the others single part is 

processed operation is from one 

side and material flow by roller 

conveyors flow (asynchronous) a 

station is a line location where a 

racks from the other side direct to 

the operation zone details and 

other concepts (e.g. control 

elements) will be discussed 

during the quote and design 

phase. 

5. The Cogent Data man 2D barcode 

scanners must be able to accurately read 

and interpret barcodes at each position. 

185. if pallet with tags and no part 

barcode are used for tracking, the 

conveyor belt must be guarded by 

a transparent cover to prevent 

unauthorized access. 

6. The pass/fail lights must be visible from 

all stations and provide instant feedback 

on product quality. 

43. all error messages must be 

displayed on the user interface 

fault information must be as 

detailed as possible error 

messages shall not block the user 

interface. all functions of the user 

interface shall remain accessible 

and operable even with an error 

message present a bad operation 

must be signalized by a red light, 

a good operation by a green light. 



7. The common station table design must 

include clear labeling and organization for 

efficient part storage. 

36.all wires must be labeled per 

electrical print at all termination 

points, including terminal blocks, 

connector plugs. 

8. The guarding system must be designed 

to meet safety regulations and prevent 

accidents. 

32. guarding shall protect 

equipment from damage that may 

occur during routine floor 

sweeping and mopping practices. 

9. The fluorescent lighting must be 

adequately bright and evenly distributed 

throughout the assembly line area. 

97. all data is stored in a database 

on a computer-basis data shall be 

imported automatically into 

spreadsheet format file from the 

database system and have the 

capability to pulled easily from 

the data based onto a backup  

system or tape backup system for 

supplied database of the system 

provider pulling data shall not 

impact the availability 

performance of the  operations or 

stations status indicator at every 

station must be mounted for good 

visibility (top down: red-yellow- 

green). 



10. The shared mounting approach must be 

adjustable and allow for easy installation 

and removal of equipment. 

11. replacement and or 

maintenance of all perishable 

tooling shall be designed to 

permit ease of removal and 

installation utilizing minimum 

tools and technical skills. 

11. The PLC-controlled stations must have 

built-in error detection and recovery 

mechanisms. 

65. the user interface will need to 

have a password-protected 

manual function that will allow 

the control system time to be 

changed this will help to correct 

for minor time adjustments, such 

as daylight savings time changes. 

12. The C-MORE brand HMIs must have 

customizable display options for different 

operator preferences. 

214. work instruction holders 

must be installed on each station 

unless operator work instructions 

are incorporated into user 

interface. 



13. The sliding troughs with guide rails 

must be able to handle products of varying 

sizes and weights. 

154.A quick dump gate should be 

constructed into any bowl that is 

designed to run more than one 

style or size of part. 

14. The Cogent Data man 2D barcode 

scanners must have a high scanning speed 

to minimize production bottlenecks. 

122. equipment controls shall 

have a high-speed modem for 

offsite accessed by system 

integrator to support 

troubleshooting and upgrades 

system integrator to coordinate 

equipment and protocol with Pier 

burg information technology 

officer. 

15. The pass/fail lights must have a clear 

and distinct visual indication for easy 

identification 

85. there must be a manual 

function to test all station lights 

(stack lights, good bad lights, 

etc.) at one time to detect for 

defective bulbs. 

16. The common station table design must 

include anti-slip surfaces to prevent 

accidents and product damage. 

152. freestanding bowl support 

tables should have heavy-duty 

adjustable mounting feet for final 

alignment at set up. 



17. The guarding system must allow easy 

access for maintenance and 

troubleshooting purposes. 

32. guarding shall protect 

equipment from damage that may 

occur during routine floor 

sweeping and mopping practices. 

18. The fluorescent lighting must have a 

long lifespan and be energy efficient. 

188. all workstations will be 

equipped with adequate lighting 

for operators a minimum of 2 

lights (task lighting) is requested 

per workstation unless limited by 

workstation design requirements 

should be considered depending 

on the type of activity performed 

at stations. 

19. The shared mounting approach must 

have robust locking mechanisms to ensure 

stability during operation. 

174. no process shall require 

operator vigilance to ensure 

stability and capability. 



20. The PLC-controlled stations must have 

the ability to record and analyze data for 

process improvement 

76. individual module and or 

system operations can be system 

controlled if the data transfer, 

collection, and management is 

computer based and does not slow 

down the speed of the system. 

21. The C-MORE brand HMIs must have 

multi-language support for diverse 

operator backgrounds. 

 

22. The sliding troughs with guide rails 

must be designed to minimize noise and 

vibration during product transfer 

 

23. The Cogent Data man 2D barcode 

scanners must be able to withstand dust, 

dirt, and vibration without compromising 

performance 

158.vents and dirt discharge ports 

are required to eliminate dirt and 

foreign particles from reaching 

escapement. 

24. The pass/fail lights must have a user-

friendly interface for easy configuration 

and calibration 

24. supplier will design 

equipment to eliminate 

calibrations and adjustments. 

25. The common station table design must 

have designated areas for different part 

types to prevent cross-contamination. 

152. freestanding bowl support 

tables should have heavy-duty 

adjustable mounting feet for final 

alignment at set up. 



26. The guarding system must include 

emergency stop buttons within easy reach 

of operators 

8. equipment shall recover from 

fault situations and emergency 

stop situations automatically 

when a reset sequence is 

requested from the user interface 

total time from request to ready 

shall not exceed some seconds. 

27. The fluorescent lighting must have 

uniform color temperature to prevent 

visual fatigue. 

21. equipment shall detect tooling 

type features equipment shall 

alarm if tooling is installed 

incorrectly or if the wrong tooling 

is installed the tooling should 

have visual indicators to facilitate 

change over. 

28. The shared mounting approach must 

allow for easy adjustment of equipment 

height and angle. 

152. freestanding bowl support 

tables should have heavy-duty 

adjustable mounting feet for final 

alignment at set up. 



29. The PLC-controlled stations must have 

real-time monitoring and reporting 

capabilities for efficient maintenance 

scheduling. 

65. the user interface will need to 

have a password-protected 

manual function that will allow 

the control system time to be 

changed this will help to correct 

for minor time adjustments, such 

as daylight savings time changes. 

30. The C-MORE brand HMIs must have 

a secure user authentication system to 

prevent unauthorized access. 

185. if pallet with tags and no part 

barcode are used for tracking, the 

conveyor belt must be guarded by 

a transparent cover to prevent 

unauthorized access. 
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