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Abstract

Modern microscopy makes many modalities available to the biological in-
vestigator, but selecting the appropriate technique is important. Modalities
range from light microscopies that can be used to observe translucent samples
at resolution of approximately 500nm, to multi-photon techniques that enable
imaging inside thicker tissue samples at resolutions down to 250nm. Phase
and differential phase contrast microscopies are label-free techniques that en-
able imaging of individual and bulk cells such as MSCs, and how, as they dif-
ferentiate, deposited mineral can be quantified and analyzed computationally.
We present a robust, user friendly phase imaging system that can be operated
by any lab user to investigate translucent samples without the need to under-
stand how the imaging technique works. Multi-photon microscopy enables
high resolution imaging within thick tissues using fluorescence or other physi-
cal phenomena such as second harmonic generation (SHG). These non-linear
modalities are particularly susceptible to optical aberrations present within bio-
logical samples. We recover high resolution imaging by means of a high spatial
frequency digital micromirror (DMD), and binary wavefront modulation. A
genetic algorithm optimizes the pattern by evaluating the intensity of the intrin-
sic SHG point spread function in the living bone. We present a near eight-fold
intensity and 62.5% spatial frequency improvement in vivo while recording
mitochondrial dynamics within a bone cavity approximately 120µm below the
surface of the skull. Further improvements to high-order aberrations are inves-
tigated by decreasing the correction time, analyzing the impact of sparsity of
DMD elements and by combining low- and high-order aberration correction
to further improve depth of penetration in living bone tissue. NIR illumina-
tion of biological tissue enables deeper penetration and further reduction of the



focal volume and by combining this 3-photon emission with image scanning
microscopy (ISM) to image beyond the diffraction limit, we envision high res-
olution imaging within living skull to elucidate the underlying mitochondrial
dynamics critical in elucidating osteogenic factors.

Index words: [biomedical engineering, biomedical imaging,
microscopy, multi-photon, phase imaging, SHG,
adaptive optics, super-resolution]
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Chapter 1

Introduction

1.1 Elements of Modern Microscopy
Our understanding of the world around us begins with what we can see. From
the initial development of tools, that required observation of problems and
precise knowledge of materials appropriate for creation of the necessary tools
to solve them, to the prediction of celestial events, we had to see in order to
measure and predict. For most of our history, the naked eye was the primary
tool for observation of the heavens and biological specimens, but scientists of
the late 16th century developed the first glass lenses and quickly expanded to
the development of telescopes and microscopes, basic cylinders with few lenses,
manipulating light so that very small objects could more easily be seen. It wasn’t
until the late 17th century that Anton van Leeuwenhoek observed bacteria, ush-
ering in a new era of investigation into the microscopic elements in the natural
world. This revelation saw microscopy become more popular among scientists,
and as discoveries compounded, the microscope as a tool became indispensable.
As these microscopes became commonplace in laboratory settings, the desire to
observe more detail lead to significant developments in microscopy technolo-
gies, and we now have many modalities that allow for investigation and precise
measurement of various microscopic samples. Reduced to its fundamental com-
ponents, any modern imaging system still bears a great resemblance to the first
microscopes, most notably the objective lens which collects light for collection
and viewing.

With the availability of so many options, considerations must be made to se-
lect the appropriate modalities for specific problems. The nature of the sample
under investigation serves as the primary criterion for the selection, most impor-
tantly whether the light illuminating the sample will be transmitted through

1



1 The physical definition
of λ is 1

frequency , or the
wavelength. In this case the
wavelength of light.

2 Others include the magnifi-
cation, immersion medium,
and back aperture diameter.

3 This medium can be air,
water, oil, or others.

the sample and collected, or if light emitted by the sample in the epi-direction
will be collected.

The simplest transmitted light microscopy technique is called brightfield
microscopy, which most people would be familiar with, as this technique is
widely used in high schools and laboratories around the world as the first port of
call in microscopy. Brightfield is useful for imaging thicker tissues stained with
dyes such as haematoxylin and eosin (H&E), those used by pathologists. When
an investigation requires imaging samples that are unstained, other transmission
techniques are available, such as differential interference contrast (DIC), or
differential phase contrast (DPC) both of which produce images with high
contrast of sub-cellular organelles that are of interest to investigators.

Required spatial accuracy can be considered the second criterion for mi-
croscopy modality selection. How small are the features within the sample that
are the subject of measurement? The metric by which the capability of a mi-
croscope to measure spatial information is measured is called resolution. The
resolution (or resolving capability) of a microscope refers to the minimum sepa-
ration of two features that can be identified as two separate structures. Any light
passing through an aperture is affected by diffraction (Figure 1.1a), and when
two light sources are close to each other, their respective diffraction patterns
overlap (Figure 1.1b). When the diffraction patterns overlap excessively (Figure
1.1c), the point sources cannot be resolved. By increasing the resolution of an
imaging system, shorter distances between objects can be resolved.

There is a physical limitation to how small this resolution can become, de-
fined by Ernst Abbe as approximately λ

2NA
, where NA is the numerical aper-

ture of the imaging setup. 1 Whether light is collected after being transmitted
through the sample, or emitted by the sample, it is important to note that not
all of the light is collected. Objective lenses have a number of characteristics that
are important to understand when setting up an imaging system. Most critically
among them 2, the range of angles that an objective lens will collect photons
from is described by the numerical aperture (NA), where NA = n · sin(α), α
is half the full aperture angle, and n is the numerical aperture of the medium
surrounding the objective lens (or immersion medium). 3.

For example, if we implement an imaging system with green excitation light
of 500nm, as per Abbe’s findings, the diffraction limit is approximately 250nm
in a system with an NA of 1. For the purposes of most biological investigation,
this is sufficiently small, as most cells range in size from 1µm to 100µm. It
is too large to distinguish molecules and proteins, which range in size from
1nm to 100nm. To improve the resolution, as per the diffraction limit formula,
reducing the wavelength will result in increased resolution, but delving into the

2



Figure 1.1: (a) The diffraction pattern of monochromatic light
that has passed through a circular aperture. (b) This pattern is
the result of two point sources similar to (a), that overlap due
to diffraction, these can be resolved. (c) If two point sources are
nearer to each other, they become indistinguishable.

ultra-violet (UV) range of excitation light becomes expensive, does not provide
sufficient contrast and will damage the biological sample.

The resolution at which we can resolve separate objects within a field of
view depends on the technology, each of which has limiting factors (Table 1.1)
[1].

For instance, while scanning electron microscopy (SEM) offers the highest
spatial resolution, it is necessary to prepare the sample by fixation, stabilization,
drying and coating. As such, SEM is not appropriate for living samples, but
can provide excellent measurements of very small, excised samples. Further,
the information collected by SEM is purely spatial. For the purpose of imag-
ing living tissue, many options are available to the investigator. For example,
widefield single photon microscopy offers a robust, fast, and user-friendly tech-
nique that provides more specific results regarding cells, sub-cellular organelles
and proteins. The natural extension of widefield single photon microscopy is
confocal laser scanning microscopy (CLSM), which significantly improves the
resolution of conventional single photon microscopy by scanning the sample
point by point, and the addition of a pin-hole to reject out of focus light [2, 3].

3



Table 1.1: Microscopy techniques and approximate resolution

Technology Wavelengths Approximate Resolution

Video Microscopy 450-550nm 20µm
Micro Radiography 0.01-10nm 5µm

Micro-Computed Tomography 0.01-10nm 1µm
Light Microscopy 400-650nm 300nm

Confocal Laser Scanning Microscopy 400-650nm 200nm
Nano-Computed Tomography 0.01-10nm 50nm

Atomic Force Microscopy - 50nm
Scanning Electron Microscopy 3.7pm (@100keV) 10nm

Transmission Electron Microscopy 2.5pm (@200keV) 1nm

4 SHG dyes can also be
applied to samples [7].

Each of the techniques listed in table 1.1 have a dedicated field of research
upon which they are based, but for the purposes of this work, the primary
methods of interest are phase and confocal laser scanning microscopies. These
two methods answer the first criterion (nature of the sample) differently and
can be applied to both fixed and living biological samples. While an investigator
would always seek to maximize the spatial resolution and select according to the
second criterion, the resolution available in light and confocal microscopies is
sufficient to measure the relevant features of biological samples.

Chemical specificity can be regarded as the third criterion, and in this re-
spect, these selected techniques provide the ability to examine numerous cell
types, organelles, and proteins. To this purpose, fluorescence microscopy lever-
ages the development of fluorescent markers that have become a staple of bi-
ological investigations such tissue regeneration [4, 5] and drug discovery [6].
While these markers enable important discoveries, florescent markers or the ap-
plication of markers may cause deviation from the normal function. As such,
label free techniques which provide insight into the more representative state
of samples have a wide range of use, while they carry limitations. Phase imaging
is a label free technique but requires a semi-transparent sample and is limited
in spatial resolution.

Other physical phenomena such as second and third harmonic generation
imaging (SHG, THG) have become more accessible as longer wavelength light
sources have become more affordable and reliable. SHG is particularly strict
in requiring non-centrosymmetric samples4, which makes the modality highly
sensitive to filamentous proteins in biological samples, such as collagen type I
[8]. This requirement limits SHG imaging to aa limited group of samples, but
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5 Secondary considerations
such as complexity of the
technique of the cost of the
technique add more to the
decision-making process.

6 Frits Zernike was awarded
the Nobel prize in physics
in 1953 for the invention of
PCM.

provides high specificity and high contrast [9]. THG is very useful in identify-
ing the boundaries between regions of mismatched refractive index and can be
used to identify cell boundaries [10], dendritic spines in neural imaging [11], and
even to measure the speed of blood flow in living animals [12, 13]. While these
modalities add another tool to our toolbox, there are practical difficulties that
make them less common in literature. The excitation wavelengths necessary for
emission in widely used spectra of collection is longer than what is available as
continuous wave (CW) sources, requiring ultra-fast long wavelength sources.
Once this change is implemented, power, transmissivity, and reflectance consid-
erations are needed to integrate such sources into existing microscopes.

These selection criteria that have been presented are often at odds and select-
ing according to one criterion may mean that another cannot be met5, so that
balancing these factors to obtain the relevant information while avoiding photo-
bleaching and phototoxic effects is the primary goal of an effective microscopist
[14].

1.2 Phase Microscopy
The refractive index (n) of a medium is the ratio of the speed of light through
a vacuum to the speed of light through that medium (n = c

v
). The refractive

index of a biological sample is spatially heterogeneous, and this causes the light
transmitted through the sample to be impacted differently, so that the phase
of the electromagnetic wave is changed according to the optical path length
(OPL). Photographic equipment and the human eye are insensitive to these
phase changes, but the information conveyed by these phase changes can be
important. When the phase changes are converted to amplitude changes, phase
contrast microscopy (PCM)6 can be used to examine living cells without the
requirement of fixation of staining, which is of great significance to biologists.

As the light passes through the sample of thickness (t), the velocity of the
light is altered according to the refractive index (n) and the OPL is given as:
OPL = n × t. The wavefront that emerges from the sample is then defined
as the phase shift from the unperturbed wave: δ = 2π∆

λ
where the optical path

difference ∆ is given by: ∆ = (n2 − n1) × t. Here we can see that in cases
where the refractive index of the sample differs from the surrounding medium,
the wavefront is either advanced or retarded according to the thickness of the
sample as well as the difference in refractive index.

In an example of these differences, a monolayer of cells in culture would be
between 5 and 7µm thick with a refractive index circa 1.36, while the refrac-
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tive index of PBS (Phosphate-buffered saline) is 1.335. The resulting OPL of
125nm is in the order of one quarter of a wavelength of green light (500nm).

Superposition is the principle by which two waves interact with each other
and form a new wave according to their amplitude. The result of two waves
interacting could be constructive (amplitude of the resulting wave is increased)
or destructive (amplitude of the resulting wave is decreased). When considering
the superposition, it becomes clear that the maximum (minimum) phase devia-
tion is λ

2
(-λ

2
). Creating a contrast mechanism using these phase differences is

accomplished by means of an annular aperture (phase ring or condenser annu-
lus) and a conjugate phase plate which is placed carefully at the objective back
focal plane (BFP). The phase of light that does not interact with the sample is
advanced by λ

4
at the annular aperture whereas the light waves interacting with

the sample are retarded by λ
4

. This sum of interference is λ
2

which allows for
destructive interference and the illumination can be dimmed to increase the
contrast. By varying the phase shift of the phase plate, the phase contrast can
be set to either positive or negative (example images in Figure 1.2).

Figure 1.2: (a) An example of positive phase contrast image
where the cell body has lower intensity than the background.
(b) The negative contrast image shows all cells with intensity
higher than the background. Cells marked with red arrows are
mitotic [15].

Due to the label free and non-destructive nature of PCM it can be used to
image living cells over long periods of time (> 24 hours) and enables biologists
to observe the proliferation of cells and allows for quantification of subcellular
features. Unwrapping of the phase is however not possible as the intensity vari-
ations are confounded with numerous variations. While this results in useful
images, the quantitative information (specifically the optical thickness) is lost.
As digital image sensors have become ubiquitous within imaging, new methods
in which the phase information can be recorded were developed, called quanti-
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7 Transmitted light passes
through the sample and is
captured on the opposite
side of the sample. In the
epi-detected configuration,
light excites the sample and
newly generated, scattered
or reflected light is captured
on the same side of the
sample as the illumination.

8 This is not a common
application of DAPI, but it
is mentioned as an example.

tative phase imaging (QPI) in which phase information is recorded separately
from the brightfield image and can be used in image processing. QPI techniques
include methods such as ptychography, digital holographic microscopy, and
differential phase contrast (DPC). Generally, an image processing algorithm is
applied to the collection of captured images in which interference patterns are
recorded and the output is an intensity and phase image.

Within the brightfield illumination construct used for phase imaging, limi-
tations remain. The nature of the sample must be considered. For physiologi-
cally relevant studies into the living tissue to which phase imaging is unsuited,
alternative modalities must be reviewed. Penetration through opaque tissue
with epi-detected7 imaging capability is a requirement for in vivo imaging, re-
quiring modalities that can provide optical sectioning and specificity.

1.3 Fluorescence Microscopy
The term fluorescence was first used by George Stokes to describe the emission
of light by a sample that has absorbed light [16]. Vibrational energy is then lost
as the molecule returns from the excited state (S1) to the relaxed, or ground state
(S0), most often described using Jablonski diagrams (Figure 1.3b). This loss
of energy results in an emitted photon, shifted to a slightly longer wavelength
(loss of energy), a phenomenon known as Stokes shift [17, 18]. For example,
the nuclear stain DAPI (4’,6-diamidino-2-phenylindole) is excited by a broad
spectrum of light peaking at 360nm, but the peak of emitted light is 460nm
(Figure 1.3c). As the Stokes shift increases, discernment of the emission from
the excitation becomes easier, as a wider range of optical filters can be used to
pick off appropriate wavelengths of light.

This single photon fluorescence provides investigators with ample methods
to mark specific characteristics of cells and tissues, depending on the nature of
the dyes and how they interact with cells. DAPI, which can pass through an
intact cell membrane, can be used to stain both live and fixed cells, but less effi-
ciently in live cells, and can thus be used to indicate membrane viability 8. With
so many markers available, fluorescence microscopy has become ubiquitous in
biological studies, and commercial systems are readily available and affordable.

Where phase imaging requires transmission of the source light through the
sample, fluorescence is not generally used in this configuration. In brightfield
illumination it is difficult to separate the excitation and emission light and as
such, fluorescence diascopy (transmitted light fluorescence) is not commonly
used. Ensuring that the excitation light is not directly transmitted into the col-
lection path of the microscope optimizes the contrast provided by fluorescence.
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Figure 1.3: (a) The elementary components required for wide-
field fluorescence microscopy, with an excitation source and re-
sulting fluorescence at a red-shifted wavelength. (b) An illustra-
tion of the underlying mechanisms of fluorescence by means
of a Jablonski diagram. (c) An example of the Stokes shift in
DAPI (from Thermo Fisher’s Fluorescence SpectraViewer).

By carefully designing spectral overlap with specific dichroic mirrors and filters,
the excitation light can be separated from the emission path and when it is ab-
sorbed by the sample, the light emitted by the fluorescent molecules is emitted
spherically. This means that instead of collecting the emitted light transversally
from the illumination, using a well selected dichroic mirror, this emitted light
can be collected by the same objective lens that transmitted the excitation light.
This is known as epi-direction detected imaging.

Specifically, widefield fluorescence microscopy is the illumination of the
sample by a narrow, unfocused band light source, and the ensuing detection
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9 This diagram illustrates
the principle of confocal
microscopy where out
of focus light is rejected.

10 Rough Jablonski diagram
for one-, two- and three-
photon excitation processes.

11 Generally, the wavelength
range from 750-1000nm
is considered NIR, while
1001-2500nm is SWIR.

of the light emitted by the sample. As a result of this wide excitation, the en-
tire sample is illuminated simultaneously and contribution from in- and out-of
focus light combines to generate the final image. This results in a low signal-
to-noise ratio (SNR) as the out of focus light contributes much of the emitted
light. To overcome this limitation, pioneers in fluorescence microscopy imple-
mented pinholes in the emission path to reject out of focus light, in a technique
known as confocal microscopy. 9 By placing a pinhole in the excitation path,
a further improvement can be realized by exciting a small focal volume within
the sample and further reduce emitted light that does not contribute to useful
image information.

Further improvements of fluorescent techniques became accessible as mod-
ern excitation sources were developed, which were reliable and affordable. These
laser sources could generate high power with narrow spectra at high repetition
rates. Longer excitation wavelengths enable multi-photon microscopy which is
a range of nonlinear modalities whereby a fluorophore absorbs multiple pho-
tons and emits only one. This nonlinearity occurs when two (two-photon exci-
tation; 2PE) or three (three-photon excitation; 3PE)10 photons arrive at the flu-
orophore simultaneously [19], but in order for the absorption of these photons
to elicit an emission photon, the sum of the energy of the excitation photons
must coincide with the energy gap of the fluorophore. The high photon fluxes
in the range of 1020 to 1030/cm2 required for this to occur without damaging
the sample, are only feasible at the focus of an excitation source such as pulsed
laser beams. These techniques provide optical sectioning, and significantly re-
duce photo-damage as the focal volume is so small as to only excite a very small
region [20]. An ideal candidate for this high photon flux excitation comes in
the form of near-infrared (NIR) or short-wave infrared (SWIR)11. Titanium
Sapphire (Ti:Sapph) sources are capable of generating these wavelengths with
beneficial characteristics, such as extremely short pulse duration (in the fem-
tosecond range), low average power (with high peak power) excitation which
maximizes the fluorescence of the desired observation volume but even further
reduces photo-damage.

To create point scanned images of a wider field of view, the focal volume is
scanned by means of high speed resonant and galvanometer scanners guiding
the excitation to various points on the sample, with the emitted light collected
by single point detectors such as photon multiplier tubes (PMTs). With full
control of the scan position relative to the detected emission light intensity,
an image can be constructed. In cases of bright emission, these images can
be generated close to video rates, but in some cases, more integration time is
required to collect enough photons, and imaging time increases.
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Table 1.2: Types of scattering according to wavelength

Rayleigh Scattering Mie Scattering Optical Scattering

Particle(<50nm)< 1
10
λ 1

10
λ<Particle(50− 500nm)<λ Particle(>1µm)>λ

12 Remember that the emit-
ted light is also subject to
the scattering tissue in the
emission path.

Additionally, the long wavelengths used in multi-photon microscopy carry
the benefit of deeper penetration into tissue. However, where the incident par-
ticles are much smaller than the excitation wavelength, scattering of the light
becomes impactful on the quality of the generated images, regardless of long
wavelengths. Table 1.2 describes the various scattering effects and the size of the
particles relative to the excitation and emission wavelengths.12 When observing
small particles, light of short wavelength is more scattered, and when particles
are larger, longer wavelengths are more scattered. The intensity of Rayleigh scat-
tered light varies according to the fourth power of the wavelength of the incident
light so that I ∝ 1

(λ)4
, so that even longer wavelength excitation is subject to

scattering [21]. This intensity loss varies according to table 1.2, describing inten-
sity losses according to the wavelength and particle size in question. Many of the
biological features of interest are much smaller than the excitation wavelength
of 2PE, and as such are subject to Mie scattering, but the longer wavelengths are
less scattered, increasing the depth of penetration. Because of these advantages,
2PE fluorescence microscopy is widespread in imaging of thin, thick and living
tissue samples [22–24] in research.

Scattering of the short wavelengths used in confocal imaging is high (Fig-
ure 1.4), whereas longer wavelengths reduce this impact [25]. Increasing the
wavelength reduces the impact of scattering as photons of longer wavelength
penetrate deeper into the tissue, up to the wavelength of approximately1300nm
where an ideal ”biological window” exists. Further increases in the wavelength
result in an increase in absorption of light by water, but a second window exists
between approximately 1500nm and 1700nm, after which the water absorp-
tion becomes untenable and increasing the wavelength is ineffective. Progress
in laser technology, especially fiber lasers, has made longer wavelength sources
more reliable and affordable, and as such investigation leveraging these biologi-
cal windows at 1300nm and 1550nm has become more widespread.

Autofluorescence, which is the natural emission of light within samples, can
be useful in the case of biological samples such as mitochondria and lysosomes
[26]. When autofluorescence imaging is the goal, illumination and emission

10



Figure 1.4: The theoretical effective attenuation lengths of Mie
scattering and water absorption. The green box indicates the
excitation capabilities of many commercially available multipho-
ton imaging systems.

schemes must be well designed to not overlap emission in cases where the la-
bel free autofluorescence is to be used in conjunction with stained fluorescent
molecules. For example, in the case of metabolic coenzymes reduced nicoti-
namide adenine dinucleotide (NAD(P)H) and oxidized flavin adenine dinu-
cleotide (FAD), the optical redox ratio of autofluorescence from NAD and
FAD can be used to measure mitochondrial dynamics and creates many oppor-
tunities to investigate the study of these dynamics in metabolic-related diseases
and cancer [27].

1.4 Second Harmonic Generation Microscopy
While the benefits of multiphoton microscopy provide justification for its use,
one drawback is particularly noteworthy. Generally, fluorescence microscopy
requires labeling of specific proteins so that excitation by narrow bands of light
will result in the emission of light in spectral bands that can be arranged so
that multiple fluorescent labels can be used simultaneously. These labels alter
the target, and the behavior of the resulting cells or tissues may not be truly
representative of regular system function. As discussed in section 1.3, autoflu-
orescence allows label free investigation of some cells and tissues and section
1.2 introduced phase contrast microscopy which is a label free technique with
significant limitation in term of chemical specificity.
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13 Where the band gap in
the low energy photons is
released as vibration or heat.

14 Other biological struc-
tures include microtubules
and myosin [29, 30].

15 Mie and Rayleigh
scattering show how
the particle size impacts
the scattering direction.

Second Harmonic Generation (SHG) imaging is based on a nonlinear op-
tical effect and has long been used as a microscopy technique by providing a
contrast mechanism for the visualization of structure within biological samples.
SHG light is produced when two photons of the same energy (wavelength) in-
teract simultaneously with an appropriate molecule and a photon exactly one
half of the excitation wavelength (twice the frequency) is emitted. This energy
conservation contrasts with the losses incurred by multi-photon effects during
the relaxation phase of the process where photons are emitted13, and as such
SHG does not cause photobleaching [9]. SHG requires the target material to
be noncentrosymmetric, and fortunately some biological tissues are assembled
into large noncentrosymmetric structures, particularly collagen types I and II
[8, 28]. 14

Briefly, the phenomenon can be described by considering the nonlinear
polarization of a material as:

P (t) = χ(1) · E1(t) + χ(2) · E2(t) + χ(3) · E3(t) + . . . (1.1)

Here, P represents the induced polarization,χ(n) the nth order susceptibility
and E the electric field [31]. The previously discussed single photon absorption
process is described by the first term, while the second term describes SHG.
Both two- and three-photon fluorescence are described by the third term, which
also describes another nonlinear process known as Third Harmonic Generation
(THG).

Here we can also see why SHG has the noncentrosymmetric requirement.
Within the electric dipole approximation, the induced polarization in a cen-
trosymmetric sample from one direction would be equal and opposite to the
other, and so they cancel each other. The SHG process is also described by
means of the Jablonski diagram (Figure 1.5).

SHG is a coherent process, the result of high photon density that induces
a nonlinear polarization and generates a coherent wave at exactly half the ex-
citation wavelength. This coherence leads to a phase matching requirement,
where some form of phase matching must occur between nonlinear scattering
elements within the focal volume for there to be enough signal to detect. A com-
parison can be made to the linear processes of Mie scattering and Rayleigh scat-
tering.15 Smaller particles relative to the wavelength scatter equally in the forward
and backward directions, but larger particles generate mostly forward scattering
[32–34]. So where fluorescence microscopy is well suited to epi-directional mi-
croscopy as the emitted photons are generated equally in all directions, in SHG
microscopy the thickness of the sample relative to the excitation has bearing on
whether forward (F) or backward (B) will dominate. Measurement of this ratio
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Figure 1.5: The Jablonski diagram of the Second Harmonic Gen-
eration phenomenon.

requires that the forward generated SHG is measured through the sample. The
orientation of the specimen also plays a large role in the F/B ratio and it has
been shown that mature collagen fibrils show a high F/B ratio when compared
to immature fibrils [32]. This F/B ratio has been used as a secondary quantifica-
tion metric for the classification of cancerous cells [35], and healing in tendons
[36]. An example of the difference in backward SHG (Figure 1.6a) where only
collagen is visible, and the forward SHG (Figure 1.6b) where the sarcomeres in
the muscle fibers are visible [37].

Figure 1.6: (a) Backward SHG and (b) Forward SHG images of a
4µm slice of where collagen matrix and muscle are clearly visible.
Scale bar is 10µm. Arrow is the polarization of the excitation.
From the manuscript [37]

For the purposes of in vivo studies using SHG imaging, the F/B ratio be-
comes less problematic as the epi-detected signal is the only signal used to com-
pose the image. In this configuration with "very" thick samples, forward gen-
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16 In the original work, Har-
alick identified 14 textural
features, but these four
mentioned are independent.

erated SHG is back-scattered by underlying tissue layers and both back-and
forward generated SHG signal is collected. The effects of scattering are clear in
the final images, but they remain useful for studying the SHG contrast that is
generated in samples such as collagen within bone tissue. Other useful SHG
characteristics result in numerous quantification methods that can be leveraged.

With the goal of identifying diseased tissue based solely on SHG images,
quantification of SHG images includes some simple, first order statistics which
examine the histogram, such as mean, standard deviation, kurtosis, skewness
[38, 39]. While these have been used successfully, there are more complex, sec-
ond and higher order quantification methods that we hope could help to iden-
tify diseases even earlier. Second order statistical evaluation of images are de-
rived from newly generated matrices, such as those resulting from gray level
co-occurrence matrices (GLCM), which lead to numerous metrics 16 such as
angular second moment (ASM), contrast (also inertia), entropy, and correla-
tion [40]. While some investigators have found that a combination of these
features results in the best means of discerning tissues [41], others have had suc-
cess with only energy or contrast [42]. Combinations of these first and higher
order quantification metrics seem to have resulted in the optimal results, where
classification of infarcted rat hearts was improved (Table 1.3) [38].

Table 1.3: Classification of infarcted rat hearts using first and second order statis-
tics

Classifier Accuracy

GLCM 72%
First order statistics 86%

FOS + GLCM 95%

1.4.1 Third Harmonic Generation
Where the description of SHG references the second term of the nonlinear po-
larization equation (Equation 1.1), the third term described another nonlinear
process called Third Harmonic Generation (THG). THG though, has a dif-
ferent requirement to generate contrast to the SHG requirement. All materials
have a χ3 susceptibility, but the Guoy phase will cancel out in most tight focus-
ing conditions. In order for signal to be nonvanishing, there must be a change
within the third order susceptibility or a change in the refractive index [43].
Interfaces like this are abundant in biological tissues, and as such THG, can
be used to identify the boundaries between tissues and even between subcel-
lular organelles, which is especially useful in transparent samples that provide
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17 PSF size = 0.61 λ
NA

little intrinsic contrast. As can be seen from equation 1.1 and Figure 1.7, three
photons interact simultaneously at the interface and a photon of one third the
wavelength (3× energy) is emitted [44].

Figure 1.7: The Jablonski diagram of the Third Harmonic Gen-
eration phenomenon.

Higher photon density is implicit in the third order nonlinearity, but with
the availability of modern light sources, the average power is well within reach
of most researchers interested in using the modality for imaging. However, the
parameters of the excitation source that impact the signal are pulse duration,
energy and repetition rate, which show a large deviation from what we expect
in two-photon fluorescence where the fluorescence signal scales linearly with
pulse duration, THG scales quadratically [45]. Modern objective lenses are
of high quality, NA and broadband, but with numerous layers of glass, they
contribute significantly to pulse broadening. In their comparison of high NA
objective lenses Guild et.al found that at lower wavelengths (relative to THG re-
quirements; 700nm), NeoFluar 1.3NA 40× contributed approximately 2500fs2

of group dispersion delay (GDD) [46] (Figure 1.8). This shows that even with a
high-quality light source, the glass components used to condition the excitation
can render the focal volume incapable of generating a suitable focal volume for
THG.

By default, the wavelengths of interest when imaging with SHG or THG,
the excitation wavelengths enter the NIR regime and gain the benefit of deeper
penetration, although they do increase the point spread function (PSF) size
and reduce the resolution17. An example image combining SHG and THG
(Figure 1.9) shows how much contrast is generated by THG at the interfaces
of the adipose tissue and by SHG in the collagen. Label free images such as
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Figure 1.8: Relative fluorescence with and without pre-chirp at
various levels of GDD. Directly from [46].

this provide investigators with more representative data regarding biological
subsystem functions and how they respond to stimuli.
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Figure 1.9: A label free image of chinchilla perirenal tissue at
a depth of 30µm, where yellow and cyan are 2-photon and
3-photon autofluorescence respectively, green is SHG, and
magenta is THG. Scale bar is 100µm. Directly from the
manuscript [47].

1.5 Super-resolution Microscopy
While using either multi-photon, SHG or THG, the excitation wavelengths
are in the high reds and can extend into NIR (750-1000nm), which according
to the calculation of the diffraction limit, will reduce the resolution of such
an imaging system. In terms of resolution, any benefits gained from the lower
scattering of photons of these longer wavelengths is reduced by the larger PSF.
To investigate the smallest fibrils (10-100nm [48]) and the narrowest canaliculi
within bone (200-900nm in humans [49], 50-400nm in mice [50]), or extra-
cellular vesicles (EVs) (30nm-10µm [51]), the wavelengths of interest in 2PE,
3PE, SHG, and THG require that we consider what techniques are available to
improve the resolution of imaging systems.

Super-resolution imaging is a group of techniques that improve the resolu-
tion of imaging systems, beyond the diffraction limit as established by the wave
theory of light [52]. To accomplish this paradox, packets of information that
are outside of the limits can be multiplexed with information within the limits.
Even averaging the signal of a regular imaging technique across multiples expo-
sure cycles, where we exchange information within the sample with some noise
can be considered increasing the resolution of an image. But generally, the clas-
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18 Remember that low
frequency information
is closer to the origin in the
Fourier space and the further
from the origin, the higher
the spatial frequency.

sical examples of super-resolution microscopy are photoactivated localization
microscopy (PALM), stochastic optical reconstruction microscopy (STORM),
and structured illumination microscopy (SIM).

SIM was first proposed and implemented in 1995 [53], but the name SIM
was first coined in 2000 by Gustafsson [54]. Famously, the technique leverages
the Moiré effect where two patterns interfere with each other and in the case
of SIM are multiplicatively superimposed causing the Moiré fringes to appear
(Figure 1.10a). Each of these fringes is coarser than the original pattern, but the
information of the high frequency patterns remains accessible, provided the
illumination pattern is known [55]. As previously discussed, the diffraction
limit is a physical limit placed on the spatial resolution of an imaging system,
but when considering the Fourier (frequency) domain, this means that all of
the frequencies captured within an image would appear inside a circle of a fixed
radius (Figure 1.10b). 18 This "base" observable region, approximately 1

d0
(d0

is the diffraction limit), defines the set of patterns that can be created in the
illumination light. SIM does not change this region physically, rather moving
the information into the region from outside with the knowledge that in the
case of sinusoidal striped pattern, the Fourier transform is a delta function with
3 points in the frequency space (Figure 1.10c). By extending this sequence and
changing the phase of the illumination patterns, the resolution can eventually
be doubled (Figure 1.10d,e) after reconstruction.

Figure 1.10: From Gustafsson’s manuscript describing SIM in
terms of Fourier optics [54]. (a) Moiré fringes generated by su-
perimposing two line patterns. (b) The "base" observable re-
gion. (c) A sinusoidally striped pattern with three Fourier com-
ponents which defines origins for two new "base" regions. (d)
By extending the origins of a sequence, it is possible to acquire
information from twice as much area in the frequency domain,
resulting in a factor of two increase in resolution (e).

In their experimental presentation of the method, Gustaffson imaged HeLa
cells and showed an enhancement larger than two (1.11a-d), down to a resolution
of approximately 115nm. This illustrates another appealing feature of SIM,
that no special treatment of the sample is necessary, and any sample prepared
for fluorescent imaging can be imaged using SIM.
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Figure 1.11: From Gustaffson’s manuscript implementing SIM
[54]. (a,c) Conventional microscopy and (b,d) SIM of HeLa
cells. Fibers in (d) are separated by less than the resolution limit.

From this brief description of SIM, it can be seen that through clever ma-
nipulation of information theory and optical phenomena, super-resolution can
lead to significant enhancement of the resolution of an imaging system. Where
SIM leverages structured illumination, a similar technique, image scanning mi-
croscopy (ISM), expands the captured information by structuring the detec-
tion.

To fully understand how the structured detection of ISM expands the cap-
tured information, a more thorough understanding of confocal microscopy is
necessary. In a confocal microscope, the two fundamental tools are the raster
scanning of a diffraction limited laser focus of a sample, and the recording by
confocal detection (through a pinhole) which rejects out of focus light. When
appropriately adjusted, the size of the confocal pinhole should be large enough
to pass all light from a point source in the focal plane, which ensures the highest
sensitivity for photons originating in the center of the focus [56]. Once again,
the diffraction limit restricts the lateral extension of the laser focus defining the
resolution of the imaging system. Theoretically, by reducing the diameter of this
pinhole to a fully closed aperture would result in a doubling of the resolution,
but practically no photons would be collected. Even reducing the diameter of
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19 A point detector such as
a PMT, in a configuration
such as one described in
section 1.3.

20 This is provided that the
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close to 100%.

the pinhole by moderate degrees causes significant losses of collected photons,
and so the concept sees very little application. Colin Sheppard proposed a solu-
tion to the confocal pinhole size problem in 1988 [57], and Gregor & Enderlein
fleshed out the description in 2019 [56].

The ISM concept simply proposes the replacement of a point detector by
an array detector, 19 which captures a small image at each scan point (giving rise
to the name Image Scanning Microscopy). The effective pixel size should be in
the range of 50 − 80nm and each pixel of the array records its own confocal
scan image, each with a slightly different perspective. After completing one
scan of the sample, there are as many scan images as there are pixels within
the detector. The spatial resolution of these images corresponds to that of a
confocal microscope with a zero-size pinhole because of the small pixel size, but
in this instance all photons are collected somewhere on the detector, so the
collection efficiency is much higher. 20

Figure 1.12: (a) The basic setup of an ISM system where light
emitted from the sample is descanned and collected on an array
detector. (b) Each pixel on the detector records a separate image
at a slightly offset angle from the central pixel. (c) Simply sum-
ming the images results in a blurred image of the sample. (d) An
optimized algorithm is required to obtain the high resolution
image of the sample using the scanned images. [56]

In ISM microscopy, the emission light is descanned (Figure 1.12a) similarly to
what we see in confocal scanning microscopy, and so the only difference between
the methods is the introduction of an array detector to replace the single point
detector in confocal microscopy. Similarly to SIM, the reconstruction of the
various images is core to exceeding the diffraction limit, and by simply summing
the individual scanned images results, each acquired at a different angle (Figure
1.12b) results in a blurred image of the sample (Figure 1.12c). Adjustment of each
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of the sub-images is required to enhance the resolution to beyond the diffraction
limit.

Initially, ISM implementation were devised using emCCDs [58], which re-
quire milliseconds of dwell times per image (sub-image for ISM), and it became
obvious that much time was being wasted in collection, as a very small region
of the camera was being use. York et al [59] presented a method using a dig-
ital micromirror device (DMD) to generate a multi-focus excitation, thereby
increasing the speed and efficiency of the ISM method.

Over the last decade, photodiodes have become more readily available and
with the advent of avalanche photo diodes (APDs), single photon counting res-
olution with high-speed digital outputs have been implemented and introduced
to the market as individual detectors, or multiplexed as SPAD (Single Photon
Avalanche Diode) arrays. This combination of high speed and high temporal
resolution has led to the use of SPAD cameras in ISM and FLIM systems [60].
Further, ISM has been shown to work in multi-photon [61, 62], SHG [63] and
reflectance light microscopy [64]. While photo-diode implementations work
well, it is noted that at low signal strength, photodiodes have a lower signal-
to-noise ratio (SNR) than PMT based detectors [65], which have been shown
within the ISM framework to increase the SNR [66].

Due to the low barrier to upgrading an existing confocal laser scanning mi-
croscope to an ISM implementation, commercial implementations are readily
available, such as the AiryScan microscope from Zeiss [67], Re-scan confocal mi-
croscope (RCM) from Confocal.nl [68], and Olympus’s SpinSR10 [69]. The
claims from these off-the-shelf systems is that the image resolution enhance-
ment can range from 1.2× to 1.4×.

1.6 Adaptive Optics
The PSF which measures the response of an optical system to an infinitely small
light source can be modeled theoretically. Image formation in a light micro-
scope is a linear process in which each imaged object is the effective summation
of infinitely small point objects. By convolving the object and the imaging
setup’s PSF, the image is formed.21 Now we know that the most basic building
block of any imaging system is the PSF, which is negatively affected by optical
aberrations, regardless of the technique or modality. Aberrations caused by
the slight imperfections or misalignment of the optical components are called
system aberrations. More critical aberrations are sample aberrations, which are
caused by mismatched refractive indices, primarily between the lens medium
(often water) and the embedding medium (dependent on the sample) [70, 71].
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22 The product of the physi-
cal distance that light travels
through a medium and
the refractive index of said
medium.

23 Chromatic aberrations
are the result of dispersion
where the refractive index
of a medium varies by wave-
length.

As the imaging depth increases, the PSF size increases and the imaging quality
degrades. Biological tissue especially is comprised of myriad refractive indices
from various cell types and heterogeneity in molecule sizes and so the composi-
tion of the sample affects the PSF differently depending on the sample tissue.

Contributions of low and high order aberrations combine to degrade the
image quality significantly in brain tissue at 90µm [72], but scattering of pho-
tons is an additional component that degrades the PSF quality. Attenuation
of signal emitted from a sample is caused by a combination of scattering and
absorption given as: µe = µs + µa or 1

le
= 1

ls
+ 1

la
. The scattering length

of a sample ls (le is the effective attenuation length, and la is the absorption
length constant) is the distance over which intensity is reduced e-fold. Multiple
scattering events occur when light penetrates deep within the sample so that the
confounding elements of low and high order aberrations, and scattering reduce
the intensity, contrast and resolution of imaging at depth [73].

Characterization of the strength of aberrations is the root mean square
(RMS) deviation of the optical path length (OPL) 22 and most often a com-
pensation to correct these specified aberrations would be λ/10 or below. The
information in the RMS of aberrations provides no information about the spa-
tial characteristics, and as such, the more widespread form of aberration charac-
terization is offered in the decomposition into the aberration modes based on
Zernike polynomials. Commonly, the distorted wavefront is characterized as:

W (ρ, φ) =
∞∑
n=0

+n∑
m=−n

amn Z
m
n (ρ, φ) (1.2)

Here, the W (ρ, φ) is the deviation of the OPL as a function of ρ, the radial
coordinate normalized to the pupil radius and φ, the azimuthal angle. The su-
perposition of Zernike polynomials Zm

n (ρ, φ) with the amplitude coefficients
amn results in a more thorough characterization of the aberrations. Each of the
resulting terms from this characterization is referred to as an optical Zernike
mode and corresponds to specific types of aberration, for example:

• Z0
0 : Piston, which is a direct, constant phase change. For the purposes of

aberration correction, this mode is useless, but with enough poke dis-
tance, this can be useful for remote focusing.

• Z±1
1 : Wavefront tilt, which can easily be introduced into an optical system

by tilted mirrors.

• Z0
2 : Defocus. At a system level, this is often caused by chromatic aberrations.
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• Z±2
±2 : Astigmatism, which indicates that rays of light in perpendicular planes

have different foci.

• Z±1
3 : Coma, where off-axis point sources appear distorted dues to a variation

in magnification over the entrance pupil of the system.

These are descriptions of the lower order Zernike modes, and they con-
tinue through higher order named modes such as trefoil, tetrafoil, spherical,
and secondary and tertiary iterations of these already named. Each polynomial
is orthogonal and changes in each mode do not impact other modes. Beyond
the first 10 polynomials each of the higher order modes is related to prior, lower
order polynomials, but with higher spatial frequency (Figure 1.13).

Figure 1.13: The widely used pyramid organizing the first 21
Zernike polynomials which orders them vertically by radial de-
gree, and horizontally by azimuthal degree.

Adaptive optics (AO) is the concept of correcting for system and sample
induced aberrations. Electro-optical components such as deformable mirrors
(DMs) and spatial light modulators (SLMs) can manipulate the electromag-
netic wave to correct for aberrations. Deformable mirrors are constructed by
fixing a reflective material onto a number of actuators that act as pistons, pok-
ing the individual actuators and changing the shape of the reflective surface
(which can be continuous of segmented), and can manipulate up to a maximum
Zernike mode specified by the physical limitations of the device. Appropriate
placement of a deformable mirror would correct the distorted wavefront and
improve the PSF quality (Figure 1.14). In such a configuration, a wavelength
of the emitted light that is not used in image generation is picked-off and di-
rected towards a high-speed wavefront camera (along a non-common path).
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A Shack-Hartmann configuration is used where the light from a single point
source is imaged through a lenslet array and imaged on the wavefront camera.
The distorted image will generate an array of spots that is not uniform, and
an algorithm can be implemented to compute the appropriate compensatory
shape which when applied would restore a flat wavefront.

Alternatively, sensorless approaches can be implemented in which no wave-
front sensor is present. In such a case, the system and sample aberrations are
inferred by acquiring image measurements taken with small changes applied to
the deformable mirror or adaptive electro-optic component. The orthogonal
modes of sensorless approaches require no specialized hardware other than the
adaptive component, and do not introduce the non-common path, and fit per-
fectly into the Zernike polynomial approach, where each mode is independently
evaluated by the effect on the PSF. The difficulty in the sensorless approach is
the time required to acquire the images and calculate the compensatory mirror
voltages. This leads to unnecessary time that the sample is exposed to light and
leads to photobleaching in stained samples. As previously mentioned, this is
exacerbated by the depth and turbidity of the tissue.

Figure 1.14: Adaptive optics integrated into a microscope sys-
tem. The distorted wavefront is corrected by means of a de-
formable mirror after an unused wavelength is separated from
the image path and imaged by a Shack-Hartmann wavefront
sensor[74].

1.6.1 Aberration correction in super-resolution
Correcting low and high order aberrations increases the intensity of fluorescent
signal as well as spatial resolution [75] and when combined with super resolution
techniques such as SIM, very fine features of biological tissue can be studied.
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As SIM is a super resolution technique well suited to in vivo imaging of cells
with lateral resolution in the region of 120nm and can be run at high rates [76],
making it an ideal candidate for enhancement by AO. In this combination the
sample aberrations still play a significant role in the degree of improvement, but
substantial improvements can be made [77]. Extending the super resolution
technique to 2-photon applications has also seen remarkable improvement in
resolution and up to 40-fold intensity [78].

In the case of ISM, the quality of the PSF plays a vital role in image forma-
tion and improving the quality will equally improve the contrast and resolution
of these systems, but the combination remains untested in the field. It has been
shown that due to the image formation technique in detector array configura-
tions of ISM, information on the aberrations is being encoded into the image
and from this information corrections can be conducted [79].

1.7 Scatter Correction
As imaging is extended to deeper tissue, the more scattering lengths exponen-
tially reduce the number of photons that generate the excitation volume. Pho-
tons are scattered as they interact with the molecules within the sample, and
those that are no longer reaching the focal volume can be divided into two cate-
gories, non-diffuse, and diffuse. Both contribute negatively to the loss of focal
volume, as the photon density within the focal volume is reduced in both cases.
The excitation and emission light are both subject to scattering, and in the case
of emission, the non-diffuse photons that are collected have a negative impact
on the signal-to-noise ratio (SNR). Where confocal microscopy rejects this out
of focus light, other imaging modalities require more complex techniques to
overcome scattering effects.

Manipulation of higher spatial frequency is necessary to compensate for
these high order aberrations and scattering and with the advent of spatial light
modulators (SLMs) and digital micromirrors (DMDs) scatter correction within
tissue has become accessible to more researchers. The premise of scatter cor-
rection is that the position of specific rays within the excitation path can be
manipulated in order to maximize the focal volume, and this can be achieved
by means of phase [80], polarization[81] or binary modulation[82, 83]. Where
SLMs manipulate the phase and amplitude of the wavefront, DMDs which
can only switch individual segments on or off, are more often used in binary
amplitude modulation. Although it is faster, binary amplitude modulation is
less efficient than phase modulation [84]. We see this by expressing the emitted
scalar field as:
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u(r, t) = Re{A(r) exp[i(φ(r)− ωt)]} (1.3)

where A specifies the amplitude and φ the spatially varying phase of the
electric field. For any field u(r, t) propagated from the focal spot through the
scattering medium, some function u′ = (r,−t), the inverse function that re-
traces the scattering impact, exists. Because the constant phase within u must
satisfy φ(r) = ωt, then u′ must satisfy φ(r) = −ωt so that we can reverse
an arbitrary field u to the original focal spot [85]. Here we see how the ampli-
tude and amplitude recovery impacts the field as a multiplicative component,
whereas recovery of the phase impacts the field significantly.

Implementation of DMDs or other binary optical components to control
the phase of wavefronts is achieved by means of Lee Holography [86] that can be
setup to manipulate the phase in the range from 0 to 2π [87, 88], but comes at
the cost of lower resolution (<1000 segments). In order to achieve this phase con-
trol using a DMD device that can only switch mirrors on or off, the amplitude
signal must be filtered in the Fourier plane to obtain complex field modulation.
The Lee method generates the amplitude pattern by:

f(x, y) =
1

2
[1 + cos(2π(x− y)v0 − φ(x, y))] (1.4)

which can also be written as:

f(x, y) =
1

2
+

1

4
ei2π(x−y)v0e−iφ(x,y) +

1

4
ei2π(y−x)v0eiφ(x,y) (1.5)

Here there are three terms that have three center spatial frequencies (vx =

0, vy = 0), (xx = v0, v0 = −v0), and (vx = −v0, vy = v0) [89]. Three
orders of diffraction referred to as 0, +1, and −1 when v0 i higher than the
highest spatial frequency of φ(x, y). Then the last component of the last term
corresponds to the desired phase modulation tilted by an angle corresponding
to the diffraction order. To select the specific term a 4-f system with an iris in
the Fourier plane can be implemented.

With these conditions, the resulting field is eiφ(x,y). Because the DMDs
are only capable of binary modulation, a binary amplitude hologram can be
generated by thresholding as per:

g(x, y) =

{
1 iff(x, y) > 1

2

0 otherwise
(1.6)
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Ultimately, the phase of the desired field is encoded in f(x, y). For a given
spatial sampling, the approximation g(x, y) for the binary amplitude modula-
tion is less efficient, as the pattern is blurred by the square shape of the signal.
To obtain an accurate approximation of the phase profile, sufficient oscillations
inside a larger superpixel are required, which means a decrease in resolution
[90].

Generally though, DMDs are used to correct scatter effects in binary mod-
ulation working on the principle of reducing the impact of segments contribut-
ing negatively to the electric field by switching those elements off. Sequential
algorithms switch specific segments off and on while comparing the resulting
electric field, which can be represented by Em and where the vectorial sum of
fields is maximized (Figure 1.15a,d), the state of the segment under test is main-
tained. The procedure continues through each of the segments in the active
region of the device (Figure 1.15d,e and c,f) and ultimately each segment that
contributes negatively to the total electric field is switched off [91].

Searches like the sequential algorithm can be optimized and numerous
search options have been investigated, such as parallel searches [92] or genetic al-
gorithm [87], but this type of search is well suited to machine learning methods
such as particle swarm [83] or others.

Figure 1.15: A graphical representation of the sequential algo-
rithm for two segments. The black arrows represent the electric
field of each input channel as they travel through the sample
and the red arrow is the total electric field at the target output.
In the first step, a segment which contributes negatively to the
total amplitude is switched off (a,d) and the resulting red vector
is increased (b). Another segment is identified to be switched off
(b,d), and when the algorithm has completed, each of the seg-
ments that contributed negatively to the total field are switched
off and the red vector is maximized (c,f). Directly from the
manuscript [91]
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Relevance of the ultimate optimized pattern projected onto the corrective
device is highly dependent on the persistence time of the sample. For example,
the persistence time of paint (TiO2) is in the order of multiple hours, but the
persistence time of living tissue ranges from minutes to milliseconds [93–95]
due to blood flow and heartbeat [85]. In vivo studies that rely on scatter correc-
tion to achieve depths exceeding what is possible with conventional methods
will then require rapid updates to compensate for the short persistence and
relevance of the optimized manipulative pattern. Alternatively, the scattering
components within the tissue that contribute most significantly to the distor-
tion of the excitation light can be considered separately from those with the
shortest persistence times.

1.8 Dissertation Overview
Now, armed with the basic understanding of microscopy modalities and where
they are most appropriate, we can envision a path to imaging different types
of biological samples. We also have the tools to evaluate and quantify images
output by these systems to improve the quality of imaging in various aspects.

Our interests in examining the potency of mesenchymal stromal cells (MSCs)
which are cultured in monolayers on transparent plastic containers, are well
suited to DPC imaging. These samples are well suited to DPC as the technique
can be used to image translucent cells without labeling, and provides sufficient
resolution. In Chapter 2 a robust implementation of DPC was constructed
and applied in differentiating MSCs.

Applications of 2-photon imaging were investigated in Chapter 3 where
tissue slices of volumetric muscle loss were imaged to quantify fibrogenesis in
cases where subcritical injuries result in large deposits of collagen. Imaging
nanoparticles under various conditions was also conducted, where aberrations
begin to play a role in degradation of image quality.

The primary aims of further work were to recover imaging quality within
scatter tissues using a DMD to remove photons that contributed negatively to
the intensity of the emitted light. As such aim 1A in Chapter 4 is scatter cor-
rection by binary wavefront correction using a genetic algorithm and intrinsic
SHG deep within bone. Aim 1B in Chapter 4 is the combination of low or-
der aberration correction and scatter correction to recover image quality deep
within bone.

Finally, aim 2A is the reduction of scattering by implementing multi-photon,
SHG, and THG imaging at longer wavelengths, and is discussed in Chapter 5
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where aim 2B is the implementation of ISM super-resolution microscopy using
an achromatic optical setup.
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24 Specific references for
the recording by Dr. Kurt
Michel are hard to come
by, but reference is made to
this recording on the Zeiss
website.

Chapter 2

Differential Phase
Contrast

”Most people have no concept of how an
automatic transmission works, yet they
know how to drive a car. You don’t have
to study physics to understand the laws of
motion to drive a car. You don’t have to
understand any of this stuff to use
Macintosh.”

— Steve Jobs

2.1 Introduction
Throughout the introduction (Chapter 1), the criteria for selection of microscopy
techniques was discussed, based on the sample, the need to observe the sample
without perturbation of function, and the requisite resolution. Each modality
has its own set of advantages and disadvantages and weighing up these pros and
cons will eventually lead to the elimination of some methods for specific use
cases. Phase imaging microscopy aims to recover the optical path length (OPL)
of a sample from amplitude (intensity) images. In most cases, this immedi-
ately eliminates opaque samples such as fixed tissues. Transparent samples such
as cells are an ideal biological candidate for use with phase imaging, provided
they are not excessively thick (hundreds of microns become untenable). Vari-
ous phase imaging techniques have been used to image intra- and inter-cellular
dynamics [96–98] with the first recorded imaging of cell division made using
phase imaging.24
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25 ISCT specified
phenotype of MSCs

Over the last decade, biomedical research has investigated the potential of
mesenchymal stromal cells (MSCs) which are defined by the International So-
ciety for Cellular Therapy (ISCT) as cells having the capacity to differentiate to
osteoblasts, adipocytes, and chondrocytes in vitro [99]. Additional properties
of MSCs include their adherence to plastic under standard culture conditions,
and specific phenotypes25. Use of MSCs in a variety of regenerative therapies
has been proposed, and it is not always clear whether the cells differentiate into
the targeted tissue or generate cell types that benefit the tissue [100]. However,
MSCs from different tissue sources, donors, or expansion levels exhibit varying
degrees of immunosuppressive response to IFN-γ. This heterogeneous func-
tional response reduces therapeutic efficacy, thereby complicating their use in
regenerative medicine and its causes are poorly understood [101, 102].

The current state of cell manufacturing processes at industrial scale requires
improved efficiency in all aspects of the process. Of particular interest is insight
into the potency of cell lines and the ability to apply interventions before in-
vesting time and resources into the culturing of MSCs. While chemical analysis
of these cells can provide this insight, it is disruptive [103, 104]. One proposed
method to reduce this disruption while retaining the ability to predict the po-
tency of cells is by means of morphological analysis, whereby features such as
the area, circumference or ellipticity of cells are input to algorithms to evaluate
their potential against known superior performers.

These transparent cells, with the need for morphological feature analysis
by computation form an intersection with the specific subset of phase imaging
techniques known as quantitative phase imaging, which enables the computa-
tional analysis of phase images.

2.2 Differential Phase Contrast Microscopy
In general, quantitative phase imaging techniques require spatially coherent
illumination such as interferometry [105], whereas phase contrast requires only
an partially coherent illumination, which can be achieved through an asym-
metric illumination pattern [106]. While reducing the complexity of the micro-
scope setup, such techniques also provide twice the lateral resolution, improved
optical sectioning, and the reduction of speckle noise [106]. In their novel ap-
proach to achieving quantitative phase using asymmetric illumination, Tian et
al implement illumination side computational control [107], where homoge-
nous intensity patterns are used to illuminate the sample at coded angles, all
while considering the Fourier space, which they called differential phase contrast
(DPC).
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26 LabVIEW stands for Lab-
oratory Virtual Instrument
Engineering Workbench.

Phase information can be extracted from two intensity images when the
sample has been illuminated at two opposite angles, call them IL (left) and
IR (right). Computing the DPC image is then as simple as calculating the
difference between the images:

IDPC =
(IL − IR)

Itot
(2.1)

Here, Itot = IL + IR which is the brightfield image of the sample. When a
thin amplitude object is in the focus of the imaging system, illuminating from
the left or the right will not change the intensity, as a real object will have a sym-
metric Fourier transform. This means that the image calculated in IDPC will
contain no amplitude information, but when the OPL varies across the sample,
features within the sample can cause slight changes in the propagation direc-
tion [108]. Then the difference between the differently illuminated images IL
and IR contains some information regarding the phase gradient of the imaged
object. The phase image is recovered by deconvolving the DPC image using the
calculated transfer function.

In the initial application of their work, Tian et al used four simple compo-
nents, (1) a 10× (0.25NA) objective lens, (2) a 100mm tube lens, (3) a CMOS
camera, and (4) an LED array (with means to control the array) (Figure 2.1).
With an existing upright microscopes, a few simple modifications can be im-
plemented to apply this quantitative phase technique. As such, we looked to
implement a similar setup, with the aim of furnishing the lab with a quantita-
tive phase imaging tool that would allow for computational investigations of
MSCs and their morphology.

Figure 2.1: The basic setup of the DPC microscope integrated
into an off the shelf upright microscope as per [106].

Once the physical setup is complete, control of the camera and LED ar-
ray to capture the amplitude images at various angles is required. For rapid
instrumentation of electrical devices and integration of numerous such devices,
LabVIEW™ 26 is a visual programming language that is widely used for data
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27 Measured wave-
length of the LED array

acquisition, instrument control and industrial automation. Fortunately, most
manufacturers of cameras and other such instruments provide LabVIEW drivers
that can rapidly be integrated into larger setups, and the Andor Zyla 4.2 (ZYLA-
4.2-2P-CL10) is no different. There are some difficulties in the installation of
the camera drivers for the native Andor software, but with some struggling, the
installation will be robust and useful within the LabVIEW environment.

Figure 2.2: Block diagram of the electronic components inte-
grated into the upright microscope.

LabVIEW provides the ability to communicate serially with devices prop-
erly equipped with RS232 or USB channels. The easiest method for integrating
an Arduino® with a LabVIEW GUI is to write a complete communication pro-
tocol. Communications between each of the instruments is handled via the PC
through LabVIEW, but an Arduino Uno is used to control the Adafruit LED
array (Figure 2.2). Arduino’s library requirements for easy communication with
Adafruit devices are easily handled by the Arduino IDE app (installable through
Microsoft® Windows app store), specifically for this setup, refer to appendix A
for specifics regarding the Arduino libraries, A.1 for the inter-communications
document (ICD), and the source code programmed onto the Arduino Uno A.2.
No flow diagram is necessary for the communication between the Arduino and
the LED array, as the Arduino simply responds to the LabVIEW instruction by
setting the array according to the message received, for examples refer to table
2.1.

The wavelength of the illumination should be in the green range, centered
at approximately515nm 27. The Adafruit array is set to illuminate at RGB value
0x000700 (R = 0x00, G = 0x07, B = 0x00). According to the datasheet of the
LED array, one can set these values to 0x15, which adds an element of white
light that increases the intensity while broadening the spectrum. According to
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Table 2.1: Example serial message between LabVIEW and Arduino

Message to Arduino Programmed behavior

0x7C 01 08 00 07 07 07 15 15 15 66
Turn on a circle of LEDs centered around

the pixel in the 7th row and 7th column
at full RGB, just the outline

28 In the screenshots of
the GUI, the fluorescence
setup is also included and
will be discussed later in this
document.

www.academo.org this RGB value should result in a wavelength of510nm,
and 525nm corresponds to an RGB value of 0x4A0700, but the best results
were achieved with RGB value 0x4A0700.

Tian et al. [106] also studied the importance of the coherence parameter σ
which identifies all of the LEDs that generate illumination angles within the
NA of the objective lens. In this context, σ = NAillum

NAobj
, and selection of the

radius of the half-circle is important, as images acquired with the most coherent
illumination contain artifacts as a result of scattering of the out-of-plane objects.
Higher σ values provide sufficient contrast for edge features, and the lower fre-
quency spatial changes are also better captured. In our implementation, we use
a 10× objective lens with an NA of 0.3, which allows us a theoretical resolution
of approximately 430µm.

A graphical user interface (GUI) (Figure 2.3) was programmed to allow the
user to change the destination of the saved images, setup automated features
such as the movement of the stage to fixed positions covering a rectangular
region, or observation of the brightfield image28. Resulting images are not phase
images, but instead collections of the amplitude images from each of the four
angles (top, bottom, left, right). The brightfield image is the summation of the
various amplitude images (Figure 2.4), but reconstruction of the phase requires
an algorithm, and we used the algorithm provided by the Waller lab in either
Python® or Matlab®, and the edited Matlab code for this reconstruction can be
found in appendix A.4.
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Figure 2.3: A screenshot of the user interface that enables DPC
imaging. Options include exposure time setting and the ability
to generate a grid of DPC images with definition of the grid
dimensions as well as the step size between each DPC image
capture.

29 TIFF files are generally
used in scientific imaging,
as the raw data is preserved.
TIFF stands for Tag Image
File Format and has a .tif or
.tiff file extension.
30 Matlab code for the
reconstruction of image is
recorded in appendix A.4

A tiff 29 amplitude image file is recorded of each illumination angle as per 2.4,
when summed, show that no phase information is recorded in the brightfield
image. Once the reconstruction, using the Matlab 30, has been completed, the
resulting DPC image is recorded in the folder on an equal level to the various
angled images. The phase target (Quantitative Phase Target; 9911− 2− 1− 4,
Benchmark Technologies) contains numerous features such as USAF target,
focus star, "wedding cake", and fixed lines targets, ranging from 50nm to350nm
in height on a Corning eagle XG glass with a refractive index of 1.52. We found
that while there were specks of dirt on the phase target the phase differences
were measurable (Figure 2.4).
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Figure 2.4: Resulting images from the four angles of illumina-
tion, the brightfield result of the summation, and the DPC re-
sult in pi radians. Star target component of the phase target at
350nm high features.

2.2.1 DPC artifact removal - Halo
Resulting DPC images closely resemble traditional phase images, especially in
terms of one of the primary issues prevalent in phase imaging called the "halo"
effect seen at the edges of sharp features. For the purposes of segmentation [109],
this can be beneficial, but in truth, the negative phase that is shown is not real
and obscures morphological features of the sample [110]. As per Kandel [111]
the halo is caused by limitations in the spatial coherence of the illumination. In
order to enable quantitative measurements of features within DPC images, they
proposed a simple algorithm (Figure 2.5) to correct the low and high frequency
data of the resulting images that restores the artifact-free DPC image.

Fast Fourier transforms (FFT) are a specific Hilbert transform that can be
used on spatial images to express the image in terms of the spatial frequencies
present therein. Low frequencies are at the origin and higher frequencies farther
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away from the origin. By applying the filtering as specified by the algorithm, of
0◦, 45◦, and 90◦ the higher frequencies (fine details) are unaffected, while con-
tent impacted by the halo is subjected to a derivative combined with a signum
function. The regions affected by the halo, and the angled filters, are defined by
the variable 1

Lc
which as per the original work can be configured for an imaging

system (one value for Lc per objective lens). The value of Lc in our 10× DPC
system is set to 2µm.

Figure 2.5: The direct algorithm to remove the halo artifacts
from DPC images by filtering the k-space images at various an-
gles and then selecting the maximum pixel values in image space
between the filtered and original images. From the paper [111].

Figure 2.6: Cross sections of the original DPC image (top-left)
and the halo-free DPC image (top-right) show that the maxi-
mum phase values are retained, while the extreme negative glow
is removed. Cross sections taken from identical positions.
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31 Reconstruction times us-
ing the Matlab script require
approximately 6 seconds
with the PC hardware used
at the time.

While the DPC image generation is not done in real-time with the current
computational shortcomings 31, the filtering and removal of halo artifacts is
not computationally intensive and would the DPC images be generated in real-
time, the halo removal algorithm could be switched on or off and executed in
real-time.

Imaging of a USAF target with halos removed shows how the negative phase
is corrected, while the positive phase is retained (Figure 2.6). Once the images
have been reconstructed the halo can be removed using a Python script (Ap-
pendix A.5).

2.2.2 DPC artifact removal - Banding
Another artifact that is apparent in the resulting DPC images is that certain
bands of "grey" appear, especially when shorter exposure times are used for the
sub-image capture (Figure 2.7a). In the original publication describing the use
of an LED array to drive DPC imaging from the Waller lab [106], images with
similar banding are presented but the causes are not discussed. For the sake
of power efficiency LEDs are most often driven by pulse width modulation
(PWM), where a square wave of electric power switches the LEDs on and off
periodically at specific duty cycles. Higher duty cycles drive the LED to be
brighter, and lower duty cycles less bright. Clearly this application of PWM can
impact imaging at high frequency, but the PWM frequencies of these LEDs is
much higher than the 50ms (20Hz) minimum exposure time implemented in
the DPC imaging. Another feature of LEDs and LED arrays is the update/re-
fresh rate. For the specific 32×32 LED array that we integrated into the system,
a 1

8
update rate or scan is implemented, where the array is divided into four

sections (32
8

= 4). The array updates one row at a time at a much lower fre-
quency than the PWM, and that introduces the banding effect into our DPC
images (Figure 2.7b). By extracting the low frequency sinusoidal pattern within
the cross section of the DPC image, a Fourier filter can be applied to remove
the banding and make the stitching of multiple images more consistent (Figure
2.7d).

Similarly to the scan generation of banding is the rolling shutter that is imple-
mented by default in the Zyla 4.2 sCMOS camera. Here, the detector is divided
into two halves, a top and a bottom. Exposures begin in the middle, where the
detector is divided, and each row of pixels activated until each of the rows has
begun collecting photons. Then the readout and deactivation of rows follows
the same "rolling" pattern (Figure 2.7c). When both the illumination and col-
lection are being scanned, any phase mismatch will result in banding artifacts.
An alternative to this shutter mechanism is the global shutter sequence where
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the whole detector is enabled and disabled simultaneously. Such a sequence
removes the need for synchronization of the camera to the illumination source.
For the purposes of our implementation, the rolling shutter is the default and
not changed to the global shutter sequence, as timing between exposure start
and end is less than 1ms, so when operating the system at hundreds of millisec-
onds of exposure time, the rolling shutter effect should not impact imaging.

Figure 2.7: (a) A DPC image of MSCs acquired with exposure
time of each sub-image being 400ms. The cross section of the
green line below (in red), and the smoothed cross section (in
black). (b) LED arrays employ a scan to update the LEDs as
per the current settings at a rate of 1

8
. For the LED array in our

system, that is dividing the array into four sections. (c) CMOS
cameras can be set to use either a rolling or a global shutter. Our
Andor camera presents these figures in the manual illustrating
that in severe cases, using the rolling shutter can put something
like a scan effect into images. (d) Higher frequencies create nar-
row bands and lower frequencies thicker bands within k-space
of images that can be filtered out if identified (x’s marked).
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2.2.3 Quantification of DPC images
As previously discussed, the optical path length of the sample defines the degree
to which the illumination light is retarded. This optical path length can then
be used to calculate the height of the features within the image.

Using the phase values φ returned by the reconstruction algorithm in sec-
tion 2.2, the calculation of the optical path length is:

OPL =
φλ

2π
(2.2)

whereλ is the wavelength of the illumination. Once the OPL is known, the
height of the feature can be calculated by:

Height =
OPL

RI
(2.3)

where RI is the refractive index of the sample. In the case of our phase target,
the refractive index is a known, as is the height of the feature, as they were
measured using atomic force microscopy (AFM).

To confirm the quantification of DPC images, the USAF targets on the
phase target were imaged and the OPL ground truth plotted against the mea-
sured phase and the derived feature height (Figure 2.8). Within the phase target,
various feature heights are available, ranging from the lowest 50nm features to
the highest 350nm features. Phase measurements and the calculated feature
heights drift as the feature height increases, which we see when considering
the lowest features, as the drift becomes less pronounced as the feature heights
increase. Monolayers of plastic adherent cells are expected to be orders of mag-
nitude thicker than the hundreds of nanometers of the phase target, ranging
from 5µm to 50µm [112], and as such a calibration factor for the feature height
calculations can be introduced in the case of thicker samples should known
heights be available for micron scale features.

In the case of machine learning, the accuracy of feature height is not paramount,
provided consistency of measurements across a monolayer of cells, meaning that
the machine learning is applied to images acquired using an identical system.
As such, even without a calibration factor, the DPC image acquired with this
system can be used in a variety of algorithms to classify cells.
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Figure 2.8: Comparing the measured optical path length of the
phase target against the known feature heights.

2.3 Fluorescence Microscopy - Integrated into up-
right microscope

Within the same chassis used for the DPC imaging, a basic fluorescence micro-
scope was also implemented. As per the original works describing the DPC
using an LED array, the LED array illuminates samples from above in the up-
right microscope [107]. By making a few small changes to the illumination path
of the chassis, new illumination can be input to the back port of the microscope.
Each of the four LEDs specified have a BNC connector that enables intensity
control via an analog voltage (Figure 2.9).

Figure 2.9: Optical schematic diagram of the fluorescence com-
ponents used to construct the single-photon microscope includ-
ing four high intensity LEDs, appropriate filters and dichroic
mirrors.
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32 Refer to Figure 2.3 where
control elements of the
individual LED intensities
are visible on the right-hand
side of the GUI.

33 Or in fact DPC and
fluorescence serially, all
automated to output fluores-
cence and DPC images into
the same folder.

Programmatic control of the electronic components is achieved through
LabVIEW and an Arduino Uno, with wiring instructions presented (Figure
B.1) in the appendix B.1. This Arduino is separate from the Arduino used to
control the LED array illuminating the DPC images. Once again, LabVIEW
communications are executed via the GUI and the analog voltages controlled
by the Arduino and MCP4728 (Adafruit) set the intensity of the specific LEDs
individually.32 Intercommunication specification is described in appendix B.2,
and the Arduino code used for this Arduino is listed in appendix B.3.

It is important to note that for the GUI to operate properly, that both
Arduinos need to be active, as the GUI enables fluorescence and DPC imaging
simultaneously. Additionally, the Andor camera and stage need to be turned
on and plugged in, else the GUI will return an error. The stage can be manually
controlled via the joystick, or via the GUI, and once a position is found for either
fluorescence or DPC imaging, mosaicing can be set up and the completion
thereof automated.33

2.4 DPC Applications
Among the works that the DPC imaging has been used for, within our research,
the primary application is label free imaging and characterization of cell mor-
phology. It has been shown that the morphological features of MSCs can be
used to predict their potency [113] and a label free technique would be especially
useful in large scale manufacturing of cells. Traditional methods of characteriz-
ing MSC morphology requires staining of the cytoskeleton, and perhaps con-
textual assistance by means of nuclear stains, so that fixation of cells is required.
This terminal sample preparation means that efficiency of cell culture is reduced.
Further, it means that during cell culture in industrial settings, there will be a
delay between measurement of cell potency and affecting appropriate change
to recover expected culture in cases where the potency is deemed inferior. In
future industrial implementations of cell manufacturing, DPC imaging could
be continuously used to monitor incubation. This option to image these cells
by means of a label free modality such as DPC in an environment that allows
for live cell imaging will lead to more efficient cell manufacturing and the ability
to react immediately to any culture issues that may arise.

Within our team, the DPC imaging has been used to investigate MSC mor-
phology with respect to several cellular characteristics, such as the lipidomic
profile associated with morphology and potency, the extra-cellular deposition
of differentiated MSCs, and the interaction of MSCs with T-cells. To, this end
T-cells were introduced to a monolayer culture of MSCs and imaged over a pe-
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34 Achieved using a combi-
nation of CellProfiler and
ImageJ.

riod of 12-16 hours. The cells were maintained using a temperature controlled
stage, appropriately mixed air supply, humidity, and media. DPC images were
acquired at an interval of 30minutes and a video of these cells shows how the
MSCs interact with T-cells (Figure 2.10). We found that over the 14 hours T
cells often aggregated and then MSCs reached out to ingest the aggregated T
cells (Figure 2.10a-d; yellow highlight). In other regions MSCs aggregated and
over time removed T cells nearest them. Over numerous such investigations,
the MSCs seem to stretch out to interact with T cells but retract within a short
period (perhaps one hour).

Figure 2.10: MSCs interact with T cells seemingly ingesting T
cells over time the T cells aggregate (yellow highlight; a-b) and
then MSCs reach out to interact with them (yellow highlight;
c-d). In some cases that MSCs aggregate and eliminate T cells
in their immediate vicinity (purple highlight, a-d). Scale bar is
25µm.

In another study within our lab using the DPC imaging, the phenotypic in-
formation extracted by the phase images was used to evaluate the differences in
cells treated by known agents that affect the immune regulation of MSCs [114].
Here, certain phenotypic features were identified using DPC and correlated to
the single cell lipidome obtained using MALDI-MSI. Whole-well DPC images
were acquired, stitched together and co-registered with the MALDI acquired
images to associate the datasets correctly (Figure 2.11).34 Ultimately, cells stimu-
lated by IFN-γ could be differentiated from unstimulated cells by a principal
component analysis, confirming morphological changes previously found in
similar investigations [113].
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Figure 2.11: DPC image of an 8mm silicon well populated with
IFN-γ stimulated MSCs collected by raster scanning of the mo-
torized stage in steps of1.6mm. Scale bar is 1mm. CellProfiler™

output of morphological features of the segmented DPC image
of cells.

35 Matlab was used to extract
the RGB data and compare
levels of red hue.

Similarly, DPC imaging was used to investigate the process by which MSCs
differentiate into osteocytes, and the minerals that they deposit. Longitudinal
investigations across four weeks were executed, with DPC imaging of whole-
wells each week, comparing the mineralization of various cell-lines. Replicates
of the cell-lines were also stained using alizarin red which is widely used to detect
the presence of calcium deposits in tissue. These were imaged using a color mi-
croscope to evaluate the red and confirmed that older samples contained more
red, corresponding to more calcium deposits.35 DPC images for the various
time points were examined by a gray-level co-occurrence matrix (GLCM) [40]
to determine if any secondary features of the GLCM when input to a neural
network would enable the accurate classification of the samples. Outputs of the
GLCM show a trend of decreasing energy over the first two weeks, but oddly,
the energy of weeks three and four see higher energy (Figure 2.12a). This can be
explained by the the calcium deposits reaching confluence across the Petri dish
and filling out gaps that may have been present in prior weeks. In the beginning,
there is low, homogenous phase change across the regions of the dish where cells
are not present. As the cells deposit calcium, gaps appear around the deposits
and the phase changes more variably across the surface (Figure 2.12b). A point is
reached where the calcium deposits fill in these gaps and the phase changes are
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limited once again (Figure 2.12c). The GLCM simply measures features such as
energy and does not differentiate between a low and high phase where changing
features are not present.

Figure 2.12: GLCM measured at numerous pixel offset values
(0 − 32) and the measured energy at four time points. Day 7
shows the highest energy while day 14 shows the lowest (a). The
reduction in energy after day 14 can be attributed to mineral-
ization which produces strong features (b) but at day 28 the
mineralization fills in the gaps and features are less pronounced
(c). Scale bar is 250µm.

2.5 Discussion
Due to the ubiquity of digital image processing in modern microscopy, the
quantitative nature and relatively low cost associated with DPC, we decided to
implement DPC in an existing upright microscope. This allowed us to observe
cells over longer periods of time and to analyze the images using computational
methods.
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For the sake of future work analyzing morphological features of cells, the
DPC imaging built into our microscope is effective, and the adaptation of an
existing upright microscope was cheap and relatively simple. Some imaging
artifacts are introduced by the cheap LED array but can be removed by FFT
filtering techniques. Other, more traditional artifacts, called halos, are also
present, but modern hardware enables the real-time correction of these halos
so that the DPC quantification can be used in classification techniques such as
neural networks.

Additionally, single-photon fluorescence imaging is built into the upright
microscope and the GUI. Four channels are available, but importantly the
automation of the fluorescence imaging, such as time-lapses, Z-stacks or mo-
saicing (stitching) is available. The custom GUI allows users to set the exposure
time of the camera to extract more signal in cases of low fluorescence, which
is applied to each of the time-lapse, Z-stack or mosaicing modes. Users can set
large regions to be scanned by the automated microscope stage by defining the
step-size to move between each sub-image acquisition.

DPC imaging also allows the user to do time-lapse and mosaiced imaging,
which is ideal for investigations of live cells over long periods of time, up to
multiple days.

While all of these modes are available, the methodology and technicalities
are obscured from the user, giving them a powerful, effective, yet simple tool to
use in the lab.
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Chapter 3

Multi-Photon Imaging

3.1 Introduction
As briefly discussed in the introduction chapter (Chapter 1), the benefits of
multi-photon microscopy arising from the reduced focal volume include lower
intensity from out-of-focus light, intrinsic optical sectioning, and deeper pene-
tration into biological tissue. While the theoretical concepts of 2-photon excita-
tion are relatively old, they only became practical reality as high power excitation
sources were realized, so over the last 30+ years, a solid theoretical and experi-
mental background exists.

When excited appropriately, the illuminated molecule will relax, returning
to the electrical ground state, and in this process, release a photon of lower
energy (longer wavelength) (Figure 3.1).

Figure 3.1: The Jablonski diagram of absorbance. The blue lines
represent the two photons absorbed and the green line the re-
laxation from the singlet state S1 to S0.
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The intensity and frequency of the excitation and emission light are depen-
dent on the properties of the molecules in question as per [115]:

S0 + hvex = S1 (3.1)

where hv is the photon’s energy, h is Planck’s constant, vex is the frequency
of the excitation light, S0 is the ground state of the fluorophore, and S1 is the
excited state.

Efficiency of this process varies across molecules, and is defines as Φ, a value
from 0−1, with 1.0 being maximum efficiency (also known as quantum yield)
and is simply:

Φ =
ne

na

(3.2)

where ne and na are the number of emitted and absorbed photons respec-
tively. Another definition of quantum yield is defined by using the decay rates
of the excited states as:

Φ =
kf∑
i ki

(3.3)

where kf is the rate of spontaneous emission and is divided by the sum of
all rates of the excited decay.

Considering the efficiency of fluorescence in these terms leads one to con-
sider the fluorescence lifetime, which is the average time that molecules stay in
their excited state before emitting a photon, which follows:

[S1] = [S0]0e
−t/τ (3.4)

where [S1] is the concentration of excited molecules at time t, [S0] is the
initial concentration and τ is the decay rate, and instance of exponential decay.

With modern instruments, the lifetime of fluorescent samples can be mea-
sured, and used to create images of cells and tissues in a method known as fluores-
cence lifetime imaging (FLIM)[116]. With the emergence of more cost-effective
single photon avalanche diode (SPAD) detectors, time-correlated single-photon
counting (TCSPC) devices have made FLIM imaging popular. As the single
photon counting requires a large statistical model on which to base FLIM val-
ues, imaging in this modality requires long measurement times [117], but for
the purposes of intensity based fluorescence imaging, this fluorescence lifetime
is not critical. Fluorescence intensity If is proportional to the amount of light
absorbed, and the quantum yield Φ as per:

If = kI0Φ[1− (10−ϵbc)] (3.5)
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36 In this context simulta-
neously means within an
interval of approximately
10−18 seconds.

37 The famous image
here shows the difference
between single- and 2-
photon emission, from [118].

(a) is the single-photon, and
(b) the 2-photon emission
of Fluorescein by 488nm (a)
and 960nm (b).

38 The emitted light could
also be collected without
passing through the objec-
tive, useful for thin samples.

39 Maximum average power
is output at 680nm and
decreases as the wavelength
is tuned upward.

here, k is a proportionality constant based on the specific instrument, I0 is
the intensity of the excitation light, ϵ is the molar absorptivity, b the path length,
c is the concentration of the fluorescent substrate.

2-photon excitation is the result of absorption of two photons as they arrive
simultaneously at a molecule, 36 with the requisite energy to excite the specific
fluorescent molecule. Due to this requirement, fluorescence emission intensity
varies with the square of the excitation intensity, but the number of photons
required to elicit this phenomenon is in the range of one million times that
required by single photon absorption. A benefit of this non-linear relationship
is that multi-photon fluorescence offers implicit optical sectioning, generating
much less out of focus emission.37

This intensity is the crux of image formation, and the instruments used to
collect these emitted photons define the required methods of image construc-
tion. Once of the most common photon collection instruments is a photonmul-
tiplier tube (PMT), which multiplies the current produced by incident light in
multiple stages, and at gains of up to 160dB (100 million times) enable photon
detection even in cases of extremely low emission flux. PMTs have a very high
frequency response which enables high speed imaging, but when used in fluo-
rescence imaging, their low noise and high gain characteristics are the primary
reason to use them in low light environments.

Creating whole images of specific regions of interest requires scanning the
focal volume across a sample, and with reflectors attached to galvanometers this
can be achieved at relatively high speeds, with synchronization of two scanning
galvos, slow and fast axes, the single voltage (translated from the current output
from the PMT) measured at each scan position can be used to form an image.
Where in confocal (single photon) fluorescence microscopy, the emitted light
follows the excitation path, striking the galvos, and passing through the pinhole.
When using multi-photon, this "descanned" geometry is no longer required, and
the PMT can be placed as close to the collecting objective lens as makes sense.38

This configuration optimizes photon collection by reducing the path length,
optical element count and enables the collection of more scattered photons,
essential for maximum depth penetration.

3.2 Microscope Setup
Our home-built 2-photon system employs output from the Ti:Sapphire laser
can be adjusted between 680 and 1080nm39 (Figure 3.2). With a repetition rate
of 80MHz, the 3W average power translates to 37.5nJ of pulse energy, which
is significantly impacted by system losses so that power at the sample is reduced
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40 Profiling the out-
put of the pinhole re-
sults in the spot below.

41 Multiple 4f systems
will certainly contribute
to system aberrations and
some correction of these
aberrations is required.

to a maximum of approximately 600mW average power and approximately
7.5nJ of pulse energy. Cumulative losses arise from transmission of specific
wavelengths through lenses where portions of the energy are absorbed by the
materials, resulting in the need for dielectric anti-reflective coatings to be ap-
plied to glass lenses. These coatings are also necessary on reflective surfaces in
optical setups, and with upwards of ten glass lenses in the beam path, the impact
of 90% transmission compounds and eventually, the input 3W is reduced to
approximately 600mW (Figure 3.3).

Power input to the optical path is controlled by means of a half-wave plate
followed by a polarized beam splitter (PBS) before the beam is "cleaned" again
by being passed through a 100µm pinhole.40 Conjugate to the back-pupil plane
(BPP) is a deformable mirror (DM), the merits of which will be discussed in
subsequent chapters, but in short, corrects the wavefront to counteract aber-
rations caused by the system or the sample. Numerous optical relays act as 4f
components to magnify the beam and overfill the back aperture of the objective
lens to maximize the high NA.41 The beam is then passed through a galvo/reso-
nant scanner combination device, the scan and tube lenses, and finally through
the objective lens to the sample.

Figure 3.2: Optical schematic diagram of the home-built 2-
Photon microscope.

In this epi-direction collection configuration, the emitted light is collected
by the objective lens and emission wavelengths are picked off by a dichroic
mirror right above the objective lens. Further dichroic mirrors pick-off shorter
wavelengths and notch filters are used to accurately tune imaging to specific
ranges. Photon multiplier tubes (PMT), single photon cameras, collect the
emitted light and convert the photons to electrical current (Parts list of these
components can be found in appendix C.1).

Photons collected by the PMTs cause a current to flow at the output of the
PMT, which can be converted to a voltage through a transimpedance amplifier
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Figure 3.3: Transmission (glass lenses) and reflectance (mirrors)
as a percentage specified by Thorlabs for the specific compo-
nents utilized in the optical path. The scan lens accounts for the
most loss in the excitation path, but the tube and scan lenses are
not in the emission path.

(TIA). This voltage is then sampled by a high frequency DAQ (digital acqui-
sition) device that samples at rates exceeding 100MHz. Electronic control of
the microscope is configured and executed by scanimage [119], a commercially
available Matlab based application which synchronizes the galvo and resonant
scanners to the PMT signal, reconstructing the image accordingly.

3.3 Applications
By implementing this 2-photon modality and the support that it provides in
labeled and label free contexts enabled the investigation of numerous studies
where high specificity and resolution can extract information from samples that
would not be possible in other more easily available imaging.

3.3.1 VML Imaging
In the field of regenerative medicine, investigations into the body’s ability to
recover from injuries and attempts to discover therapies that can aid recovery
remain a challenge. Volumetric muscle loss (VML) results in non-recoverable
loss of muscle fibers that leads to chronic functional impairment of soft tissue
[120]. The mechanisms underlying the immune response to muscle damage
are not fully understood, and understanding the processes requires a broad
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42 2mm biopsy punches
were used to generate sub-
critical injuries, while 3mm
punches were used for criti-
cal injuries. This was based
on previous work that identi-
fied 3mm as a critical injury
incapable of myofiber regen-
eration in mice [122].

approach. In a collaboration with investigators from the Georgia Institute of
Technology, who had identified that these critical VMLs resulted in the long-
term presence of M2-like macrophages and fibroadipogenic progenitors (FAP),
we used our multi-photon microscope to image and quantify the ratio of these
macrophages and FAPs to collagen [121].

Three groups of murine quadriceps muscle tissue sections (10µm thick)
were examined to quantify the number of FAPs (stained with CD206) and M2-
like macrophages (stained with PDGFRα) to relative collagen content (label-
free SHG). Uninjured muscles were used as the control, while subcritical and
critical VMLs were expected to exhibit fibrogenesis.42

To quantify the collagen visible within the 80×80µm images, a normaliza-
tion of each image within the dataset was undertaken, so that the images were
directly comparable. Using the Otsu thresholding built into ImageJ, a binary
mask of the SHG channel was acquired, and the mean value of the mask was
used to attribute an SHG value to each image. Individual M2s and FAPs were
counted within each image and the ratio of FAPs/collagen and M2s/collagen
recorded.

Figure 3.4: 2-Photon imaging of the FAPs (green), M2s (red)
and collagen (SHG, blue). The uninjured muscle (a) presents
very little collagen, whereas the subcritical (b) and critical (c)
VMLs show much more collagen, as well as M2s and FAPs.
Scale bar is 10µm.

Uninjured tissue did not result in many M2-like macrophages or FAPs near
to collagen fibrils (Figure 3.4a), while in the case of critical VML, they do appear
to co-localize in regions of collagen deposition (Figure 3.4c). Fewer FAPs and
M2s were present in the subcritical injured samples than in the critical, which
showed a significant difference compared to the uninjured muscle (Figure 3.5).

These means of quantification aided in elucidating key immune cellular
factors that contribute to fibrosis within injured muscle, and lead to an inability
to repair tissues and the cellular and molecular level.

Due to the nature of the thin tissue sections, the long excitation wavelengths
used, sample aberrations do not critically impact imaging quality. System aber-
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Figure 3.5: M2 (light gray) and FAP (dark gray) per detected
collagen within the injury site imaged. One-way ANOVA with
repeated measures two-way ANOVA with Fisher’s LSD test. *p
< 0.05 for M2s per collagen and #p <0.05 for FAPs per collagen.

rations contribute more significantly to the degradation of the PSF and were
corrected using the deformable mirror [123].
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3.3.2 Imaging of Nanoparticles
Fluorescence imaging provides a means for visualization, identification and
quantification within biological systems. As material science enabled higher
power means of excitation, it also enables integration of synthetic methods with
a reduction to nanoscale, and a class of optical reporters known as quantum
dots. Quantum dot nanocrystals provide an alternative to conventional organic
dyes and fluorescent proteins, but offer more stability against photobleaching
[124]. These probes should be selective for the specific target, have low toxicity
for the host organism and have excellent fluorescent properties that allow for vi-
sualization of the probe’s localization and distribution at relevant tissue depths
[125].

3.3.3 2-Photon imaging of nanoparticles
In a collaboration with members of the biophysics department at the Univer-
sity of Toledo, who synthesized perovskite nanocrystals, we characterized their
nanoparticles to assess their potential as deep tissue fluorescent probes [126].
Characterization of the nanoparticles required an array of experiments, begin-
ning with measuring the emission intensity based on the concentration of the
diluted nanoparticles. A dried pellet of the nanoparticles was dispersed in 1mL
of DMSO (dimethyl sulfoxide) and sonicated for even distribution. Various
concentrations of the solution were then prepared and evaluated. For each
concentration, a 75µL volume was placed into an 8mm reusable silicon gasket
sandwiched between a coverslip and microscope slide. This sample was then im-
aged using an excitation power of 20mW average power. Intensity as measured
by the PMTs showed very low emission at low concentrations (180− 250µM),
but steadily increased as the concentration was increased beyond 400µM, and
the limit of detection was calculated as 163µM (Figure 3.6).
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Figure 3.6: 2-photon emission of perovskite nanoparticles in so-
lution at various concentrations. Error bars are standard error.

As the application of these nanoparticles is imaging within scattering tis-
sue samples, some phantom diffusers were employed and the intensity of the
emission compared across a range of scattering lengths from ℓs= 0.052µm−1 to
ℓs= 0.156µm−1. This was achieved my applying translucent adhesive tape across
the various concentrations of nanoparticle solutions. As a final measure of the
emission through a scattering medium in vitro, the samples were situated be-
neath a murine cranial plate. As expected, emission intensity was reduced as the
scattering coefficient was increased, with the biological tissue showing the most
significant reduction of intensity (Figure 3.7a). To present the measurements
equally, each intensity was matched to the lowest emission intensity at 4mW
excitation power. Here we can see that while the resulting emission is not re-
lated to the square of the excitation, it is not linear and cannot be single-photon
emission. We also see that in an equalized representation, imaging through the
cranial tissue sample follows the squared power law more closely than the other
cases (Figure 3.7b). This could be due to any number of small differences that
impact imaging done over the period of a few hours, such as photobleaching,
sample movement, or even heterogenous scattering within the cranial tissue.
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Figure 3.7: 2-photon emission of perovskite nanoparticles in so-
lution at various concentrations. Error bars are standard error.

43 At least long enough to
prepare the solution, draw it
into the capillary tube, find
the sample in the imaging
program, and acquire the
images. At least one hour.

44 The red arrow in Figure
3.9 shows likely Hoechst
debris.

Progressing towards in vivo imaging of nanoparticles, imaging of perovskite
nanoparticles in solution (a concentration of 780µm in DMSO) through brain
tissue was conducted. Here, narrow capillary tubes (5µL) were used to pull up
a small volume of the solution and then placed at approximately 20◦ inside a
freshly excised murine brain (Figure 3.8c,d). A direct comparison between the
silicon protected (CsPbBr3@SiO2) and unprotected (CsPbBr3) nanoparti-
cles dispersed in toluene showed that the protected nanoparticles remain stable
over a relevant time period,43 and fluoresced brightly at depths exceeding200µm
(Figure 3.8a), while the unprotected nanoparticles lost the ability to fluoresce
effectively (Figure 3.8b).

With confirmation that the nanoparticles provide sufficient emission through
scattering tissue, we conducted an experiment inside a living sample. MSCs
were cultured and prepared beforehand, co-labeled with Hoechst 33342 to
show cell nuclei, and then incubated for a period of one hour along with pro-
tected nanoparticles. Once the MSCs had taken up the nanoparticles, a con-
centration of 1.2 million cells per milli-liter was taken up into a 100µL volume
of 0.9% saline solution and injected into the ear of an anesthetized mouse by
means of an intra-dermal injection. The ear was shaved and lightly secured
between a microscope and a coverslip. Glycerol was used to create a more ho-
mogenous refractive index within the sample and aided in keeping the ear flat.
Such a high concentration of cells and nanoparticles meant that we expected to
find emission throughout the area of the injection. Scanned images of MSCs re-
veal successful uptake of nanoparticles (green in Figure 3.9) surrounding nuclei
(cyan in Figure 3.9).44
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Figure 3.8: The silicon protected nanoparticles remain stable
when in a solution of toluene and as the depth of penetration is
increased, the emission intensity reduces (a). When the unpro-
tected nanoparticles are a toluene solution, they quickly lose the
ability to fluoresce, but low emission intensity can be collected
at depths up to 200µm (b). (c) and (d) show how the experi-
ment was conducted, placing the capillary tube into the ex vivo
brain tissue.

Figure 3.9: Silicon protected perovskite nanoparticles taken up
by MSCs and intradermally injected into a mouse ear. Notions
of cells outlines are indicated with dotted lines. Nanoparticles
in the green channel, with Hoechst in cyan. Scale bar is 10µm.
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45 A difference in the
organoids can also be see
by the naked eye, as per
this photograph; left are
undifferentiated, and
right are more opaque
differentiated organoids.

Nanoparticles aid in the pursuit of deep tissue imaging, but in this case,
we only attempted to image inside the ear of a living mouse at approximately
20µm within the skin. At this depth, sample aberrations and scattering do not
significantly impact emission intensity or resolution, and show the potential
of nanoparticles as bright markers that will enable tracking of cells applied as
therapeutics, provided the nanoparticles are not triggering or interfering with
the immune response of injuries that might be used to evaluated MSC therapies.

3.3.4 Organoid Imaging
Organoids are miniature models of organs that have revolutionized the fields of
developmental biology and cancer research, and are particularly useful as they
engineer and support the appropriate tissue microenvironment [127, 128]. In
some of the previously presented images in this document, monolayers of cells
were discussed, adherent to plastic (in the case of MSCs), that have been and
continue to be indispensable to regenerative bioscience research. Cellular inter-
actions can be observed by such cultures, but they do fail to recapitulate various
physiologically relevant features, which is thought to lead to inefficient transla-
tion of research to clinical application of a number therapies [129]. Organoids
promise to provide a three-dimensional model that truly represents the in vivo
environment in vitro, enabling more efficient investigation of cellular interac-
tions, tissue patterning and more.

In collaboration with the Georgia Institute of Technology, who engineered
a number of organoids from MSCs, we imaged these500µm diameter organoids
to quantify the differentiation of MSCs into osteocytes. These organoids were
engineered as spherical scaffolds with a base of matrigel [130], and MSCs were
later added and cultured for28days. A comparison was made between organoids
stimulated with osteogenic media and those without, and no staining was ap-
plied, so that label-free imaging would establish differences in collagen con-
tent.45 Matrigel has been shown to autofluoresce in high concentration [131],
and in the resulting images, red features show how matrigel scaffold supports
the cells and mineral deposition. Similarly to how SHG was measured in sec-
tion 3.3.1, collagen was quantified in the control (Figure 3.10a) and organoids
cultured in osteogenic media (Figure 3.10b). Here we see a difference in the
amount of collagen deposited by the cells over 28 days, and SHG collagen quan-
tification across eight of each condition showed that the difference is significant
(Figure 3.10c).
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Figure 3.10: At a depth of approximately 30µm the autofluo-
rescence (red) from the matrigel seems to hold up the collagen
deposits revealed by SHG (blue; a,b) regardless of whether the
MSCs were undifferentiated (a), or differentiated (b). Quantifi-
cation of the collagen shows a significant difference in collagen
deposition (c). Scale bar is 25µm.

Imaging at the surface, or relatively shallow depths (circa 30µm) required
approximately5mW of average power but to image through the entire organoid,
the average excitation power was increased to approximately 150mW at depths
exceeding 200µm. At these depths, the scattering medium becomes disruptive
and the electromagnetic wavefront is distorted so that image quality is greatly
reduced, but the visible effect is that lower autofluorescence and SHG is emitted
(Figure 3.11 a,b)
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Figure 3.11: Imaging the matrigel and MSC organoids at the sur-
face (a) shows high emitted autofluorescence (red) and SHG
(blue), but as the depth increases to approximately 150µm,
both imaging modalities become less effective as emitted light
is reduced (b). Color calibration bar for the autofluorescence
(red) channel applies to both images a and b. Scale bar is 10µm.

46 While longer wavelengths
provide improved pene-
tration, the SHG signal is
reduced as the wavelength
increases as the hyperpolar-
izability tensor decreases
[9, 132]

3.4 Discussion
Multiphoton imaging is a reliable modality that provides high specificity and
intrinsic optical sectioning. When samples are thin, we are able to easily see
specific markers such as those inside 10µm tissue sections where macrophages
and FAPs have been labeled. SHG, is an energy preserving non-linear coher-
ent process that enables label-free imaging of collagen, and provides a means of
quantifying collagen and when combined with 2-photon imaging can be used
to characterize tissues under various conditions.46 As thicker samples are inves-
tigated, depending on the nature of the tissue, the turbid nature of the medium
degrades the PSF so that the flux density and resulting emitted fluorescence is
reduced. In the following chapter a method of recovering the imaging quality
through turbid media is discussed.
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47 Ballistic photons are those
that propagate through a
medium without scattering.
The range of these photons
depends on the wavelength
and the scattering medium.
48 Depths described within
this plot can be measured
from various points, as the
focal volume generates SHG
signal as the surface enters
the focal volume but is not
completely within the focus.

Chapter 4

Scatter Correction

”A little concise is better than a lot
scattered.”

— Kamaran Ihsan Salih

4.1 Introduction
Imaging presented thus far has not shown much degradation as a result of aber-
rations, whether they are induced by the system (optical path) or by the sample.
We did see in section 3.3.4 that through approximately 200µm of matrigel scaf-
fold and mineral deposits by MSCs cultured in osteogenic media, the PSF qual-
ity at lower power is reduced, and impacts the resulting image quality. While
multi-photon microscopy has been applied in biological tissue [133], osteogenic
processes have not been fully investigated in thick living bone tissue. Investiga-
tion of these osteogenic processes in pathologies such as osteogenesis imperfecta
(OI), and hypophosphatasia (HPP), could unlock treatments for those inflicted
by these diseases. These processes have not been observed at depth within thick
bone into the deep marrow, so an understanding of the aberrations within such
an environment is necessary. While increasing the wavelength of the excitation
light provides a degree of improvement in depth of penetration, they remain
subject to scattering effects beyond the ballistic range.47 The effect of scattering
on the SHG PSF intensity through bone tissue can be seen in figure 4.148, where
a peak in intensity is reached, but rapidly degrades as the scattering nature of
the opaque tissue overwhelms the PSF. To overcome this degradation of the
PSF by enlargement and poor formation, the instantaneous excitation power
can be increased to a point [134], but aberration correction can be useful when
power has been maximized.
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Figure 4.1: SHG signal measured by a PMT shows a peak fol-
lowed by rapid decrease in signal collected.

Low order tissue aberrations, such as spherical aberrations have been well
studied and can be effectively modeled and corrected [135], but sample-induced
aberrations caused by the complex structure of tissue can vary dramatically even
within similar tissue and require correction [70]. As discussed in section 1.6,
lower order aberrations can be corrected by means of electro-optical devices such
as deformable mirrors (DM), which feature relatively low spatial frequency, able
to correct a number of Zernike modes limited by the device [136]. Following a
sensorless approach, using the SHG PSF as a guide, the system presented in sec-
tion 3.2 was modified to correct the sample aberrations [123]. Such approaches,
using DMs have been shown to achieve good results in correcting aberrations in
homogenous tissues, such as drosophila brain [137], zebrafish [78], and mouse
brain [138], however, in highly scattering media such as bone, the number of
scattered modes is much larger than the number of degrees of freedom of the
DM and the correction becomes less effective [139]. Devices with a high number
of degrees of freedom do exist, such as spatial light modulators (SLM), which
are electro-optical devices capable of manipulating the intensity, phase, or po-
larization of light in a spatially varying manner. While the pseudo-continuous
nature of SLMs enables efficient phase modulation, the drawback is the update
or refresh rate, up to 1kHz in the latest devices. These devices have been shown
to achieve reasonable convergence times [91, 140] when applied in continuous
phase modulation [80], polarization modulation [81], and binary modulation
[82, 83], but in the case of living biological samples, the persistence time of aber-
rations can be as low as milliseconds [94, 95]. This means that effective and
up-to-date corrections of the higher order aberrations require rapid implemen-
tation. While SLMs have been used broadly in projectors, they have steadily
been replaced by digital micromirror devices (DMD) which boast update rates
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49 Micromirrors in the de-
vice that we have integrated
have a diameter of 16µm.

50 Here the two example
values are split into two
at the half and the front
half of the first number
concatenated with the back
half of the second number.

of up to 32kHz and hold potential for applications that have relied on SLMs in
the past, but have been anticipating faster devices. While much faster, and com-
prising hundreds of thousands of micromirrors49 (a high number of degrees of
freedom), the drawback of DMDs is that without complex off-axis holography,
they are suitable for amplitude modulation [80]. Therefore, DMDs are most
often used to manipulate the wavefront by switching on only segments (pixels)
that constructively contribute light to the focus, known as binary amplitude
modulation [88]. Due to the high speed and degrees of freedom, it was decided
to implement a binary amplitude high order aberration correction setup using
a DMD in addition to the DM implemented to correct low order aberrations.

Binary amplitude search techniques are required to find the optimal pat-
tern that maximizes the resulting PSF. Search heuristics are abundant, and
methods such as sequential [80], parallel [92], machine learning [137, 141], ge-
netic algorithm [87] have been demonstrated to yield effective enhancement
in simulations [82], and so have potential for use in dynamic living biological
tissues.

4.2 Genetic Algorithm
Genetic algorithms are inspired by nature, incorporating the principles of ge-
netic evolution to explore a given search space for an optimal solution and are
best suited to problems where the solution can be constructed by perceived
genes. In the case of binary modulation using a DMD, each pixel represents a
gene, with two mutation options, on or off. When the state of all DMD pixels
is "flattened" to a single sequence of binary levels, for example 101000110110
and 011101000101, crossover between two sequences can be executed and the
result, for example 101000000101,50 evaluated. This evaluation of new gen-
erations is where the power of the algorithm lies, as some metric is utilized to
decide which patterns among a group of individuals are the top performers and
most suitable for subsequent breeding and evaluations.

Detail regarding the implementation of this genetic algorithm are based on
those presented in [82, 87, 142] and illustrated in figure 4.2 and described here
in full. As mentioned, a fixed number N of random binary sequences (patterns)
represented by 1-dimensional arrays are introduced. Each of these individual
patterns consists of S segments (pixels), each represented by pj which is set to 1

(on) or 0 (off ). Each pattern is then projected to the DMD, and the resulting
PSF measured, and the list of individuals ranked according to a fitness metric,
in our case, the measured intensity.
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New generations are then created by selecting the top N
2

ranked patterns,
propagated directly to the new generation, but also used to produce the remain-
ing N

2
patterns bu means of mutation and crossover, the two halves forming

the new generation G. Mutation is executed according to a predefined rate R,
defined as: R = (R0 −Rend) · exp(−n

λ
) +Rend where R0 is the initial muta-

tion rate, Rend, the final mutation rate, n is the generation index, and λ is the
decay factor [87]. Crossover is implemented by splitting genes and joining the
components with appropriate components of other high performing patterns.
This can be achieved using a random or fixed point for the split. To ensure that
the algorithm does not simply act as an aperture, a limit is placed on the number
of on pixels permitted for each individual, specified as 52.5%. This restriction
acts as another layer of mutation, possibly disrupting well-established patterns
and delaying convergence. These newly generated patterns are projected onto
the DMD and the resulting PSFs measured once again, and the algorithm re-
peats these steps until a fixed number of generations have been generated and
evaluated.

Figure 4.2: A description of the steps executed during the ge-
netic algorithm, where a patterns are generated, evaluated, mu-
tated and crossed-over, with new generations being evaluated
until a number of iterations have been completed.

Optimization of the genetic algorithm’s parameters is achieved by trial and
error, as there are no existing ideal parameters for specific scenarios, but rather
best practices to follow. This trial and error is necessary for specific scenarios
where gene length or shape contributes to the evaluation metric differently.
Our solution vectorizes the individual patterns, but when the pattern is ar-
ranged appropriately for projection onto the DMD, certain mutations and gene
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51 Convergence here was
defined as the euclidean dis-
tance between the current
generation and the target
not changing positively
for more than a specified
number of generations.

crossovers might be overly impactful. Another factor that could cause variation
among scenarios is the gain of the photon collection device, altering the SNR
variability between measurements. As such, to evaluate the performance of
the algorithm according to known array sizes (based on the number of pixels,
or segments to be projected onto the DMD) simulations were run comparing
pattern lengths (essentially the number of degrees of freedom), the mutation
rates (including R0 and Rend and non-exponential decay) and recording the re-
sults. Thousands of each scenario were simulated and the results are presented
in figure 4.3.

Figure 4.3: Results of genetic algorithm simulations show that
when time to convergence is considered, no exponential muta-
tion decay rate results in faster convergence (a,b), and that when
no exponential decay is implemented, there is not a large differ-
ence between a fixed and random crossover. When the accuracy
of the optimized solution is considered, the exponential decay
rate is best, and in this case a random crossover outperforms the
fixed crossover (c,d).

Simulations were run using a random binary array (with lengths 373, 1436,
and 5785) as the target, and the evaluation metric the euclidean distance of
the individual arrays to the target. Simulation results in figure 4.3a and b show
the significant difference in applying an exponential decay rate λ to the search,
where convergence51 was reached more rapidly when no exponential decay is
applied (figure 4.3a,b). When an exponential mutation decay rate is applied
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52 An example exponential
decay is shown here, across
200 generations where
R0 = 0.01, Rend =

0.0025, and λ = 25.

.

(figure 4.3b), convergence requires many more generations, but ultimately the
accuracy is much improved (figure 4.3d). Without an exponential decay, the
mutation rate remains constant (for instance, in figure 4.3a, the mutation rate
R0 is 0.0125 and the end rate Rend is also 0.0125), and so optimization reaches
a point where too many changes are being made in each generation (figure 4.3c)
[143]. Deciding to run an optimization without an exponential decay would
be to decide that the optimal solution is less important than a rapid conver-
gence. Here, the options were a fixed position crossover (various positions were
simulated) and a random crossover position. Without an exponential decay,
the difference between a fixed position and a random position crossover did
not show much difference in the number of generations to convergence (fig-
ure 4.3a), but when the exponential decay is included, the random crossover is
quicker (figure 4.3b). Similarly, the accuracy in both cases of mutation decay
rate is improved when the crossover position is randomized (figure 4.3c,d).

By considering these results, particularly in terms of the accuracy, an expo-
nential decay rate is implemented in all subsequent results, along with a ran-
dom crossover position. While the values of λ cannot be transposed to other
implementations of genetic algorithm, the general shape of the exponential is
maintained across subsequent experiments, with the number of generations,
R0, Rend, and λ contributing to the shape of the plot.52

Evaluation of any optimization technique used in a scatter correction is
important to be able to measure the quality of the correction. Vellekoop and
Mosk [84] proposed an evaluation metric η (essentially given by

Ioptimized
Ireference

), im-
plemented by [82, 84], given in full as:

η =
Iak

1
N

∑
m

Ibm
(4.1)

where the intensity of the mth pixel is given by I m, the kth pixel is the spot
intensity, and a and b refer to the image after (a) and before (b) correction. In
the case of before, the initial pattern is set to 50% segments on, and in the after
state, the number of on segments is limited to 52.5%. Subsequent experiments,
with resulting optimized DMD patterns are quantified by means of this η value.

For experimental implementation of the GA in both transmission and epi-
detection setups, each pattern is comprised of a number of DMD pixels ar-
ranged in a circle that is aligned with the incident elliptical excitation beam.
The diameter of this active area remains constant (across 512 DMD micromir-
rors) while the degrees of freedom vary from low, set to a total of 373 segments
each comprised of 24×24 DMD pixels, medium (1436; 12×12 super pixels),
and high (5785; 6×6 super pixels). The strict limit on the number of segments
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53 The 350 mentioned
here, is applicable to the
results in this section which
are presented across 350
generations.

was set to 196 of 373 segments to limit the optimization from significantly
exceeding 50% on segments.

4.3 Transmission Geometry
An initial evaluation of the Genetic Algorithm, applied using binary wavefront
modulation and a DMD, was performed in a transmission geometry setup,
which has been widely used in scatter correction implementations [80, 83, 144].
A transmission geometry propagates light through an objective lens, and then
collects the light through a condenser lens opposite it. As such, transmission
geometry is not suited for imaging thick samples, but for the purpose of verify-
ing our optimization implementation with the DMD, transmission geometry
is suitable.

Iterating through a fixed number of generations of the GA as described
above, parameters set to R0 = 0.01, Rend = 0.0025, and a decay rate of λ = 50

were found to return enhancement that matched those found in the literature.
It is important to note that calculations of the mutation ratio and decay depend
on the number of generations, and should the number of generations be ad-
justed, the value ofλ should be selected to match the slope given by these values
across 350 generations,53 similar to those presented in [82] and [145].

Comparing three pattern sizes, each with a different number of controlled
segments, shows results that match current literature, with the measured en-
hancement being proportional to S (number of segments). This enhancement
is guided by the theoretical maximum achievable enhancement in binary wave-
front modulation of η = N

2π
[82]. Source light was 780nm from the Coherent

laser reflected off the DMD (ALP4.3; V3495, Vialux) and filtered by an iris in
the Fourier plane, as per [88] and then passed through a 10× air objective lens
(Plan Fluor 10×/0.30, Nikon). From here, the light is scattered by a ground
glass diffuser (DG10 − 120−MD, Thorlabs) and then collected by a 20× air
objective lens (Plan Fluor 20×/0.45, Nikon) and captured on an sCMOS cam-
era (Zyla 4.2, Andor, Oxford Instruments). The lenses, diffusor, and camera
were all mounted on a cage rod set up to secure the alignment of the critical
components.

The results of our work can be seen in Figure 4.4, and Table 4.1 summarizes
the imaging conditions applicable to each case. Figure 4.4b shows the corrected
spot when employing 5785 segments (each in turn grouping 36 (6×6) mirrors
of the DMD), where 4.4a shows the initial speckle light where no clear PSF is
visible. Figure 4.4c shows a horizontal profile through the spot from 4.4a and
4.4b showing the improvement in captured intensity. Repeating these results
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for the remaining cases of 373 and 1436 segments Figure 4.4d confirms that
the enhancement is dependent on the number of active segments. In the case
of 5785 segments, the GA reaches convergence before 500 generations (not
displayed in 4.4d), but the average resulting η is 197.

Table 4.1: Imaging conditions of each DMD pattern configuration

Segment count Configuration Enhancement, η

Segment size Exposure time (ms)

373 24×24 20 21.1
1436 12×12 10 75.8
5785 6×6 4 197

Figure 4.4: (a) The initial random DMD pattern and resulting
image after the glass diffuser shows a highly distorted unclear
PSF and (b) the corrected DMD pattern with the resulting PSF
(note the different calibration). (c) A cross section of the image
from (a) and (b) showing significant improvement, which is
recorded as part of (d) revealing that more degrees of freedom
leads to more enhancement.

These results show that the implementation of a genetic algorithm in con-
junction with the optical placement of the DMD works as expected. When
directly comparing the results of this configuration against those presented in
literature (Figure 4.5) [82, 83, 146, 147], we find that our implementation is
working and suitable for epidetection implementation.

68



Figure 4.5: Enhancement metric presented on a log-log plot
compares well to previously presented methods in [82, 83, 146,
147]. Experimental data resulted in η = 21.1 for373 segments, η
= 75.8 using 1436 segments, and η = 197 using 5785 segments.

4.4 Phantom Samples
As the goal is improvement of image quality at depth within bone tissue, the
transmission geometry setup is not suitable and was replaced by an epi-detection
configuration. This updated version of the custom microscope engages a Ti:Sapphire
laser (Chameleon Ultra II, Coherent) for excitation in the wavelength range
680nm - 1080nm, and is illustrated in Figure 4.6. Output from the source
laser is modulated using a Pockels cell (350−105, Conoptics) and immediately
thereafter, a pinhole is used to improve the Gaussian properties of the beam.
The beam is expanded to utilize approximately 30% of the DMD (ALP-4.3
(V4395), ViALUX) active array surface, within the 10.5mm height limit of the
active array. A resonant-galvanometer scanner (MDR-R, Sutter Instrument)
allows for scanned imaging, and finally, a 60× water immersion objective lens
(LUMFLN60XW, Olympus) focuses the light onto the sample. To measure
and optimize the DMD pattern, the sample-emitted light is captured by the
sCMOS camera (Zyla 4.2, Andor, Oxford Instruments) through an appropri-
ate filter for the SHG guidestar (FF01 − 390 − 18, Semrock) when excited
at 780nm, by moving the dichroic mirror DiM1 to its appropriate position.
Capturing an image of the sample over a wider field of view, DiM1 is moved
to reflect emitted light to be collected by the photon multiplier tubes (PMTs)
(H10770 − 40, Hamamatsu Photonics K.K.), using trans-impedance ampli-
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54 Chroma Technology do
not specify the spectrum of
excitation of emission of this
product.

fiers (59 − 179, Edmund Optics), and scanimage [119] controls the resonant
scanner and FPGA (PXIe-7975R and NI5734, National Instruments). To cap-
ture images of GFP in the murine samples, an appropriate optical bandpass
filter was used (FF01− 457/50, Semrock). The sCMOS camera and DMD are
controlled by a custom LabVIEW (National Instruments) program. All the epi-
detection experiments conducted included lower-order adaptive optics, with
the system correction turned on, as per previous adaptive optics work within
the group [123].

Figure 4.6: Schematic diagram of the microscope system. The
DMD, imaged onto the back of the objective lens, is comprised
of micromirrors (13.68µm diameter) tilting at +12◦ or -12◦. A
diffraction grating (DG) compensates for dispersion generated
by the surface of the DMD. The distances and angles presented
in this figure are not representative of those implemented in
practice.

Phantom samples used in experiments to show the applicability of the epi-
detection geometry and DMD correction are 3-fold. Firstly, extended fluo-
rescent plastic slides (92001, Chroma Technology), measuring at 1.2mm thick,
which provide bright 2-photon fluorescence emission54 at 585nm. Second, thin
fluorescent samples were prepared, which consisted of a microns thick layer of
Fluorescein-5-Maleimide sandwiched between a microscope slide and a cover-
slip. Finally, Potassium Titanyl Phosphate (KTP, with formula KTiOPO4) were
procured (KTP-403H, EKSMA Optics) with the idea that the SHG generated
by the KTP would be a reasonable phantom for SHG generated by the collagen
in bone tissue. Throughout the evaluation of phantom samples, translucent
tape (70005119527, 3M) was used as the diffuser, where the scattering length
was measured to be ℓs= 0.64, with an approximate thickness of 30µm. Various
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layers were then applied to the phantom samples between the objective lens and
the sample.

The thin fluorescent sample was evaluated under the conditions of one, and
three layers of tape. Figure 4.7a shows the measured relative enhancement of
each phantom sample when 373 segments were employed in the optimization
of the DMD pattern. Enhancement of the thin fluorescent sample is slightly
reduced when the additional two layers of tape are applied to the sample, in
both cases converging on an optimized solution after approximately 100 gener-
ations. Comparing enhancement measured using the thin fluorescent sample
to the extended fluorescent sample, through three layers of tape, we observed
an increased enhancement that converges at an η value of approximately six
after approximately 150 generations. This difference can be attributed to the
increased photon flux emitted by the extended sample due to a combination
of sample brightness and more of the sample being excited by the focal volume.
The enhancement measured in the KTP sample in figure 4.7a shows a similar
trend with additional improvement from generation 150− 300, before return-
ing to an enhancement value similar to that of the extended fluorescent sample.

Figure 4.7: Experimental enhancement, η, for the three phan-
tom samples, thin fluorescent, extended fluorescent, and ex-
tended KTP crystal under various diffusers, where373 (a), 1436
(b), and (c) 5785 segments were used during optimization.

Resulting enhancements in figure 4.7(a-c) match the expectation set in Fig-
ure 4.5, with increased enhancement correlated to increased degrees of freedom.
Similarly, the optimization convergence is delayed when more controllable de-
grees of freedom are available to the GA, which is best presented in Figure
4.7c, where the enhancement has not converged in any of the phantom samples.
While the gradient of each enhancement remains positive after 350 generations,
the time to run 350 generations with 20ms exposure time (and other overheads)
exceeds ten minutes, which becomes a significant translational drawback.
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We found that the role of initial intensity I0 (in our case, the first generation
average intensity) or the number of photons measured in the target region of
interest, is a restrictive factor in achieving consistent enhancement. Total signal
in a target region of interest consists of ballistic (unscattered) photons, sub-
diffuse photons [148] that are subjected to fewer scattering lengths, and fully
scattered photons. Sufficient ballistic and sub-diffuse photons are necessary as
a basis for the initial correction of the GA. May et. al. [149] showed that in
the specific case of a thin fluorescent sample, enhancement cannot be expected
when I0 is too low (< 10) but higher measurable enhancement is achieved
when I0 increases, and GA is most effective when I0 reaches or exceeds 1000.

In this work, where the phantom samples are obscured by three layers of
tape, photons experience approximately 4.5 scattering lengths, which we have
classified as sub-diffuse. As more layers are applied, we reduce the number of
ballistic photons, and thereby I0. The dependence of enhancement on I0 ac-
counts for the results such as Figure 4.7c where I0 is low and the segment count
is higher. In this case the enhancement is unconverged after350 generations, yet
maintains a positive gradient. The effect of reduced I0 can be corrected by set-
ting it to be equal across each experimental case, or by increasing the excitation
power.

When considering Figure 4.8c, f, i, and l, where 5785 segments were used in
the optimization, it becomes clear why the GA converges later when using more
segments. Each individual segment among the 5785 has a smaller impact on
the intensity (or other evaluation metric) in the target spot than the equivalent
individual segment among a total of 373. Where concentrated regions of on
segments yield the optimal intensity (or other evaluation metric), lower segment
counts reach the arrangement faster than in the case of more, smaller segment
configurations.

In the case of KTP crystal-based phantom samples, which emit primarily
forward SHG due to their phase matching properties [8] there are few backscat-
tered photons to collect, so the initial photon count in the optimization is lower
than the fluorescent case. Therefore with 5785 segments used, even with fewer
layers of translucent tape applied a much lower enhancement was achieved than
in fluorescent results, as per Figure 4.7c.

From results of each pattern presented in Figure 4.8, the correction patterns
appear to concentrate on segments in a specific region of the DMD. This is
indicative of a lower-order correction that may be the result of residual spherical
aberration during the refractive index change that occurs as the excitation light
enters the sample.
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Figure 4.8: Optimized patterns according to segment counts
for each of the various phantom samples evaluated. Optimized
patterns for the thin fluorescent sample, with 1 layer of translu-
cent tape as diffuser are shown in row1, where 373 (a), 1436 (b),
and5785 (c) segments are used. Optimized patterns for the thin
fluorescent sample, with 3 layers of translucent tape are shown
in row 2, where 373 (d), 1436 (e), and 5785 (f) segments were
used. Optimized patterns for the autofluorescent plastic slide
(extended sample) with 3 layers of translucent tape are shown
in row 3, where 373 (g), 1436 (h), and 5785 (i) segments were
used. Optimized patterns for the mounted KTP crystal with 1
layer of translucent tape, where 373 (j), 1436 (k), and 5785 (l)
segments were used.
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4.5 High-frequency Wavefront Correction in Bi-
ological Samples

Using a label-free approach to imaging within the bone, we use the intrinsic
SHG signal generated by the collagen in bone tissue. Légaré et al.[33] showed
that the fraction of backscattered SHG light that reaches the surface of a thick
tendon tissue is approximately 21%. The measured F /B (Forward/Backward)
ratio of SHG in that thick sample was approximately 4, so it can be deduced that
approximately half of the emitted SHG at the surface is backward generated,
and the other half is back-scattered [33]. Similar ratios can be expected in bone
samples which are comprised of similar collagen arrangements. During opti-
mization, segments in the DMD mask that "switch on" photons that contribute
to a stronger focus would be favored over segments that correct epi-directed pho-
tons. Latent lower-order corrections could be favored during optimization and
although scattering is strong, the prevalence of lower-order aberrations, such as
spherical aberration, would still require compensation.

For biological examination of the scatter correction, a freshly excised, fifteen-
week-old PhAM floxed (photo-activatable mitochondria) skull sample (#018385,
The Jackson Laboratory) was fixed in 4% paraformaldehyde (PFA) and 96%

phosphate-buffered saline (PBS) for 48 hours and then mounted in a Petri dish
using a PDMS elastomer (Sylgard 184, Dow Corning). IACUC was strictly
adhered to in treatment of animal samples. A manual 3-axis stage was used to
prevent spurious movement during the correction and point-scan imaging.

Illumination of the sample with 780nm at approximately 300mW and a
depth of∼140µm (well past the mean free distance for adult mouse bone tissue
of ∼45µm [137]) provides sufficient photons for the optimization to improve.
The result was a correction time of approximately 15 minutes for a population
size of 100 across 50 generations, 120ms integration time, and overhead latency
of approximately 2.5 minutes to record 373 segment individuals within the
population for each generation. Figure 4.9d shows the low signal in the average
image of the initial generation, with the uncorrected mask projected onto the
DMD in 4.9b. The enhancement over 50 generations can be seen in figure 4.9a,
with the average image of the SHG spot in the bone in 4.9e, and the corrected
DMD mask in 4.9c. The optimized mask in 4.9c indicates lower-order aberra-
tion correction, which could be due to spherical aberration which is commonly
present due to the shape of the skull. Low persistence times are associated with
living tissue [149–151], and while correction in an excised skull would not suf-
fer from such low persistence times, achieving apparent convergence within
50 generations is appealing for translation of the technique to living bone by
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reducing the duration of optimization. The difference in the intensity profiles
of 4.9d and 4.9e indicates a significant increase in the SHG spot in the bone
after correction.

Figure 4.9: Scatter correction implemented at a depth of
∼50µm with calculated enhancement in (a), the result of un-
corrected DMD pattern, generation 1 (b) and corrected DMD
pattern, generation 50 (c). The first generation results in an im-
age shown in (d) and the corrected pattern in an image as per
(e), population size = 100. The improvement in the corrected
versus initial spot intensity is shown in (f) (cross section from
top-left to bottom-left.

Resulting optimized DMD patterns were then projected to the DMD for
use in the point-scanning implementation where both GFP and SHG channels
are observed simultaneously.

Images collected at a depth of 140µm, through the whole skull bone, using
both uncorrected and corrected DMD patterns illustrate the increased contrast
in both GFP and SHG channels (figure 4.10) when using the optimized pattern.
At this depth, imaging the bone marrow in a 15-week-old mouse, the collagen
no longer resembles the condensed formation of bone with lacunae, but fibrillar
features are more prevalent. The Green fluorescent protein (GFP) present in
the mitochondria of the murine sample (figure 4.10b,d) are imaged separately
from the SHG in bone and other collagen-based tissues (figure 4.10c,e).

Applying the uncorrected DMD pattern results in low intensity in the GFP
(Figure 4.10b) channel and few visible spots of mitochondria, but application
of the corrected DMD pattern returns increased intensity (Figure 4.10d). A
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Figure 4.10: At a depth of ∼ 140µm, the bone marrow is im-
aged, and clear punctate mitochondria are visible after correc-
tion (a). The corrected DMD pattern is inset in (a), 52.21%
segments "on". Application of the uncorrected DMD pattern
yields low signal in both the GFP (b) and SHG (c) channels. Af-
ter correction, the GFP channel (d) shows mitochondria that
were not visible using the uncorrected DMD pattern. The im-
provement in SHG when applying the corrected DMD pattern
is clear in (e). Fourier Ring Correlation shows an increase in
spatial resolution of 905nm in GFP (h), and 688nm in SHG (i).
Scale bar is 10µm.

cross section of the identified line shows a 2-fold increase in intensity with new
peaks indicating previously undiscerned mitochondria (Figure 4.11a). From the
center of the correction, the effective mean contrast improvement is reduced to
80% outside a radius of 400 pixels.

The SHG visible when the uncorrected DMD pattern is applied presents
few features of interest (Figure 4.10c), as opposed to the individual fibers re-
vealed when applying the corrected DMD pattern (Figure 4.10e). The cross
section at the blue line in figure 4.10c shows increased intensity by a factor ex-
ceeding 2, but clearly more individually discernible fibers (Figure 4.10b).

Measurement of image resolution was carried out using the Fourier Ring
Correlation (FRC) BIOP Plugin for ImageJ [152] presented in [153] which re-
quires two input images to calculate the FRC. The smoothed FRC outputs
for each image were isolated and presented in figure 4.10c, d. We found that
the spatial frequency in the image of the GFP increased by 905nm, while the
increase in spatial frequency within the SHG images was 688nm.
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Figure 4.11: Cross sections from 4.10b,c show intensity improve-
ments in GFP more than 2-fold (a) and within SHG more than
3-fold (b), with the improvement in FRC also showing improve-
ments in GFP (58.5%)(c) and SHG (65.5%) (d).

Collagen contains fine fibrillar structures that interconnect, filling the spaces
between osteocytes, while the punctate nature of the mitochondria within the
cells leads to the expectation of improved spatial resolution for both channels.
Scanned images using the corrected DMD mask allow us to more easily identify
the mitochondria and other tissues, enabling more studies of mitochondrial
metabolism in deep tissue, and tissue structural organization, as in our previous
investigations [154, 155].

4.5.1 Normalized Power Confirmation
To confirm that initial DMD patterns are directly comparable to switching each
of the DMD segments on, while halving the power, we provide raster scanned
images of an ex vivo murine skull bone using various patterns projected onto
the DMD at a depth of ∼90µm. When an uncorrected pattern is projected,
the resulting image is very similar to the image captured when all of the DMD
segments are on, but the power is matched to the case in which half of the
segments are used (Figure 4.12a-b), in this case 140mW, and 70mW. When the
optimized pattern is introduced, the resulting intensity is significantly increased
(Figure 4.12c). In cross sectional analysis of the GFP (Figure 4.12d), we see how
similar the intensity of the initial and "all on" cases are, which is also the case in
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the SHG examination (Figure 4.12e). This confirms that comparing the DMD
patter in this way is meaningful.

Figure 4.12: Comparing the scanned image when an uncor-
rected DMD pattern (a) and where all of the DMD segments
are used, but the input power is halved (b) shows how reduc-
ing the power by half matches reducing the segment sparsity by
half. When the optimized pattern is applied (c), the intensity is
significantly increased. A cross section at the green line in the
GFP channel shows that the initial and "all on" cases are very
similar, but the corrected image shows a near 7-fold increase (d).
Similarly, the SHG cross section at the blue line shows an inten-
sity increase of nearly 7. Scale bar is 10µm.

4.6 In Vivo Scatter Correction Dynamic Imag-
ing

To study the underlying mechanisms of bone pathologies, imaging within bone
at depths relevant to osteogenesis is required. Locating bone marrow cavities
within the murine skull requires excitation power exceeding 200mW to pene-
trate beyond80µm where we empirically find such cavities more regularly. Such
cavities are expected to reveal how osteocytes, osteoblasts and osteoclast inter-
act with the bone front. By imaging within such bone marrow cavities inside
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55 As per IACUC proce-
dures using 4% isoflurane
to initially anesthetize the
mouse and maintain anes-
thetization using approxi-
mately 1.5% isoflurane in
air.

the bone of PhAm-floxed mice which express GFP in their mitochondria, we
envision elucidation of these interactions in living tissue.

Following the procedures described in prior experimentation, including a
living sample required additional support for the sample to avoid untenable
movement by the sample. To this end, a head-bar which connects the stable
automated stage to the mouse skull was introduced after the murine skull was
exposed (Figure D.2). 55

Imaging of a bone marrow cavity at a depth of approximately 115µm re-
vealed some dim mitochondria (figure 4.13a) where an uncorrected DMD pat-
tern was projected onto the DMD active area. After correction, numerous cells
are visible due to the mitochondria within cell organelles (figure 4.13b) where
larger cells can be distinguished from more punctate mitochondria within the
marrow.

Figure 4.13: Ar a depth of approximately 115µm, some dim mi-
tochondria are visible (a), and after correction numerous newly
visible organelles are clearly visible along with brighter collagen
(b). Scale bar is 50µm.

Intensity improvement in the GFP channel shows a significant improve-
ment by a factor of 8 (figure 4.14a), and of 7 in the SHG (figure 4.14b). Fre-
quency information within the image is improved by 62.5% (figure 4.14c) in
GFP and 38.2% in SHG (figure 4.14d). Collagen visible in this region shows
the separation of two cavities by a channel and is not expected to reveal much
mitochondria except within the osteocytes fixed within the extra-cellular matrix
forming the mineralized bone.

These improvements in intensity and spatial frequency allow for identifica-
tion of individual cells associated with mitochondrial organelles, moving within
the marrow cavity over time. We recorded a 34-minute time lapse of the region
(Supplementary Video1; Registration using SIFT [156]) and several cells moving
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Figure 4.14: Cross sections of the images in 4.13 show an 8-fold
increase in GFP intensity (a), and a7-fold increase in SHG signal
(b). Spatial frequency as measured by FRC reveal an improve-
ment of 62.5% in GFP and of 38.2% in SHG.

through the channel between two cavities are identified and tracked. Within
the cavity, some cells are visible throughout the recording (Figure 4.15a-f; cell
1), moving more rapidly across the cavity than other cells (e.g. Figure 4.15b;
cell 2) which are visible for long periods of time, but movement is restricted
to the passage between the cavities. A standard deviation projection identifies
regions in the field of view where the most movement occurs (Figure 4.15g). In
the bottom right (cell 4) is initially stationary but moves more quickly after 25
minutes. Over the 34 minutes, the fluorescence intensity appears consistent,
and the entire imaging session of approximately four hours saw no discernible
decrease in signal - suggesting minimal photobleaching and long-term validity
of the scattering correction in living bone. As the bone tissue within the skull
is relatively static and the correction duration is in the range of 12 minutes, the
optimized pattern is well conditioned for long-term aberrations, averaging out
the short-term aberrations, and providing an image enhancement for longer
than in some other tissues. For example rapid decorrelation has been found
in the brain to occur in under 100ms [151], and in lymph nodes longer than
10 minutes [94]. In the bone we do find that photobleaching does eventually
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occur, which can be limited by properly tuning parameters of the illumination
[157, 158].

Observation of this region over time (34 minutes) revealed a number of
moving cells interacting with regions of the marrow, often slowing for a few
minutes before again moving through the cavity (Figure 4.15a-f). Minimal move-
ment over the 34 minutes is artificially removed by the linear stack alignment
tool bundled with Image-J [156] after a low sigma (1.0 for each of X, Y, and Z)
3D Gaussian blur to increase the likelihood of automatic identification of cells.

Figure 4.15: Cells identified by organelles containing visible mi-
tochondria reveal movement over the half-hour period within
the cavity, moving through (a)-(f). The standard deviation pro-
jection reveals that many cells churn without changing their
position dramatically (g). Scale bar is 50µm.

With such improvement of GFP intensity using the intrinsically available
SHG as guidestar, study of mitochondrial dynamics and their role in osteopatholo-
gies such as hypophosphatasia and osteogenesis imperfecta is enabled, but at
the cost of correction durations exceeding ten minutes. Alternative approaches
to reduce the correction times include methods such as F-SHARP [71], which
effectively decouples the speed of the measurement from the speed of the mod-
ulating component (such as SLM or DMD), but the compensatory pattern can-
not be applied until the measurement is completed, similar to IMPACT [94].
Increasing the speed by creating a common path interferometric version of F-
SHARP with immediate updates, in a technique called DASH [149], results in
even faster correction with excellent enhancement at depth. These state-of-the-
art techniques have been shown to rapidly correct scattering in brain tissue, at
depths of 600-900µm in 2-photon configurations. This is equivalent to imag-
ing through 4-6 scattering lengths [159], which is approximately 1.33× deeper
than what we achieved (most images presented were at a depth of 125µm inside
bone which is approximately 3 scattering lengths). Direct comparison of scatter
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56 Apparent convergence
was reached after less than 4

minutes.

correction inside bone tissue is not feasible, as these techniques are most used
in neurological investigations where a clearing agent is used or a craniotomy
performed to simplify imaging.

4.7 Single Pixel Collection
While the method outlined has shown excellent results in bone tissue, which
is relatively static in the time span of hours, interest in correcting tissue with
highly dynamic characteristics requires a shorter correction time. Implement-
ing the genetic algorithm approach on the DMD, but simply replacing the high
resolution sCMOS camera by a single pixel PMT should result in faster cor-
rections, but perhaps at the cost of effective scatter correction. Usage of the
sCMOS camera in sections 4.5 and 4.6 requires exposure times ranging from
90 to 150ms for evaluation of each individual within a population. This is
necessary to collect sufficient photons and elevate the acquired signal beyond
the noise floor so that a PSF becomes visible and scatter correction durations
extend from 9 to 15 minutes for 50 generations (Figure 4.16a). Replacing the
camera by a PMT and reducing the exposure time to 100 or 10ms (and poten-
tially even 1ms) for evaluation of each individual reduces the scatter correction
time to below 2 minutes. Similar approaches [160] use random DMD patterns
and evaluate each one, building up an average optimized pattern based on the
performance of each pixel across the evaluated sets of patterns. By using a PMT
to evaluate each pattern within the GA, more control over the search is possible
than by a random search. However, without the multi-pixel images for each
evaluation when using the sCMOS camera, the η metric cannot be applied,
and a simple factor of intensity (current generated by the PMT) improvement
is used to measure the intensity of the image generated by the optimized pattern
against the initial generation.

Where the correction within an ex vivo sample using the sCMOS camera
took nearly 15 minutes (Figure 4.16a) and achieved an enhancement of 1.9
across 50 generations, using a PMT with an exposure time 100ms reduced the
correction time to under 9 minutes 56 (Figure 4.16b) and increased the intensity
by a factor close to 2.2. Further reducing the exposure time to 10ms resulted
in noisier measurements, bu the average intensity of each generation shows an
increase in intensity of 1.75× in less than 90 seconds for 50 generations (Figure
4.16c).
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Figure 4.16: Raw and averaged intensities during the scatter cor-
rection within murine skull samples using SHG as the guidestar
and a PMT as the detector. Long integration times of 100ms
per individual result in smooth measurements (a), while shorter
integration times of 10ms result in more stochastic intensity
measurements (b).

As PMT gain is an important factor in the measurements of intensity, an
investigation into the effect of gain on the resulting correction was conducted.
Gain of a PMT also increases the noise floor, so that contribution of stray pho-
tons and dark current require longer exposure times to elevate the relevant signal
beyond the background. A number of scatter corrections with exposure time
set to 10ms were executed and the equalized intensity improvements plotted to
show that enhancement was not affected by the gain (Figure 4.17).

Figure 4.17: Normalized intensity increase shows that increases
in PMT gain do not play a significant role in the scatter correc-
tion.

Implementation of this method into the existing LabVIEW code required
a separate application where voltage from the DAQ attached to the output of
the trans-impedance amplifier is input to the GA as the primary evaluation
metric. Otherwise, the methods are similar, and an optimized pattern from the
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GA is applied to the DMD while point-scanned imaging is conducted. Within
an ex vivo murine skull, a region with the bone at a depth of approximately
120µm was identified and after correction, the scanned image shows increased
intensity and SHG (Figure 4.18a), where an uncorrected pattern is applied, the
intensity is low and the GFP labeled cell is dimly visible (Figure 4.18b), but after
correction, the cell is clear (Figure 4.18c) and the peak intensity is increased by
1.5 (Figure 4.18d), while the spatial frequency is improved by 48.4% (Figure
4.18e). While collagen is visible when the uncorrected DMD pattern is applied
(Figure 4.18f), the intensity is increased and more contrast is visible when the
optimized pattern is applied (Figure 4.18g). At the indicated line, the cross
section reveals an increased intensity of1.5× (Figure 4.18h) and an improvement
of 41.9% (Figure 4.18i).

Figure 4.18: At a depth of approximately 120µm the scanned
composite image reveals a GFP labeled cell, with the corrected
pattern inset (a). The scanned image of GFP without correc-
tion shows fewer visible punctate mitochondria (b) but after
correction the intensity is improved (c) by a factor of 1.5 at the
indicated cross section (d) and spatial frequency is improved by
48.4% (e). Application of an uncorrected DMD pattern results
in an SHG image where little SHG is visible (f), but the inten-
sity is increased after correction (g) by a factor of 1.5 (h) and
spatial frequency by 41.9% (i). Exposure time was set to 10ms
per individual for a total exposure time of 90 seconds. Scale bar
is 10µm.
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While the overall intensity increased when using the single-pixel camera, the
improvement is lower than the increase when using the sCMOS camera, but
another difference is visible. The optimized pattern when using the sCMOS
camera appears to have a larger continuous area, while the resulting pattern
when using a PMT appears to bear more resemblance to a random pattern
generated during the initial generations of the correction. As a result of this ob-
servation, other aspects of the pattern were investigated to understand the effect
of pattern sparsity among other pattern characteristics on effective correction.

What appears to be an apparent difference in the optimized patterns be-
tween the two methods is the nature of the patterns. Beginning from an un-
corrected pattern (Figure 4.19a), which appears to be random, the resulting
optimized pattern when using the PMT as collection device (Figure 4.19b) ap-
pears to be as random as the initial pattern but the optimized output from the
CMOS camera correction appears more structured (Figure 4.19c). With the
restriction on patterns to not exceed ∼50% on segments, we can see that the
PMT-based pattern is pushing against this restriction, while the other patterns
did not trigger the restriction (if triggered, the restriction will reduce the total
number of on segments to exactly 195 of 373.) This could indicate that during
the optimization, the PMT-based solution seeks to switch more segments on,
as if to open an aperture, while also incorporating more segments that increase
intensity that others. This may not be the case for the CMOS-based optimized
solution which appears to aggregate on segments in a region of the pattern, but
does not exceed ∼50% on segments. Variation in patterns can measured by the
Hamming distance, which indicates the minimum number of changes required
to turn one binary pattern into another [146, 161]. The distance between the
two optimized solutions is 178, which is less than the distance between the un-
corrected pattern and either solution but is so large as to indicate that they are
not related (Figure 4.19d).

To verify that the genetic algorithm aggregates DMD segments more when
using the CMOS camera than it does when using the PMT as collection compo-
nent, we analyzed the connectedness of the patterns. Connected-component
labeling is a technique applicable to binary digital images and creates a labeled
image in which the positions associated with connected components of the bi-
nary image have a unique label [162]. The labeling can be done according to 4-
connected or 8-connected neighborhoods. In the 8-connected paradigm, pixels
that are connected at 45◦ or adjacent (sharing a side) are considered connected,
whereas the 4-connected paradigm only considers pixels directly adjacent as con-
nected. Using the 4-connected neighborhood convention, we analyzed the un-
corrected, PMT-based at 10 and 100ms, and CMOS-based at 10ms and 100ms
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Figure 4.19: Beginning from an uncorrected pattern (a) com-
prised of 373 total segment, set to ∼50% on, the PMT-based
scatter correction results in a seemingly random pattern (b)
with 52.3% segments on. The CMOS-based corrected DMD
pattern appears more structured (c), with 49.33% segments
on. Measuring the Hamming distance between these patterns
shows that the vectorized patterns are very different (d).

corrected patterns (Table 4.2). We found that when the integration time of the
collection is extended, more aggregation occurs. When the integration time was
set to 10ms, the PMT-based correction generated a pattern with 38 connected
components, but when integrating over 100ms, the total number of connected
components reduced to 21. Similarly, the CMOS-based generated patterns re-
duced from 30 (10ms integration time) to 25 (100ms integration time). This
reduction indicates that larger connected regions results in more significant
improvement of the evaluation metric used during optimization. The mean
number of connected components measures the average number of segments in
connected components and shows separation between the PMT- and CMOS-
based corrections at 100ms. Here the CMOS-based correction grouped an
average of 6.233 segments, which is 2.957 lower than the PMT-based mean
of 9.19. More tellingly, the median number of connected components, 2 for
the CMOS-based correction, and 1 for the PMT-based corrections, reveals that
more one-segment regions appear in the PMT-based correction. A median
value of 1 shows how more small connected regions are generated. A standard
deviation of 26.005 (CMOS-based; 10ms) indicates that many small regions
are generated, but that one large region exists, as opposed to a standard devia-
tion of 9.009 (PMT-based;10ms) which shows that the number of segments
in connected regions is more consistent in number. Further confirmation of
segment aggregation can be found in the size of the largest connected label by
segment count as percentage of the total number of on segments. The largest
connected region in the uncorrected pattern is 14.57% of the total segments
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Table 4.2: Connected components labeling of DMD patterns

Uncorrected PMT (10ms) PMT (100ms) CMOS (10ms) CMOS (100ms)
Total label count 28 30 25 38 21

Mean 6.357 6.066 6.233 4.912 9.19
Median 2.5 2 2 1 1

Mode 1 1 1 1 1
Standard Deviation 10.59 26.005 19.68 9.009 19.301
Largest region as % 14.47% 17.26% 29.76% 11.8% 18.3%

57 A maximum of 196/373,
754/1436, and 3037/5785
for the three segment counts
used throughout.

(55 of 373) within the active region of the DMD, which is smaller than that of
the 19.3%(72 of 373) within the PMT-based optimized pattern, and 29.76%
(111 of 373) of the CMOS-based optimized pattern. This statistical measure-
ment confirms that the CMOS-based optimized patterns aggregate regions of
segments.

4.8 Segment Sparsity
While optimized patterns identified by the GA thus far have been limited to a
maximum of 52.5% segments on57, based on the outcomes of the GA which
often returned patterns with fewer than 50% on pixels, we investigated the ef-
fect of reducing the maximum number of on pixels further, to 20%, 30%, and
40% to compare against the 50% that had been used thus far. Reducing the
number of on segments reduces the degrees of freedom, which runs counter to
the transmission results where we found that more degrees of freedom result in
improved enhancement, but results in the epi-detection configuration revealed
that lower segment counts gave the highest enhancement.

Genetic Algorithm parameters from the prior experiments were maintained,
with exact generations, population size, mutation rates, and crossovers con-
stant across all experiments. The difference was only introduced by changing
the initial populations to the specified percentage of on segments and limiting
subsequent generations to a matching percentage of on segments.

We found that when reducing the maximum number of segments and im-
plementing a scatter correction on the same spot at a depth of 100µm, the mea-
sured enhancement was best when 20% of the segments were used (η = 1.525),
while when30%were used, the enhancement was slightly lower (η = 1.51), but
still better than the enhancement when 40% and 50% were used (η = 1.465)
(Figure 4.20). This result confirms that in the epi-detection, with fewer degrees
of freedom, the enhancement outperforms cases in which more degrees of free-
dom are available.
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Figure 4.20: A comparison of the effect of sparsity of the DMD
pattern on the enhancement, showing that the enhancement
when limiting the number of on segments to 20% percent re-
sults in the highest enhancement while 40% and 50% yield the
lowest enhancement.
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Figure 4.21: At a depth of approximately 120µm within an ex-
cised murine skull, the improvement in both fluorescence and
SHG is measured when a maximum of 20% (a), 30% (b), 40%
(c), and 50% (d) of the segments are allowed on. Note the differ-
ent calibration bars indicating different intensities due to lower
excitation power when fewer segments are switch on. Scale bar
is 10µm.
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When the resulting optimized DMD pattern is projected onto the DMD
during point scanned imaging, lower sparsities reduce the imaging power (to
the sparsity of the pattern, e.g. 20% sparsity reduces the power to 0.2×input
power), so that the images when an uncorrected pattern is applied are extremely
dim, such as in the case of 20% (Figure 4.21a). We found that when a limit was
set, for the cases of 20−40% sparsities 4.21a-c), the genetic algorithm identified
that utilization of fewer segments further maximized the evaluation metric (in-
tensity). In the case of 30% sparsity, the initial pattern was 19.57% (73 of 373
segments) and after optimization only 17.43% (65 of 373) remained, which is
a reduction of 2.95 percentage points. This indicates that the algorithm identi-
fied that reducing the number of segments is potentially an effective approach
to improved scatter correction.

The degree of improvement in the GFP intensity is highest when limit-
ing the optimization to 30% of the segments on, resulting in a 3-fold increase,
whereas in the SHG, a nearly 12-fold increase in intensity was found when the
sparsity was set to 20% (Figure 4.22a). When considering the spatial frequency
improvements, both GFP are maximized at a sparsity of 20% (Figure 4.22b).
Current work in the literature shows maximum measured intensity when the
sparsity is 40% [160], which is not a directly comparable metric, but confirms
that reducing the sparsity can lead to improved scatter correction.

Figure 4.22: Improvement in intensity across various sparsity
of segments shows that the GFP enhancement is maximized
at a sparsity of 30%, but at 20% in SHG (a). The difference
in spatial frequency when comparing the uncorrected to the
corrected DMD pattern shows a maximum difference when
the sparsity is 20% in both GFP and SHG (b).

We see that reducing the sparsity of on segments leads to better scatter cor-
rections, the excitation power losses are not insignificant. Within our setup,
the 3W at the output of the light source is quickly reduced along the optical
path (especially by the compensatory diffraction grating and the DMD) and
ultimately only 10% of that power is available at the sample. Reducing the spar-
sity further reduces this power and makes imaging very difficult. In the case
of surplus power available, the principle of reducing the segment sparsity can
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Table 4.3: Optimized pattern characteristics

Sparsity Connected Components Ratio Largest component as %
Uncorrected Corrected

20% 46 25 0.54 18.67

30% 54 31 0.57 47.3

40% 43 31 0.72 55.7

50% 30 28 0.93 66.3

be useful in imaging of thick tissues and living samples, but in our case power
losses become debilitating.

Observations of the optimized patterns and comparing them to the initial
uncorrected patterns indicates once again that the optimized patterns form large
continuous groups of on pixels. To measure the degree of connectedness [162]
of the binary pattern, image analysis is performed, counting the number of
isolated or continuous regions on the DMD surface for each of the patterns
presented in Figure 4.21a-d (Figure D.3).

Grouping of segments becomes more apparent when lower sparsity is used,
with the ratio of connected components after the correction to before the cor-
rection measuring 0.54 with 20% sparsity, reducing the number of isolated
segments (Table 4.3). The ratio for the 50% sparsity shows little change be-
tween uncorrected and corrected, with a ratio of 0.93. We can see that there is
a large continuous region in the optimized DMD pattern when the sparsity is
50%, so with more degrees of freedom, the ratio metric is no longer useful to
illustrate the continuity present in the patterns. An alternative is to measure the
percentage of the DMD that the largest continuous region occupies relative to
the maximum allowed in the specific sparsity. In doing so, we see that the lower
sparsity 20% (18.67% of maximum segments) continuous region is actually
less pronounced than that of the 50% sparsity (66.3% of maximum segments).
This can be explained by the size of the search space and how the likelihood of
isolated segments increases when more negative space remains (for example in
the 20% sparsity) as the mutation rate decreases. In the case of the 50% sparsity,
this likelihood is lower, and more segments end up being connected.
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4.9 Aberration and Scatter Correction Combined
The benefits of adaptive optics are applicable in several types of light microscopy
and have been widely reported in modalities such as confocal microscopy[163],
2-photon microscopy [123, 164–166], SHG imaging [167] and SIM [77]. These
reported methods target low order aberrations, limited by the electro-optical
component employed to compensate for the distorted wavefront. Higher or-
der aberrations require electro-optical devices capable of high spatial frequency
manipulation such as the DMD that has been employed in our scatter correc-
tion. Combining the low and high order aberration correction techniques will
maximize the recovered signal at depth within tissue [168].

By executing a low order aberration correction of the sample at depth, a
more effective scatter correction will be enabled. To this end, we combined the
DM and DMD into custom setup (Figure 4.6), projecting the system correc-
tion onto the DMD and finding an SHG spot as deep as possible within the
bone of an excised murine skull. Provided enough photons are collected, a sam-
ple correction can be executed using a maximum intensity metric, sweeping the
lower 15 Zernike modes from −2V to +2V. Projecting the resulting compen-
satory phase map onto the DM will sharpen the PSF measured at this depth.
A scatter correction at a slightly deeper position is enabled by this AO sample
correction.

Low order aberrations such as astigmatism or defocus, originating from the
optical components can be corrected by measuring the wavefront propagating
into the back aperture of the objective lens and applying a compensatory phase
onto a low order electro-optical component such as a deformable mirror (DM)
[123]. This system correction ensures that subsequent aberrations impacting
the image quality are caused by the sample. In less thick tissue samples in the
order of tens of microns, contributions of low order aberrations are minimal,
but as tissue is extended, low order aberrations and the scattering of emitted
photons combine to degrade the resulting PSF significantly. Beyond a single
scattering length (∼45µm in bone) the emitted SHG PSF intensity declines
sharply so that imaging through whole skull without correction at wavelengths
in the visible range is not feasible. To correct both low order aberrations and
losses associated with scattering tissue, we combine our previously established
low order aberration correction [123], with our binary modulation scatter cor-
rection using a DMD pattern optimized by a genetic algorithm. We expect
that the combination of corrective approaches will correct the large amplitude
low order and low amplitude high order aberrations that restrict the depth of
imaging in highly scattering tissues [168]. The base scatter correction applied
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utilized ∼50% of the segments, and the aberration correction was limited to
15 Zernike modes, without considering the first three modes (piston, tip, and
tilt). To establish the most effective aberration correction within bone tissue,
we examined an excised murine skull sample, conducting low order aberration
correction at a depth of ∼65µm with an uncorrected pattern projected onto
the DMD. Here we found that the aberration correction failed (Figure 4.23a),
characterized by the high phase values (limited to -π to π) measured by the cor-
rection algorithm which indicates that no significant peak was found during
the sweep. When applying an corrected pattern to the DMD, we found that the
aberration correction yielded a phase map recovering the PSF (Figure 4.23b).
A cross section through the resulting images shows a 1.7-fold mean intensity
increase where no peak is visible in the image resulting from the uncorrected
pattern, but a sharp peak exists in the image resulting from the corrected DMD
pattern (Figure 4.23c). The two peaks visible in the cross section (Figure 4.23b,c)
1.4 times above the mean intensity, and 1.8 times above the minimum inten-
sity. As the focal plane is withdrawn through the sample in steps of 5µm, the
corrected DMD pattern enables aberration correction while the uncorrected
pattern does not yield useful correction. The deepest point in the sample at
which an uncorrected DMD pattern aids in a sample aberration correction is
50µm, where a PSF is recovered, but the necessary phases projected onto the
DM have outlier high values (Figure 4.23d). An aberration correction using the
corrected DMD pattern yields a much sharper and brighter PSF (Figure 4.23e).
A cross section through the resulting images shows a 1.7-fold peak intensity
increase and generation of a peak (FWHM of 1.56µm) of the PSF, where no
distinct peak was present in the uncorrected image (Figure 4.23f). These results
confirm that scatter correction enables an improved sample aberration correc-
tion.

We then investigated the degree to which this combination of aberration
and scatter correction affects scanned imaging. Here we found that imaging at a
depth of∼110µm in an excised murine skull sample, without either aberration
or scatter correction, that the resulting image is lacks contrast and is dim (Fig-
ure 4.24a). When only aberration correction is applied, the intensity increases
marginally by a factor of 1.4 (Figure 4.24b). After a corrected DMD pattern
was projected onto the DMD, but no aberration correction applied to the DM,
a significant increase in intensity in evident (Figure 4.24c) and some subcellular
features are visible. Finally, when the aberration correction was added to the
scatter correction, the intensity was maximized and subcellular features became
visible (Figure 4.24d). Cross sections of the GFP (green line in a) and SHG
(blue line in b) across each of the configurations showed that without scatter
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Figure 4.23: A comparison of low order aberration corrections
at two depths. At 65µm deep the aberration correction fails
when an uncorrected pattern is projected onto the DMD (a),
but when the corrected pattern was used, the correction suc-
ceeded (b). A cross section across the center pf (a) and (b) shows
a 1.7-fold increase in the mean intensity of the SHG PSF (c).
At a depth of 50µm the uncorrected DMD pattern resulted in
a successful aberration correction (d) and the aberration cor-
rection using the corrected DMD pattern resulted in a smaller,
brighter SHG PSF (e). A cross section of (d) and (e) shows that
the point improved by a factor of 1.7 and narrowed (f).

correction the intensity of both GFP and SHG was low, but increased more
than 2-fold when the scatter correction was applied (Figure 4.24e,f). Aberra-
tion correction improved the intensity in both cases with or without scatter
correction by a factor of approximately 1.2 and contributed to the visibility of
more features and separate peaks in both GFP and SHG intensity profiles.
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Figure 4.24: Without scatter or aberration correction the
scanned image of an excised murine skull at a depth of∼110µm
presents dim GFP and SHG (a). Conducting a sample aberra-
tion correction step improves the intensity with new features
visible within the cell of interest (b). After applying a scatter cor-
rection mask to the DMD, but without aberration correction,
we see significant improvement in both GFP and SHG inten-
sity (c). With both aberration and scatter correction applied, we
see maximized intensity and finer features within the scanned
image (d). A cross section of the GFP in each of the images
confirms that the intensity is maximized when both corrections
are applied (e) and the same is reflected in the SHG channel (f).
Scale bar is 10µm.
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4.10 Discussion
Highly scattering tissue such as bone negatively affects imaging quality by in-
ducing low order aberrations and scattering the wavefront so that imaging at
depths well beyond the scattering length of bone becomes challenging. We im-
plemented a rapid scatter correction technique collecting the SHG PSF using
a single-pixel component and reducing the integration time to 10ms to cor-
rect the scattering wavefront by binary modulation. This short exposure time
enables rapid completion of the optimization of a DMD pattern within 90 sec-
onds, and subsequent scanned imaging is improved by a factor of 2 in the GFP
channel and by a factor of approximately 2 in the SHG channel. These improve-
ments are less pronounced than when the CMOS camera is used with longer
exposure times and a more focused region of the SHG PSF used as the evalua-
tion metric for the optimization. We show that the CMOS-based optimization
pattern contains a more continuous region of segments on the DMD because
of a more consistent measurement of each individual due to longer exposure
time and more consistent gain.

The sparsity of the DMD segments used in each correction is considered,
and we find that reducing the sparsity of the segments to 20% results in the most
significant scatter correction improvement. Set at 20% sparsity, the corrected
pattern further reduces the number of on segments to 17.43% and scanned im-
ages using the pattern results in a nearly 12-fold increase in SHG intensity, and
a spatial frequency improvement of 1.6 in SHG, while improving the spatial fre-
quency of the GFP by more the 2.5 times. This improvement further confirms
that binary modulation relies on removing elements that negatively interfere in
degrading the PSF quality as opposed to increasing positive interference [84, 91].
Examining low order aberration and scatter correction methods we found that
when an uncorrected DMD pattern is projected onto the DMD, at50µm inside
a murine skull sample a meager aberration correction is possible, while a cor-
rected pattern results in an excellent low order aberration correction. However,
at depths exceeding 50µm, the corrected DMD pattern is necessary to achieve
any low order aberration correction as the uncorrected pattern fails to achieve
any useful corrections. Finally, when combining the low order aberration and
scatter corrections for scanned imaging, we saw that the aberration correction
played a small role in improving the contrast of subcellular features 110µm be-
low the surface of the skull. Here the scatter correction increased the intensity
more than 2-fold in GFP and nearly 2-fold in SHG, but subcellular features
were most distinct and brightest when both aberration and scatter correction
were applied. Where surplus excitation power is available, the implementation
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of low sparsity DMD-based binary scatter correction, combined with low order
sample aberration correction can enable imaging of bone cell dynamics in the
marrow and allow investigation of osteogenic processes in living bone tissue.
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Chapter 5

3-Photon & Image
Scanning Microscopy

super- (prefix): larger, more effective,
more powerful, or more successful than
usual; very or more than usually

— Cambridge Dictionary

5.1 Introduction to ISM
Work described thus far has been conducted by collecting the epi-detected light
by means of photon multiplier tubes (PMT), which are single pixel devices with
high gain capability and relatively high quantum efficiency. The primary advan-
tage of PMTs is the fast response and high photon sensitivity. Once these ad-
vantages have been leveraged to maximize point scanned imaging at high speed
and improved by implementations of adaptive optics and scatter correction,
concepts of super-resolution must be considered to further improve the spatial
resolution and intensity. Stimulated emission depletion (STED) microscopy
creates super resolution images by selectively deactivating fluorophores thereby
enhancing the resolution of the system [169]. STED operates by shaping the
PSF, but the image is created by collecting photons on a PMT or avalanche
photodiode (APD). As opposed to conventional photodiodes (PIN) which
operate in the linear mode with low output current and limited gain, APDs
operate in reverse bias taking advantage of the avalanche breakdown to amplify
very weak signals. By cleverly optimizing the structure of the APD junction,
higher gains in the order of 1000s can be achieved with higher quantum effi-

98



58 The first records of con-
focal microscopes extend
as far back as 1940 by Gold-
man, before Minsky filed
the patent for the method
[171] and lasers were first
introduced into the confocal
configuration in 1969 [172].

59 This was also the first time
the term confocal was used.

ciency than PMTs. But even with the improved sensitivity provided by APDs,
STED requires complex instrumentation to operate effectively [170].

Another microscopy technique that has been briefly discussed is confocal
laser scanning microscopy (CLSM) which is a scanning technique that uses
PMTs or APDs to collect photons and generate images58. CLSM operates sim-
ilarly to conventional point scanning configurations, but introduces two pin-
holes, a first at the excitation source reducing the focal volume thereby reducing
the the region within the sample that generated fluorescent signal. Another
pinhole is positioned in front of the single pixel detector conjugate to the sam-
ple plane (confocal) which rejects significant amounts of fluorescence emitted
by the sample that is not conjugate to the pinhole aperture. Only light that is
perfectly delivered through the aperture of the pinhole is used to form the final
image which is free of background noise. CLSM produces thin optical sections
through fluorescent samples that enables imaging of living and fixed samples
with vastly improved Z-stack capability when compared against physical sec-
tioning of other methods of microscopy.

The first theoretical analysis of the method was published in 197759 [2] and
shows how the resolution improvement expected from CLSM is a factor of
two. Image improvement by using CLSM is dependent on using a pinhole
significantly smaller than the airy disk [173]. With the integration of such a small
pinhole into the system, much of the undesired out-of-focus light is rejected,
but so too is much of the desired emitted light. The result is that in practice,
biological samples with low fluorescent signal force microscopists to use larger
pinholes, ultimately reducing the effective gain of CLSM to approximately

√
2.

At its core, CLSM reduces the illumination focal volume to reduce fluorescence
in planes outside the sample plane, and rejecting out-of-focus emission light to
improve PSF quality, and not extending information acquired, and as such is
not a true super resolution technique.

However, CLSM is the underlying principle of image scanning microscopy
(ISM) which is based on the idea of overlapping the excitation and emission
PSFs of a confocal microscope [57], but it can also be described in terms sim-
ilar to SIM [58]. In a scanning microscope, a diffraction limited spot is raster
scanned across the sample, exciting the sample, meaning that the Fourier trans-
form of this spot contains each of the frequencies collected by the objective
lens. Spatial frequency components of the sample are mixed with the excita-
tion and high spatial frequencies are moved into the range of the detection
OTF (optical transfer function). What this means is that the maximum spatial
frequency moved into the supported region of the detection OTF is doubled
[174]. By adding the pinholes to reduce the focal volume and reject out-of-
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60 Using spots as opposed to
stripes.

focus light some of this information is recovered, but as mentioned, reduces the
signal-to-noise (SNR) so much as to require opening the pinhole and losing
this information. ISM works to recover this loss of frequency information. The
optical setup necessary to implement ISM must formulate a configuration to
capture emission from the scanned spot through the pinhole on an array of
collection devices. By replacing a single-pixel detector by a multi-pixel camera
such as a CCD or CMOS, the scanned image can be scanned across the sample
and a super-resolution image construction by pixel reassignment [175] (instead
of a single pixel acquired for each scan position, an image is acquired - thus the
name). For each scanned position, the captured image is reshaped according to
several factors, and the reconstructed image is formed according to summation
of these reassigned pixels. The reassignment configuration can be implemented
by using an all optical setup with PMTs, but the complexity is prohibitive [176].
Alternatively a pixel reassignment using a spinning disk approach which speeds
up the process can be used [177].

While use of a CCD in this configuration proved successful, light gathered
by the camera is spread over the imaging surface and each pixel collected fewer
photons, so that ultimately longer exposure or dwell times are needed. By using
multiple excitation spots, this time can again be reduced [59]. Improvements
such as this, PSF engineering [178], or improved reconstruction algorithms [179]
have been the focus of improving ISM over the past decade. Many of these
implementations are referred to as SIM techniques, as they use structured illu-
mination60, but in an approximation, these methods (SIM and ISM) can be
considered as being cut from the same cloth, as SIM uses structured illumi-
nation and ISM structured detection. Where structured illumination suffers
at depth, ISM based on point scanning architecture is more suited to thicker
samples.

Recently, the biggest opportunity for development in ISM came from the
development of the APD and how manufacturers began to package them into
arrays of single-photon avalanche diodes (SPAD). Where the pinhole in CLSM
rejects out-of-focus light, it can be replaced by a SPAD where each pixel acts
as a pinhole with all of the light reaching the plane of the camera collected. As
the point is scanned across the sample, setup captures a single image for each
pixel in the array (or scanned images) and the final image is reconstructed by
combining the information contained in the two-dimensional dataset of the
captured images [65]. Because the size of the focal volume is diffraction limited,
it is typically in the range of a few hundred nanometers in diameter, a detector
with few elements and no frame rate is required. SPAD cameras in the range of
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61 Note that the longer
wavelength reduces the
resolution.

5×5 or 7×7 with picosecond timing ability are ideally suited to overcome many
issues that exist with ISM.

2-photon implementations of ISM using SPAD have begun to see imple-
mentation [180] increasing the resolution by a factor of two [181], and while
there have been few implementations of ISM using SHG [182] and 3-photon
[183], the opportunity to implement THG and 3-photon in ISM remains im-
portant in biologically relevant imaging.

To image osteogenic dynamics deep within bone, the long wavelengths
that enable 3-photon and THG will provide deeper penetration than 2-photon
imaging, and when combined with the power of ISM to increase the resolution61

and scatter correction, we envisage an imaging system that will aid investigators
in elucidating the mechanisms of osteogenesis and how osteopathies impact
healthy bone development.

5.2 Wavelength Requirements
Multi-photon imaging of biological tissue is limited by the specific fluorophore
in question, generally excited in the range 400 - 700nm. Excitation sources
for this 2-photon imaging have traditionally been based on Titanium-Sapphire
lasers that are tunable in the range of 640-1040nm [24, 184]. As previously
discussed, the small focal volume is advantageous as the requirement for two
photons to be absorbed for a molecule to emit fluorescence means that outside
of this volume, no absorption takes place, and so the out-of-focus light is greatly
reduced. Additionally, longer wavelengths are of lower energy and cause less
photo-damage outside of the focus, but also experience much less scattering.

The scattering length of biological tissues increases monotonically with the
wavelength, and using excitation at 920nm shows significantly longer effective
scattering (µs [mm-1]) [185, 186]. The absorption coefficient (µa[mm-1]) of brain
tissue at920nm is almost negligible when compared to the scattering coefficient,
but increasing the wavelength in pursuit of improved penetration, the absorp-
tion also increases so that the effective attenuation length (EAL) is given by
[187]:

1

ℓe
=

1

ℓa
+

1

ℓs
(5.1)

As the excitation wavelength is increased to 1320nm, the light experiences
stronger water absorption and weaker scattering than at 920nm, but the EAL is
twice as long (150µm at920nm and300µm at1320nm) in the cortex subregion
of murine brain tissue [186]. By further increasing the excitation wavelength to
1500nm we see the negative effect of water absorption of the excitation (EAL of
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62 433nm is the THG
emission at 1300nm, and
in a mixed mode system,
SHG (while out of range of
conventional SHG imaging)
would result in 750nm
when excited by 1500nm.
63 Thorlabs options are
presented in Figure 5.1, but
other manufacturers have
very similar options.

246µm in the murine neocortex) but again there is some improvement by using
1700nm (EAL of 375 in the murine neocortex) [25]. These measurements in
the literature confirm the so-called "biological window" which is most useful
for imaging biological tissue.

In the configuration of the SPAD implementation necessary for ISM, the
emission light must be descanned along the same path as the excitation, so that
the emission PSF is always located in the same position on the SPAD detector.
THG and 3-photon excitation within the biological window (1300 - 1500nm)
results in emission at wavelengths in the range of 433nm to 750nm62, meaning
that optical components in the descanned path would have to be compatible
with wavelength ranging from 400nm to 1500nm. While 2-photon imaging
requires a much narrower spectral band of antireflective (AR) coatings (400nm-
1000nm for emission and excitation) compatible with current commercially
available coatings (Figure 5.1) 63 there are currently no commercially available
glass lenses necessary for the wide range of wavelengths necessary for 3-photon
ISM. Many optical component manufacturers provide a wavelength range such
as the "C" range (Figure 5.1), which would be suitable for the excitation, but in-
compatible with the emission. As such, an alternative scan engine for directing
the excitation and emission is necessary.

Figure 5.1: As per the Thorlabs listing of available antireflective
coatings the AB coating is suited to 1- and 2-photon in both
excitation and emission paths.
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64 The off-axis angle can
be selected from 15◦-60◦

in steps of 15◦, and 90◦, to
suit the construction angles
on optical tables or other
environments.

5.3 Achromatic Scan Engine
Conventional scan systems implemented in multi-photon imaging all have a
similar configuration, where an excitation beam is raster scanned over the back
aperture of an objective lens. This scanning is achieved by using either two
galvanometer scanners, or a single galvanometer and a single resonant scanner,
depending on the speed of the required scan. Generally, broadband AR coat-
ings are applied to these mirrors compatible with wavelengths in a range from
500nm - 2000nm. While placement and alignment of these components is crit-
ical, scanning of the beam will contribute to aberrations within the imaging
system as the beam is scanned across spherical glass lenses. Scan and tube lenses
are specifically designed to compensate for these scan aberrations, but the AR
coatings available for these components pull from the same stock as those pre-
viously specified (Figure 5.1), even as 3-photon imaging becomes more popular.
Without options for broad spectra AR coatings in glass optical components,
but with the knowledge that mirrors do have the option of silver or gold coat-
ings with broad spectrum reflectance, an alternative for the scan and tube lenses
can be found in off-axis parabolic (OAP) mirrors.

An OAP is a small section cut from a parent parabola which focuses a col-
limated beam, or collimates a divergent source, and the off-axis design sepa-
rates the focal point from the rest of the beam path64. These characteristics
allow OAPs to form optical relays with magnification and make them relatively
easy to build into custom optical setups, the difference being based on a reflec-
tive paradigm as opposed to transmissive mindset. Importantly, the reflectivity
of the OAP surfaces with silver coating provide > 97% between 450nm and
2000nm, which is ideally suited to the wavelengths necessary for excitation and
emission in our proposed ISM.

As near to an ideal scanning system would consist of a single scanning mir-
ror, scanning the beam in both the x- and y-axes, and while such mirrors are
approaching commercial and functional viability, the realistic solution is the
implementation of two separate scanners. Simulations comparing the reference
(single scan mirror) and parabolic scan engines reveal that the parabolic scan en-
gine results in a field scan that closely matches results of the ideal (single mirror)
configuration (Figure 5.2a) [188–190].

These simulations measure the deviation of the beam spot as it is scanned
across a raster pattern (Figure 5.2b), where a slight coma aberration is introduced
in both the reference and parabolic scan engines (Figure 5.2c-d).
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Figure 5.2: A parabolic scan engine incorporates a symmetrical
configuration with four OAPs and two galvanometer scanners
(a). Twenty-five scan field points (b) simulated shows aberra-
tions introduced by the reference system (c) and parabolic mir-
rors (d) [188].

Based on the success of other works using OAPs to construct achromatic
scan engines, our approach was to simulate our specific implementation using
Zemax software which can accurately model optical components and their in-
teractions. Importantly, the spot size required for ISM must be carefully tuned
according to the airy disk size, or AU (airy unit). To optimize the configura-
tion, the ideal magnification of the system needs to be identified so that photon
collection is maximized without compromising the out-of-focus background
rejection [191]. Directly comparing existing ISM configurations against our in-
tended setup, we computed the PSF spot size, magnification and AU measure
and compared it to our setup. The existing work [181] implements ISM in 2-
photon by leveraging excitation to elicit emission in the range of 650nm, which
then results in an AU of 1.494, which is ideally sized for ISM (calculations in
appendix Figure E.1).

By overlaying the emission spot over the SPAD detector surface, we can
see how PSFs imaged by each SPAD array element (or pixel) provide different
information of the PSF. We see that in a SPAD configuration of 25 elements,
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65 This is without consider-
ing the quantum efficiency
of the individual APDs,
which will further reduce
photon collection.

the emission spot can be imaged thoroughly by each of the 25 elements (5.3a) in
existing successful implementations. With a magnification of 55.55, the result-
ing spot size is approximately 41.95µm which is far too small across the 50µm
SPAD element, resulting in an AU metric of 5.96, which results in no improve-
ment in resolution as the signal is almost negligible in the outer elements (Figure
5.3b). Tuning the magnification appropriately to 280 results in a emission spot
size of 211.47µm and 1.182AUs for a spot emitted at 650nm, and 1.708AUs
at a wavelength of 450nm (Figure 5.3c).

Figure 5.3: The ideal overlay of the spot (650nm & 425nm)
across 25 SPAD array elements from existing literature [181]
shows a well tuned AU metric (a). With poor magnification set-
tings, the AU values overlay the emission spot on a single SPAD
element (b), but with appropriate magnification, the AU met-
ric is well tuned (c), similar to successful work (a).

By examining the emission spot overlaid in the model (Figure 5.3a,c), we see
that two significant differences in the SPAD arrays exist. Firstly, the size of the
elements in the array is 75µm in the existing work, while the element size in the
SPAD device that we purchased (PF32-1M, Photon Force) is 50µm, and this
has a direct impact on the necessary magnification to achieve a suitable AU. But
the more significant difference is that of the effective element size (or fill factor),
which in our configuration is much smaller (±50µm vs. 6.95µm or 66.67% vs.
13.94%) which greatly limits the effectiveness in collecting photons65. While
this fill factor is problematic in legacy SPAD devices (such as this), more mod-
ern devices have begun to deal with this problem, increasing the fill factor to
over 80%. Older devices do require some degree of correction if the low pho-
ton collection is significant. Microlens arrays can be used to focus incoming
light onto the 6.95µm region that is sensitive to photons. For the purposes of
this implementation, we decided that the sensitivity of alignment required to
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66 The wavefront can be
measured using Shack-
Hartmann sensors as dis-
cussed in section 1.6. The
wavefront can also be mea-
sured by interferometric and
other means.

67 Named for Karl Strehl
who proposed the metric in
1895.

configure such a corrective action would be cumbersome and continuing with
the low fill factor makes 3-photon imaging impractically difficult.

5.4 Simulations
With the optimal magnification of the beam calculated, the optical components
required to achieve this magnification using OAPs could be modeled in Zemax.
To emulate the simulations from prior literature, the polarity of OAPs must be
identified. As previously mentioned, OAPs collimate divergent light and focus
a collimated beam dependent on the propagation direction of the light. We sim-
ulated the flat galvo mirror to the collimated side of the OAP being focused by
the OAP as "forward" (Figure 5.4a), and divergent light from a flat galvanometer
to the focus side of the OAP as "reverse" (Figure 5.4b). Previous investigations
and simulations [188] have shown that in the reverse configuration (Figure 5.2a)
a perfect spot after scanning is the result. In our simulation, we found that when
scanning in the x-direction across both the forward (Figure 5.4c) and reverse
(Figure 5.4d) configurations resulted in little change in the wavefront, but when
considering scans in the y-direction, there were significant aberrations (Figure
5.4e,f).

To quantify the wavefront aberrations the metric used was the root means
square (RMS) error which is an important measure in optical systems. This
metric provides a numerical representation of how closely the simulated (or
measured66) wavefront aligns with a perfect wavefront. Calculation of the mea-
sure involves a comparison of the simulated (or real) wavefront against an ideal
reference encapsulating the statistical average of squared deviations. A low error
corresponds to an higher quality image produced by the system, with a value of
zero matching the ideal wavefront completely [192]. Zemax does not propagate
light through the simulated system but calculates the RMS error by analyzing
the geometric relationship between ray errors and wavefront errors. The as-
sumption of perfect components is also made, which cannot be expected in
reality, so RMS error in simulation is the best-case scenario as manufacturing
variations will impact RMS error. RMS error can also be described in terms of
the Zernike modes which describe specific aberrations, such as coma, astigma-
tism, and defocus.

Another useful metric for image quality is the Strehl ratio67, which also
quantifies the aberrations that contribute to image quality loss. The Strehl ratio
is the ratio of the peak aberrated image intensity from a point source compared
to the maximum attainable intensity using an ideal optical system limited only
by diffraction of a system’s aperture [193], given by:

106



Figure 5.4: Forward (a) and reverse (b) configurations of the
OAP relative to the direction of light. Emulating the existing
literature, we implemented the scan engine in both forward (c)
and reverse (d) configurations to evaluate the spot quality. Wave-
front analysis in extreme scan positions in both the x- and y-
directions (e-f).

68 Astronomical seeing is the
degradation of the image
of astronomical objects as a
result of the atmosphere of
Earth.

S = exp

(
−
(
2πσ

λ

)2)
(5.2)

whereσ is the RMS error andλ is the wavelength of light in the system. The
Strehl ratio can also be estimated by considering only the RMS error, simply
[193]:

S ≈ e−σ2 (5.3)

The Strehl ratio is widely used in astronomical seeing68 and to assess the
quality of images generated by adaptive optics microscopy systems [194]. A
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value of 1 indicates that a perfect recreation of the object is present in the imag-
ing system and gives the optical designer a summary value to describe the system.
Generally one would decide whether a system is operating satisfactorily with
a Strehl ratio of 0.8 or should there be an effort to maximize the Strehl ratio.
In our case, the maximum Strehl ratio is desired, and because the RMS error
can be described in terms of Zernike modes, we could also measure the effect
of specific Zernike modes on the system Strehl ratio.

In the unscanned head-on beam position across the OAP scan engine, the
RMS error should ideally approach 0, and the Strehl ratio 1, but at the extreme
scan positions, we expect the maximum RMS error and minimum Strehl ratio.
For both configurations we found low RMS error (σ = 0.247), but were in-
terested in the impact of low order Zernike modes, as they could potentially be
computationally corrected. As such for the reverse configuration, the overall
Strehl ratio in the unscanned position was 0.496, which is extremely low, but
the Strehl ratio for Zernike modes four and above, was 0.982, which means that
the majority of the aberrations are due to Z1 (Piston), Z2 (Tilt X), and Z3 (Tilt
Y) (Figures E.4 & E.6). In the forward configuration the RMS error is much
lower, measuring at 0.000, with the Strehl ratio on the edges of the scan return-
ing the lowest Strehl ratio of 0.883, which is satisfactory in our setup. Again,
we saw that the Strehl ratio for Zernike modes four and above was very high, so
the majority of aberrations were caused by low order modes tip and tilt.
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Figure 5.5: Based on results of prior simulations, the forward
(a) and reverse (b) configurations of the OAP were simulated.
In the forward configuration, the resulting wavefronts change
more in the y-scan (c), but in the reverse configuration the wave-
fronts are consistent in both scan directions, but have more aber-
rations (d). This led to the final configuration where the x-scan
was implemented using the forward configuration, as y-scan the
reverse (e).
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69 These outputs are two
separate physical apertures,
and the beams are put onto
the same path as per figure
E.7

During analysis of the simulation results, we found that when positioning
the OAPs with light propagating into the scan engine and designing the ori-
entation to keep the light on the same side of the OAPs (Figure 5.4c,d) more
significant aberrations were visible than in the case where the OAPs were not
propagating light in the same direction (Figure 5.5a,b) (Full simulation results in
Figure E.3, E.4, E.5, and E.6). We found that when scanning in the x-direction
in either configuration, again almost no aberrations were revealed, but when
scanning in the y-direction in the forward configuration fewer aberrations are
measured (Figure 5.5a,c). When scanning in y-direction in the reverse configu-
ration, even fewer aberrations are measured (Figure 5.5b,d). As such, the four
OAP configuration to scan across both x- and y-directions can be implemented
with four OAPs forming two relays, the first scanning in the y-direction in the
reverse configuration and the second scanning the x-direction in the forward
configuration (Figure 5.5e).

The limited number of commercially available OAPs and the requirement
for specific magnification to size the emission spot perfectly according to the
AU means that some compromise must be made so ultimately, we decided to
use this configuration and correct aberrations computationally.

5.4.1 Final ISM achromatic scan engine layout
A 10W laser (Pharos, Light Conversion) outputs 1030nm into a non-collinear
optical parametric amplifier (NOPA) (Orpheus, Light Conversion) which gen-
erates light in two ranges, a signal output in the range 650-940nm, and an idler
output in the range 1160-2000nm69. Output power from the pump laser is
controllable by means of a pulse pick off, which reduces the effective repeti-
tion rate of the pump, but does not change the pulse power, so that a more
robust power control method is necessary. Power in the signal and idler paths is
controlled separately by means of PBS cubes appropriate for the wavelengths in
question (PBSH-450-2000-050, PBSH-450-1200-100, CVI Laser Optics), and
half-wave plates (46-561, 39-049, Edmund Optics) that can be rotated easily
to adjust the power. Light is then combined and propagated through a pin-
hole to ensure a Gaussian profile as the light is input to the OAP scan engine
where two galvanometer mirrors (GVS001, GVS011, Thorlabs) scan the beam
across the OAPs and ultimately into the back aperture of the 25× objective lens
(XLPLN25XWMP2, Olympus). Olympus objective lenses have a focal length
of 180mm, but the OAP with the nearest focal distance is 177.8mm which
is very close. Light emitted by the sample is then collected by the objective
lens and a removable dichroic mirror (FF705-Di01-25x36-T3, Semrock) can
pick-off the emitted light which is then focused through an appropriate filter
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70 The dark count test
is conducted by sealing
the input aperture to the
camera and ensuring that no
ambient lighting is on.

onto the PMT (H7422-50, Hamamatsu) for a conventional implementation
that can be controlled by means of scanimage software [119] after the electrical
signal from the PMT passes through a trans-impedance amplifier (DHCPA-
100, Femto) and acquired by a digital acquisition card (PXIe-6341, National
Instruments). The descanned emission (when DiM2 is removed) is propagated
across the OAPs and focused onto the SPAD camera (PF32-1M, Photon Force)
(Figure5.6).

Figure 5.6: Schematic diagram of the optical components used
to construct the custom achromatic microscope.

5.5 SPAD Characterization
One of the primary appeals of SPAD cameras is the high-speed transfer of frames,
but there are a few disadvantages to using SPAD cameras. As the technology
was in its infancy, the fill factor of the elements was very low (the PF32-1M
device fill factor is approximately 13.9%), the quantum efficiency is lower than
many PMTs, uncooled cameras are highly susceptible to noise, and the nature
of the individual elements is fixed once the manufacturing is complete. This
means that a map of the camera can be recorded, and so-called hot pixels will
always return much higher values than those operating with low a noise floor.
Characterization of our 32×32 SPAD was necessary to identify positions on
the array that contain the fewest hot pixels, and many such regions exist after
mapping our specific device (5.7a,b). Further, manufacturing standards specify
that a dark count test conducted over one minute must return counts of fewer
than 100 photons by more than 80% of the pixels70. Our results confirm that
the SPAD camera meets this standard (Figure 5.7c).

To emulate the SPAD configuration that is commonly used [180, 183], the
32×32 elements must to be reduced to a specific 5×5 region where fewest hot
pixels are present according to the pixel map. To do this, 27 rows and columns
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Figure 5.7: (a) A 3D bar representation of the measured hot
pixel map of the SPAD (a). A top view of the 3D bar plot, show-
ing where a 5×5 region can be found (b). Plot of the dark count
rate (c). For all plots, the maximum hot pixel value is capped at
999 so that the lower dark counts become visible.

71 That is 32×5 = 160.
72 The manufacturer only
specifies that 150kfps is
the maximum limit for
32×32, and no transfer rate
is specified for other ROI
configurations.

need to be switched off. While the firmware in our camera allows this, a lim-
itation remains. Regardless of how many columns are switched on, each row
that has any columns to be read, will have the full 32 columns read out, so that
a 5×5 region of interest (ROI) will transmit 160 bytes (each pixel value is rep-
resented by 8 bits)71. This reduced ROI ensures improved frame transfer rates
so that the data transfer impacts the timing to a smaller degree (Figure 5.8)72.
With improved frame rates with smaller ROIs, the data transfer rate does not
impact the raster scan image time necessary to generate an image. The primary
consideration for the timing of each image will become the necessary pixel dwell
time to capture enough signal.
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Figure 5.8: As more frames are included in the transfer, the
speed of the USB3 increases to approximately 125kfps when
the frames size is 32×32 pixels. The rate increases even further
when the frame size is 5×5 pixels, to transfer rates above the
SPAD specified transfer maximum speed indicated by the red
line(150kfps).

73 This is limited by the
electronic filter used on the
galvanometer control mod-
ule, specified as a triangle
wave for maximum speed up
to 1kHz, depending on the
movement distance.

5.6 Image Construction
Synchronization of galvanometer scanners with the camera is critical to the re-
construction of the ISM image. While the SPAD camera can be setup to acquire
an image per external trigger, an alternative method of acquisition exists where
an entire row is captured with specified dwell time per number of positions
in the row. Operating in this manner means fewer synchronization pulses are
required which in the LabVIEW environment can become unwieldy. In Lab-
VIEW, a number of analog and digital outputs can be synchronized to either a
hardware or software trigger. For the purposes of our scan setup three signals
need to start simultaneously to control two scanners (analog triangle wave73)
and the SPAD burst trigger (line trigger; digital) (The wiring configuration of
the optoelectronic components can be found in Figure E.8). If each waveform
(digital values for the full output) is completed as per the imaging parameters
(dwell time, scan range, total number of pixels) they can all be loaded into mem-
ory and triggered by a software trigger (potentially a button) and repeated until
imaging is no longer required (Figure 5.9) (GUI presented in Appendix E.5).
It’s important to note that the best wavefront to control the X-and-Y-scanners
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is an analog sine wave (or for the fastest, a triangle wave) from a digital output
on the DAQ device. An electrical filter on the scanner controller changes these
discrete values to a more representative analog signal that controls the scanner
in a smooth manner so that the scanner is always moving, and dwell times are
not discrete.

Figure 5.9: Designed synchronization of the X and Y scanners
show how the line starts up and is synchronized to the analog
(digitized in these plots) waveform controlling the scanners (a).
The measured output controlling the scanners triggered by the
"Sync trigger" which is a software-controlled output.

As each image acquired in the line scan is a 5×5 ’imagelet’ that is scanned
across the field of view, the reconstructed image of the field of view requires
knowledge of where the scanners were during the exposure of the ’imagelet’.
Because all three components are synchronized, we know that the top left posi-
tion is the first ’imagelet’, and we can follow the line until the number of pixels
for each row has been placed appropriately. Where the line is scanned in what
is known as traditional snake scan, a sine wave is used to drive the line scan gal-
vanometer mirror (as is configured in Figure 5.9). In this scan configuration, not
flyback is necessary, so that faster scanning can be conducted, but flipping the
data from the SPAD burst readout must be done. An added level of complexity
is the meta data that is included by the SPAD burst readout for each frame,
which indicates the frame count that can be used to confirm that no data has
been lost (Figure 5.10a).
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Figure 5.10: The dataset is comprised of scanned images from
each of the individual pixel elements, so in a 5×5 configuration,
there are 25 images (a). The simplest method of reconstruction
is to compute the average projection of each of the images (b).

74 BSD licenses are a family
of permissive free software
licenses.

The simplest reconstruction of the ISM dataset into the final image is sum-
mation. For each imagelet, the photon count values of all25pixels (Figure 5.10a)
can be summed and the single value placed into the image according to the scan
position. This reconstruction can be considered a conventional imaging with a
low-resolution detector, or an open pinhole image (Figure 5.10b).

While LabVIEW has libraries for saving acquired data to .tiff files, dividing
the recorded information into pages of .tiff files is computationally costly and
ultimately leads to numerous RAM issues. HDF5 (Hierarchical Data Format)
files are similar to .tiff files as they record the raw, uncompressed data, but they
are specifically designed for multidimensional arrays, which are well suited to
record the ISM image dataset. Third party HDF5 libraries exist as the format
is available under a BSD-like license74 for general use. By incorporating HDF5
libraries to save the full ISM dataset without data writing or RAM issues, the
raw outputs from the ISM capture can later be manipulated to reconstruct the
ISM image according to commonly used techniques such as static or adaptive
pixel reassignment.
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75 Note that the dataset is
recorded once and either
static or adaptive techniques
applied to reconstruct the
final image.

76 Autocorrelation func-
tions in Python can be
computationally costly, and
as such implementation of
this adaptive pixel reassign-
ment is not well suited to
the live imaging.

5.6.1 Pixel Reassignment
As the emission PSF is projected onto the central pixel of the 5×5 region, we can
use it as a reference, with a shift vector (si = (x, y)) associated with the detector
pixel based on the geometric layout of the SPAD pixels [175, 181]. Firstly, for a
specific pixel i, the line connecting it to the central pixel and secondly the length
of this line is proportional to α (the reassignment factor), the magnification of
the imaging system M , and the distance between the pixel and the reference
pixel di, ultimately si = di× α

M
, and third, assuming the excitation and emis-

sion are of equal wavelengths so thatα = 0.5 [181]. As these values are constant
for the device and imaging setup, this method is called static pixel reassignment
(SPR) and is the simplest way to leverage the resolution improvement enabled
by ISM.

Adaptive methods (adaptive pixel reassignment; APR) that first coregister
the images recorded by each pixel to the central pixel and then form the final
image can significantly improve the resolution of an ISM dataset75. Estimation
of the shift required for the image recorded by each pixel has previously been
shown to work by means of phase-correlation [60, 195] and iterative computa-
tion [181]. Iterative methods move the images of each off-center pixel until some
prior selected metric is optimized. The final image is constructed by summing
the coregistered pixel images and being placed into image space according to
the scan position. For well-structured emission spots, a simple autocorrelation
can be used to shift each of the off-center pixel images appropriately76. Then,
by comparing the reconstructed images of a simulated ISM dataset we see that
the summation image is not sharp (Figure 5.11a). The SPR (Figure 5.11b) and
APR (Figure 5.11c) images are of much higher resolution, where the full-width
half maximum (FWHM) of the summation image is below 0.01, the FWHM
of the SPR and APR is 0.03 (Figure 5.11d).
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Figure 5.11: Reconstruction images of simulated PSFs show-
ing the summation image (a), static pixel reassignment (b), and
adaptive pixel reassignment (c). The full-width half maximum
(FWHM) of the summation image is much lower than that of
the SPR and APR, but the intensity of the APR is higher than
that of the SPR(d).

Additional resolution improvement can be gained by deconvolution or fre-
quency domain filtering [54, 196]. A "blind" Fourier Ring Correlation (FRC)
method can also be used, where no measurement of the ideal PSF is necessary,
but is estimated by the resulting APR image. By combining the adaptive pixel
reassignment with a blind deconvolution, an overall resolution improvement
near to a factor of 2 can be achieved [181].
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5.7 ISM Results
Using the ISM techniques described, we imaged an autofluorescent plate us-
ing an excitation wavelength of 800nm which has been shown to emit strong
575nm signal. We found a central spot of the scanned image with an exposure
time of 1ms across an image of 250×250 pixels (Figure 5.12) and compared it
against images with various exposure times. With enough time for the fast line
scanner to image the full field of view, no flyback blanking time is required.
As the exposure time is reduced, the flyback time of the line scanner begins to
generate a very narrow repeat image on the left-hand side of the image (500µs
to 67.5µs) and this effect becomes more pronounced as the exposure time is
decreased further. Eventually, at 8µs the flyback image on the left-hand side of
the image is equal in size to the appropriately scanned section of the image. This
indicates that in cases with bright signal, a flyback blanking period is required
to image the field of view appropriately.

Figure 5.12: At 1ms exposure time no flyback image is visible, as
enough time is available for the scanner to return to the begin-
ning of the line. As the exposure time is reduced, this flyback
image is more pronounced.

To remove statistical outliers, an evaluation of each ’imagelet’ was con-
ducted. If the total image intensity from a single SPAD element returned a
value exceeding a single standard deviation, that image was removed from the
pixel reassignment. This ensured that when a 5×5 region was selected that con-
tains any hot-pixel elements, a computational correction can reduce the noise
and recover suitable imaging.

The shape of these spots imaged in the autofluorescent plat is altered by
the aberrations from the OAPs and numerous spots are visible where none are
expected. At this point in the work, it is not clear if this is tenable for imaging,
as less bright samples emitting fewer photons were not able to be imaged in the
configuration.
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77 Our Orpheus NOPA
cannot output the "ideal"
1110nm as per the 370nm
× 3, but can generate from
650-940nm and then from
1160nm and longer.

5.8 Widefield Illumination
To overcome the difficulties associated with the aberrations caused by the OAPs,
we implemented a solution where the excitation source is transmitted directly
into the back aperture of the objective lens. As the beam is approximately 3mm
in diameter, the effective NA is well below the 1.05 specified. This results in a
larger excitation PSF which can loosely be considered a "widefield" illumination
strategy. In this configuration, there are no scanning elements, and to generate
images, the object is scanned using the electronic stage (X-LSM025A, Zaber).

To confirm that this illumination would provide sufficient photons to elicit
3-photon and THG emission, a basic confirmation of the cubed law when excit-
ing a thin fluorescein sample was conducted. Additionally, the power required
to achieve3-photon imaging would be maximized in this configuration, as fewer
optical elements are in the optical path, but excitation power is still significantly
reduced as it propagates through the system, as approximately90%of the power
output from the NOPA is lost across the optical path (Figure E.16a).

Based on existing literature, the 3-photon response of fluorescein is maxi-
mized at approximately 1150nm [197] (based on the NOPA output, as there is
a dead region from 950nm to 1150nm), but as we are interested in the penetra-
tion benefit of 1300nm we implemented an experiment to confirm 3-photon
emission when using this lower effective NA illumination (and thus larger PSF)
using 1300nm excitation. Using the PMT for emission collection and a half-
wave plate to control the power, we increased excitation power from 40mW to
130mW and found that the emitted light closely followed the cubed nonlinear-
ity (Figure 5.13) (Emission filter: 509/22).

5.8.1 3PE Imaging of Nanoparticles
Evaluating theCsPbBr3@SiO2 nanoparticles (previously imaged in 2-photon
in section 3.3.3) to evaluate the 3-photon response, a longer wavelength excita-
tion source was used. A higher concentration of the nanoparticles was placed
in a toluene solution (100µL) and placed into a small silicon well. When ex-
cited at 1160nm77, the fluorescence intensity scaled according to an equation of
y = 3.0326 × 103 · x2.3354 (Figure 5.14a), where lower power excitation more
closely follows the cubed power law, but as the power is increased, PMT read-
ings fall off, but remain above the squared power law. Variation of 3-photon
emission when excited by wavelengths in the range from 1160nm to 1400nm
shows that maximum intensity was achieved when the samples were excited
by 1190nm, and a minimum at 1360nm, but it appears as if another peak is
possible beyond 1400nm (Figure 5.14b).
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Figure 5.13: A 960µM concentration of fluorescein shows al-
most ideal 3-photon emission as the power is doubled, the emit-
ted light is cubed.

Figure 5.14: Fluorescence intensity measured by PMT when
the nanoparticles are excited at 1160nm, showing 3-photon
emission (a). The 3-photon response varies when excited across
1160nm to 1400nm (b).

5.8.2 Imaging MSCs in a monolayer
Mesenchymal Stromal Cells cultured in osteogenic media over a period of 14
days are expected to have begun mineral deposition by day 12 [198, 199]. In-
vestigating this mineral deposition most often requires staining by dyes such
as Alizarin red, so label-free quantification of mineral deposited is desirable.
We envision using the THG contrast provided by the interface between mis-
matched refractive indices can be used to quantify the mineralization as the
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refractive index will change across a sample where mineral has been put down.
Once the cells are fixed, the monolayer of MSCs in a Petri dish was imaged and
while it was very thin (15-25µm thick), we were able to identify single cells us-
ing SHG illuminated by 1280nm (Figure 5.15a; notion of nucleus labeled "1").
Viewing the THG channel where correlation between the channels is clear (the
membrane labeled "2" in (a) fits into the gap in (b)), a layer of punctate min-
eral deposits is visible (Figure 5.15b). Using these THG images of MSCs over
a period of 28 days can be used to quantify mineral deposition by MSCs in
osteogenic differentiation. By combining this specificity with super resolution
provided by an implementation of ISM, extracellular vesicles (EVs) could also
be quantified in future experiments [200].

Figure 5.15: An image of cells using 1280nm excitation where
the cell membrane and nucleus are visible in the SHG image (a).
The THG image contains many punctate spots of deposited
mineral as the MSCs were differentiated to bone (b). Scale bar
is 10µm.

We have confirmed that narrowing the excitation beam into the back aper-
ture of the objective lens creates a focal volume that elicits 3-photon and THG
signal in nanoparticles and a monolayer of cells. By leveraging the long wave-
lengths associated with lower scattering, we anticipate that this setup can be
used to image SHG and THG inside living tissue such as the PhAM floxed
murine sample that expresses GFP in their mitochondria, exceeding depth of
penetration that was achieved using scatter correction in 2-photon imaging.
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Chapter 6

Conclusion

As numerous microscopy techniques become more available to researchers, se-
lection of the appropriate modality is of paramount importance. Appropriate
modalities are selected by criteria (1) is the sample thin, transparent, or thick
and scattering? (2) How small are the features to be measured, and (3) are the
samples going to be biologically representative if fluorescent dyes are used, or
should label-free techniques be used? In this work we present options suitable
for almost any biological sample and in some cases methods to improve the
imaging modality.

Differential Phase Contrast (DPC) is well suited to thin, transparent sam-
ples and provides quantitative phase images that can be input to computational
tools such as neural networks [201]. We show how implementation of this tech-
nique with low-cost components into a robust, user-friendly human-machine
interface, enables investigators without specific knowledge of the technique
to use it. Further improvements to the DPC images by reducing illumination
and halo artifacts which distort the edges of larger features were made, result-
ing in halo-free images more closely representing the ground truth. Using this
microscope setup allowed us to image MSCs where we could match the mor-
phology of mesenchymal stromal cells (MSCs) to their chemical composition
using MALDI-MSI. In other work, DPC acquired images were used to quan-
tify mineral deposition of MSCs as they differentiated into bone cells by cal-
culating the gray-level co-occurrence matrices (GLCM) and comparing them
at weekly intervals. Longer term (beyond 24-hours) imaging of live MSCs also
revealed how MSCs interact with T-cells. This DPC implementation installed
into an existing upright microscope was combined with a single-photon fluo-
rescence microscope that enabled multi-modal imaging with four channels of
fluorescence alongside DPC. By combining these options and enabling long
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term imaging, a multitude of imaging options are available to investigators in a
robust configuration.

Multi-photon imaging, suited to thicker and scattering samples, improves
the intensity of imaging by reducing the focal volume and limiting the gen-
eration of out-of-focus fluorescence, is a widely used technique in biological
imaging. Using our custom-built 2-photon setup we were able to measure the
2-photon characteristics of perovskite nanoparticles and use them to observe
MSCs that had been injected subdermally in a living mouse ear. In muscle
tissue samples prepared and mounted onto microscope slides, we were able to
image 2-photon emission and second harmonic generation (SHG) simultane-
ously. Using the intrinsic SHG from within type I collagen [8] we were able
to quantify the collagen content within muscle tissue and differentiate injured
samples from uninjured samples according to collagen quantification.

While we can use our 2-photon microscope for numerous sample types
such as cell monolayers, fixed tissue, or living animal samples, each of these
samples presents aberrations that degrade the image quality. Low order aberra-
tion correction by means of a low spatial frequency electro-optical component
such as a deformable mirror recovers some intensity, but beyond the scattering
length constant of bone, we found that high-order aberration of the sample over-
whelms the PSF. Our approach to correct this scattering was to combine a high
spatial frequency digital micromirror device (DMD) to manipulate the wave-
front and restore high intensity and high spatial frequency imaging using a ge-
netic algorithm to optimize the DMD pattern. Importantly, we used the SHG
signal generated within the bone to evaluate the quality of the PSF during the
optimization. In doing so, we achieved an 8-fold intensity increase in the green
fluorescent protein (GFP) channel, enabling tracking of cells approximately
120µm below the surface of the skull in living bone marrow. Current state of
the art scatter correction techniques such as IMPACT [94] and F-SHARP [71]
have been shown to correct scattering within a few seconds using SLMs. These
techniques decouple the slow wavefront correction device from the high-speed
measurement device. F-SHARP in particular has been applied in 3-photon
imaging at 1300nm and achieved an 8-fold increase in GFP 600µm inside the
brain through a craniotomy in a living mouse [202]. While it has proven diffi-
cult to find consistency in the literature regarding the scattering length of brain
tissue, we found that a useful value for the scattering length constant of brain
tissue is approximately 150µm [159]. A direct comparison of our scatter cor-
rection implemented in bone tissue is not available, particularly in the case of
binary wavefront modulation, which until this work has not seen implementa-
tion inside a living mammal. By relating our work in terms of scattering lengths
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to other works in brain, we find that scatter correction using our system worked
well up to three or four scattering lengths, where other state of the art methods
achieve consistent recovery in up to four scattering lengths.

We then investigated strategies to improve intensity increase and reduce
the scatter correction time. By replacing the multi-pixel CMOS camera with
a single-pixel photon collection device, a PMT, we were able to complete the
scatter correction more rapidly, but at the cost of lower intensity enhancement.
Use of a PMT effectively reduced the evaluation metric within the genetic al-
gorithm to an averaged intensity across a larger region of the PSF. As such,
improvements in the evaluation metric by individuals within the population
had less impact than in the multi-pixel configuration. This effect, compounded
with the stochastic nature of PMT gain, lead to that lower intensity increase.
Other work in the field has shown that using a PMT is effective in reducing
the correction time, so in future iterations of this implementation, a cooled
PMT could replace the uncooled PMT to stabilize the gain. Spatial filtering
of the optical signal into the PMT and electrical low-pass filters on the PMT
output can improve the performance of the single-pixel based method. A more
stable and even faster device such as a SPAD camera could be integrated into
the system to replace either the PMT or multi-pixel camera, provided the fill
factor can enable imaging well above the noise floor.

Where surplus excitation power is available in a 2-photon system, a reduc-
tion of segments used in the DMD pattern was shown to increase the over-
all intensity enhancement. By reducing the segment sparsity from ∼50% to
∼20%, we increased the intensity enhancement 1.5× in GFP, but by nearly
6× in SHG. Surplus power is necessary in the case of imaging bone, as 780nm
has a scattering length of approximately 45µm, and for effective imaging, we
needed the average illumination power to approach 150mW.

To bolster the improvement that we measured using our scatter correction,
we included low order aberration correction, which had previously been imple-
mented in our custom microscope [123]. Implementing this low order correc-
tion beyond one scattering length of bone reduced the SHG signal so that it
became difficult to achieve a successful sample aberration correction when an
uncorrected pattern was projected onto the DMD. Where an optimized DMD
pattern was projected, the sample aberration correction was able to yield an
improvement in the PSF intensity and shape. When this combination was used
to image at 110µm inside excised bone, subcellular features that had not previ-
ously been visible became clear. In a living sample the punctate mitochondria
became more visible, and a 2.5-fold increase in intensity was realized when the
low order aberration correction was applied alongside scatter correction. Low
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order aberration correction is a widely applied technique useful in enhancing
intensity and resolution but is most commonly used in thin or transparent tis-
sue [203]. A combination of these correction approaches is not widely applied
in the literature and can combine the benefits of both to increase resolution at
depth.

Ultimately, this aberration and scatter correction improves the excitation
PSF, but the wavelengths useful in 2-photon imaging do not penetrate biolog-
ical tissue as deeply as wavelengths in the "biological window". Three-photon
imaging at 1300nm provides improved penetration, while reducing the optical
resolution (according to the diffraction limit calculation), but scattering that
does occur can be corrected by our binary wavefront modulation technique
(provided the wavelength is compatible with the surface of the DMD).

To implement the first aspect of a longer wavelength 3-photon microscope,
we simulated an achromatic scan engine. In our configuration, long excitation
wavelengths as well as the shorter emission wavelengths must travel along the
same optical path to be descanned and collected. This necessitates an achro-
matic path that is not feasible with current anti reflective coating in glass lenses
so that they must be replaced by off-axis parabolic mirrors which are capable of
broadband reflection. We found that while simulations of this OAP configura-
tion showed aberrations in higher Zernike orders, meaning that computational
correction could be implemented in the lower orders, the low photon count
across the scan engine resulted in untenable imaging conditions when com-
bined with the low order aberrations. This low photon count is exacerbated
by the low fill factor of each SPAD element specified as 13.94% in our device.
To recover a useful fill factor, a microlens array could be used to focus light
onto the effective 6.95µm region of the SPAD. Alternatively, a more suitable
SPAD camera can be acquired that has previously been shown to enable ISM
in 2-photon implementations [60]. To date, no 3-photon SPAD-based imple-
mentation of ISM has been shown inside scattering biological tissue, but it has
been presented in cleared, stained tissues [183]. Further, while SHG enhance-
ment has been shown via ISM [63], this has not been illustrated in thick living
samples, nor in using third harmonic generation (THG).

When reducing the system to a "widefield" excitation, we confirmed 3-
photon imaging in Fluorescein, as well as SHG and THG imaging of excised
bone. Additionally, this system was used to confirm the 3-photon response
of the perovskite nanoparticles, and to image SHG and THG emission from
MSCs cultured in osteogenic media. This more primitive implementation en-
ables deep tissue imaging by leveraging the long wavelengths in the "biological
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window" and label free SHG and THG imaging due to high pulse power and
short pulse durations necessary for high contrast THG imaging [46].

In the ultimate vision for this imaging system, a combination of aberration
and scatter correction when using long wavelengths will enable deeper pene-
tration that is necessary for examining osteogenic processes deep within living
bone. Implementation of ISM in this configuration can potentially increase
the resolution of the system by a factor of two, which would restore resolution
in the range of 250nm that is desirable in imaging of the lacunar-canalicular
network [204].
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Appendix A

DPC Microscope setup

The inter communications document (ICD) for communications between the
LED Matrix controller Arduino and LabVIEW, the DPC reconstruction code,
the

A.1 Communications between LED array, Arduino,
and LabVIEW

These tables describe the messages sent from the Arduino to the LabVIEW PC
over USB. Specifically this is the Arduino that controls the LED array. Note
that the LabVIEW and Arduino themselves play no role in the decisions made
in this document, this is simply a communication message protocol.

This first table simply illustrates usage of the ICD

Table A.1: LED array communications message structure

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x0* UINT8

3 Message length

Number of bytes in the
message (excluding sync
byte and message header,
message length, but in-
cluding checksum

UINT8

4 . . .n-1 Message payload Number of bytes UINT8

n Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Message 1 - Set Circle Upon receiving message 1, the LED array controlling
Arduino sets a circle on the LED array.

Table A.2: LabVIEW to LED array Arduino - Message 1

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x01 UINT8
3 Message length 0x08 UINT8

4 Filled or Outline 0: Outline
1: Filled UINT8

5 Matrix ’X’ position 0 - 15 UINT8
6 Matrix ’Y’ position 0 - 15 UINT8
7 Circle radius 0 - 15 UINT8
8 Red intensity 0 - 15 UINT8
9 Green intensity 0 - 15 UINT8
10 Blue intensity 0 - 15 UINT8

11 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table A.3: LED array Arduino response to LabVIEW - Message 1

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0xA1 UINT8
3 Message length 0x09 UINT8
4 Matrix ’X’ position 0 - 15 UINT8
5 Matrix ’Y’ position 0 - 15 UINT8
6 Circle radius 0 - 15 UINT8
7 Red intensity 0 - 15 UINT8
8 Green intensity 0 - 15 UINT8
9 Blue intensity 0 - 15 UINT8

10 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 2 - Set Specific LED Upon receiving message 2, the LED array
controlling Arduino sets the RGB value on a specific LED.

129



Table A.4: LabVIEW to LED array Arduino - Message 2

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x02 UINT8
3 Message length 0x06 UINT8
4 LED ’X’ position 0 - 31 UINT8
5 LED ’Y’ position 0 - 31 UINT8
6 R Value 0 - 15 UINT8
7 G Value 0 - 15 UINT8
8 B Value 0 - 15 UINT8

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Table A.5: LED array Arduino response to LabVIEW - Message 2

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x02 UINT8
3 Message length 0x06 UINT8
4 LED ’X’ position 0 - 31 UINT8
5 LED ’Y’ position 0 - 31 UINT8
6 R Value 0 - 15 UINT8
7 G Value 0 - 15 UINT8
8 B Value 0 - 15 UINT8

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Message 3 - Set Rectangle Upon receiving message 3, the LED array control-
ling Arduino sets the RGB value on a rectangle of LEDs.

Table A.6: LabVIEW to LED array Arduino - Message 3

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x03 UINT8
3 Message length 0x09 UINT8

4 Filled or Outline 0: Outline
1: Filled UINT8

5 Top left ’X’ position 0 - 31 UINT8
6 Top left ’Y’ position 0 - 31 UINT8
7 Width in pixels 0 - 31 UINT8
8 Height in pixels 0 - 31 UINT8
9 R Value 0 - 15 UINT8
10 G Value 0 - 15 UINT8
11 B Value 0 - 15 UINT8

12 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table A.7: LED array Arduino response to LabVIEW - Message 3

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x03 UINT8
3 Message length 0x09 UINT8

4 Rectangle filled? 0: Outline
1: Filled UINT8

5 Top left ’X’ position 0 - 31 UINT8
6 Top left ’Y’ position 0 - 31 UINT8
7 Width in pixels 0 - 31 UINT8
8 Height in pixels 0 - 31 UINT8
9 R Value 0 - 15 UINT8
10 G Value 0 - 15 UINT8
11 B Value 0 - 15 UINT8

12 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Messages 4 and 5 are not used in this configuration controlling the LED
array. There is no code in the Arduino listening for or responding to these
messages.

Message 6 - Set Half Circle Upon receiving message 6, the LED array con-
trolling Arduino sets the RGB value on a Half Circle.
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Table A.8: LabVIEW to LED array Arduino - Message 6

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0x06 UINT8
3 Message length 0x06 UINT8

4 Half Circle Orientation

1: Top
2: Left

3: Bottom
4: Right

UINT8

5 LED ’Y’ position -Don’t care- UINT8
6 R Value 0 - 15 UINT8
7 G Value 0 - 15 UINT8
8 B Value 0 - 15 UINT8

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Table A.9: LED array Arduino response to LabVIEW- Message 6

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x7C (|) UINT8
2 Message header 0xA6 UINT8
3 Message length 0x06 UINT8

4 Half Circle Orientation

1: Top
2: Left

3: Bottom
4: Right

UINT8

5 LED ’Y’ position -Don’t care- UINT8
6 R Value 0 - 15 UINT8
7 G Value 0 - 15 UINT8
8 B Value 0 - 15 UINT8

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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A.2 DPC Arduino source code

1 #include <RGBmatrixPanel.h>

2
3 #define CLK 8 // USE THIS ON ARDUINO UNO,

ADAFRUIT METRO M0, etc.

4 //#define CLK A4 // USE THIS ON METRO M4 (not M0

)

5 //#define CLK 11 // USE THIS ON ARDUINO MEGA

6 #define OE 9

7 #define LAT 10

8 #define A A0

9 #define B A1

10 #define C A2

11 #define D A3

12
13 #define startMarker 0x7C

14 #define maxMessage 16

15
16 byte bytesRecvd = 0;

17 byte dataRecvCount = 0;

18
19 byte dataRecvd[maxMessage];

20 byte tempBuffer[maxMessage];

21
22 boolean inProgress = false;

23 boolean allReceived = false;

24 boolean msgHeaderknown = false;

25 boolean msgLengthknown = false;

26
27 boolean bRunLines = false;

28 byte bPrescaler = 0;

29 byte bOffset = 0;

30 byte bRunRed;

31 byte bRunGreen;

32 byte bRunBlue;

33 int nFPCount = 0;

34 int nTotalLines = 0;

35 byte bCurrentX = 0;
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36 byte bCurrentY = 0;

37
38 byte bMessageBytes[maxMessage];

39 byte bChecksum = 0;

40 unsigned int msgLength = 0;

41 unsigned int msgRecLength = 0;

42 unsigned long previousMillis = 0;

43 int ledState = LOW;

44
45 RGBmatrixPanel matrix(A, B, C, D, CLK, LAT, OE,

false);

46
47 void setup()

48 {

49 pinMode(13, OUTPUT); // the onboard LED

50 pinMode(12, INPUT); // Camera trigger pin

51
52 Serial.begin(115200);
53
54 matrix.begin();

55 }
56
57 void loop()

58 {

59 unsigned long currentMillis = millis();

60 /* seems to not work when using this heartbeat

code

61 if (currentMillis - previousMillis >= 1000)

62 {

63 // save the last time you blinked the LED

64 previousMillis = currentMillis;

65 // if the LED is off turn it on and vice-

versa:

66 if (ledState == LOW)

67 {

68 ledState = HIGH;

69 // matrix.drawPixel(0, 2, matrix.Color333

(7, 7, 7));

70 }
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71 else

72 {

73 ledState = LOW;

74 // matrix.drawPixel(0, 2, matrix.Color444

(0, 0, 0));

75 }

76 // set the LED with the ledState of the

variable:

77 digitalWrite(13, ledState);

78 }

79 */

80 // Check if serial communications required

81 getSerialData();

82
83 // Once a full message has been received,

process the instruction

84 if(allReceived)

85 {

86 allReceived = false;

87 processData();

88 }

89
90 // if the received message instructed to begin

sequence, enter here

91 if(bRunLines)

92 {

93 // ledState = HIGH;

94 // poll IO12

95 // Wait until the input goes high

96 while(digitalRead(12) == LOW)

97 {

98 // do nothing (wait for pin to go high)

99 }

100
101 // Do what needs to be done when the pin is

high (turn on correct LED, as per

prsecaler & offset; determine nTotalLines)
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102 matrix.drawPixel(bCurrentX, bCurrentY,

matrix.Color444(bRunRed, bRunGreen,

bRunBlue));

103 switch(bPrescaler)

104 {

105 case 1:

106 nTotalLines = 1023;

107 if(bCurrentX+1 >= 32)

108 {

109 bCurrentY += 1;

110 bCurrentX = bCurrentX - 31;

111 }

112 else

113 {

114 bCurrentX += 1;

115 }

116
117 break;

118 case 2:

119 nTotalLines = 255;

120 if(bCurrentX+2 >= 32)

121 {

122 bCurrentY += 2;

123 bCurrentX = bCurrentX - 30;

124 }

125 else

126 {

127 bCurrentX += 2;

128 }

129 break;

130 case 3:

131 nTotalLines = 63;

132 if(bCurrentX+4 >= 32)

133 {

134 bCurrentY += 4;

135 bCurrentX = bCurrentX - 28;

136 }

137 else

138 {
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139 bCurrentX += 4;

140 }

141 break;

142 case 4:

143 nTotalLines = 15;

144 if(bCurrentX+8 >= 32)

145 {

146 bCurrentY += 8;

147 bCurrentX = bCurrentX - 24;

148 }

149 else

150 {

151 bCurrentX += 8;

152 }

153 break;

154 default:

155 break;

156 }

157
158 while(digitalRead(12) == HIGH)

159 {

160 // do nothing (wait for pin to go low)

161 }

162
163 // Do what needs to be done when the pin is

low (turn off panel)

164 matrix.fillScreen(matrix.Color333(0, 0, 0));

165
166 // If the whole array has been done, stop

polling

167 if(nFPCount++ >= nTotalLines)

168 {

169 bRunLines = false;

170 }

171 }

172 }

173
174 void getSerialData()

175 {
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176 // Receives data into tempBuffer[]

177 // saves the number of bytes that the PC

said it sent - which will be in

tempBuffer[1]

178 // uses decodeHighBytes() to copy data

from tempBuffer to dataRecvd[]

179
180 // the Arduino program will use the data it

finds in dataRecvd[]

181 bChecksum = 0;

182 if(Serial.available() > 0)

183 {

184 byte x = Serial.read();
185 if ((x == 0x7C) && (!msgHeaderknown))

186 {

187 bytesRecvd = 0;

188 inProgress = true;

189 // blinkLED(2);

190 // Serial.write("start received\n");

191 }

192
193 if(inProgress)

194 {

195 tempBuffer[bytesRecvd] = x;

196 bytesRecvd ++;

197 }

198
199 if(!msgHeaderknown)

200 {

201 // Regardless of message header, we need

to read 1 more byte to get message

length, so keep receiving

202 // tempBuffer[1] is the message header

203 msgHeaderknown = true;

204 }

205 if(!msgLengthknown)

206 {

207 switch (tempBuffer[2])

208 {
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209 case 0x01:

210 msgLength = tempBuffer[2];

211 msgLengthknown = true;

212 break;

213 case 0x02:

214 msgLength = tempBuffer[2];

215 msgLengthknown = true;

216 break;

217 case 0x03:

218 msgLength = tempBuffer[2];

219 msgLengthknown = true;

220 break;

221 case 0x04:

222 msgLength = tempBuffer[2];

223 msgLengthknown = true;

224 break;

225 case 0x05:

226 msgLength = tempBuffer[2];

227 msgLengthknown = true;

228 break;

229 case 0x06:

230 msgLength = tempBuffer[2];

231 msgLengthknown = true;

232 break;

233 case 0x07:

234 msgLength = tempBuffer[2];

235 msgLengthknown = true;

236 break;

237 case 0x08:

238 msgLength = tempBuffer[2];

239 msgLengthknown = true;

240 break;

241 case 0x09:

242 msgLength = tempBuffer[2];

243 msgLengthknown = true;

244 break;

245 default:

246 break;

247 }
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248 }

249
250 if(msgLengthknown)

251 {

252 msgRecLength += 1;

253 if(msgRecLength == msgLength+1)

254 {

255 inProgress = false;

256 allReceived = true;

257 msgLengthknown = false;

258 msgHeaderknown = false;

259 dataRecvd[0] = tempBuffer[0];

260 dataRecvd[1] = tempBuffer[1];

261 dataRecvd[2] = tempBuffer[2];

262 dataRecvd[3] = tempBuffer[3];

263 dataRecvd[4] = tempBuffer[4];

264 dataRecvd[5] = tempBuffer[5];

265 dataRecvd[6] = tempBuffer[6];

266 dataRecvd[7] = tempBuffer[7];

267 dataRecvd[8] = tempBuffer[8];

268 dataRecvd[9] = tempBuffer[9];

269 dataRecvd[10] = tempBuffer[10];

270 dataRecvd[11] = tempBuffer[11];

271 tempBuffer[0] = 0;

272 tempBuffer[1] = 0;

273 tempBuffer[2] = 0;

274 msgRecLength = 0;

275 allReceived = true;

276 //Serial.write("got all\n");

277 //Serial.write(dataRecvd, bytesRecvd);

278 }

279 }

280 }

281 }
282
283 //Adrian message decoders

284 void Message1()

285 {
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286 /*
=======================================================================================

287 * Message 1 responds with the intensity

values of the ADC’s as a percentage from

0-100%

288 * analogRead returns an integer (16 bits) and

is maxed out at 1024

289 * multiplying by .09765625, normalizes 1024

to 100% (as required)

290 * casting the resulting integer to a byte

results in a single byte intensity

291 */

292 matrix.fillScreen(matrix.Color333(0, 0, 0));

293
294 if(dataRecvd[3])

295 {

296 matrix.fillCircle(dataRecvd[4], dataRecvd

[5], dataRecvd[6], matrix.Color444(

dataRecvd[7], dataRecvd[8], dataRecvd[9]))

;

297 }

298 else

299 {

300 matrix.drawCircle(dataRecvd[4], dataRecvd

[5], dataRecvd[6], matrix.Color444(

dataRecvd[7], dataRecvd[8], dataRecvd[9]))

;

301 }

302
303 bChecksum = 0;

304 bMessageBytes[0] = 0x7C;

305 bChecksum = bChecksum ^ bMessageBytes[0];

306 bMessageBytes[1] = 0xA1;

307 bChecksum = bChecksum ^ bMessageBytes[1];

308 bMessageBytes[2] = 0x08;

309 bChecksum = bChecksum ^ bMessageBytes[2];

310 bMessageBytes[3] = dataRecvd[3];

311 bChecksum = bChecksum ^ bMessageBytes[3];
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312 bMessageBytes[4] = dataRecvd[4];

313 bChecksum = bChecksum ^ bMessageBytes[4];

314 bMessageBytes[5] = dataRecvd[5];

315 bChecksum = bChecksum ^ bMessageBytes[5];

316 bMessageBytes[6] = dataRecvd[6];

317 bChecksum = bChecksum ^ bMessageBytes[6];

318 bMessageBytes[7] = dataRecvd[7];

319 bChecksum = bChecksum ^ bMessageBytes[7];

320 bMessageBytes[8] = dataRecvd[8];

321 bChecksum = bChecksum ^ bMessageBytes[8];

322 bMessageBytes[9] = dataRecvd[9];

323 bChecksum = bChecksum ^ bMessageBytes[9];

324 bMessageBytes[10] = bChecksum;

325 Serial.write(bMessageBytes, 11);

326 return;

327 }

328
329 void Message2()

330 {

331 /*
=======================================================================================

332 * Message 2 responds with the intensity

settings that the DAC has recorded for each

channel

333 * and sets the DAC’s to the specified values

334 */

335
336 matrix.fillScreen(matrix.Color333(0, 0, 0));

337 matrix.drawPixel(dataRecvd[3], dataRecvd[4],

matrix.Color444(dataRecvd[5], dataRecvd[6],

dataRecvd[7]));

338
339 bChecksum = 0;

340 bMessageBytes[0] = 0x7C;

341 bChecksum = bChecksum ^ bMessageBytes[0];

342 bMessageBytes[1] = 0xA2;

343 bChecksum = bChecksum ^ bMessageBytes[1];

344 bMessageBytes[2] = 0x06;
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345 bChecksum = bChecksum ^ bMessageBytes[2];

346 bMessageBytes[3] = dataRecvd[3];

347 bChecksum = bChecksum ^ bMessageBytes[3];

348 bMessageBytes[4] = dataRecvd[4];

349 bChecksum = bChecksum ^ bMessageBytes[4];

350 bMessageBytes[5] = dataRecvd[5];

351 bChecksum = bChecksum ^ bMessageBytes[5];

352 bMessageBytes[6] = dataRecvd[6];

353 bChecksum = bChecksum ^ bMessageBytes[6];

354 bMessageBytes[7] = dataRecvd[7];

355 bChecksum = bChecksum ^ bMessageBytes[7];

356 bMessageBytes[8] = bChecksum;

357 Serial.write(bMessageBytes, 9);

358 return;

359 }

360
361 void Message3()

362 {

363 /*
=======================================================================================

364 * Message 3 responds with the LED’s that are

turned on/off as per GUI instruction

365 * as well as the exposure and dead times as

per the GUI

366 * These values are stored so that a pulse

train can be setup appropriately

367 */

368
369 matrix.fillScreen(matrix.Color444(0, 0, 0));

370
371 if(dataRecvd[3])

372 {

373 matrix.fillScreen(matrix.Color444(dataRecvd

[8], dataRecvd[9], dataRecvd[10]));

374 }

375 else

376 {
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377 matrix.drawRect(dataRecvd[4], dataRecvd[5],

dataRecvd[6], dataRecvd[7], matrix.

Color444(dataRecvd[8], dataRecvd[9],

dataRecvd[10]));

378 }

379
380 bChecksum = 0;

381 bMessageBytes[0] = 0x7C;

382 bChecksum = bChecksum ^ bMessageBytes[0];

383 bMessageBytes[1] = 0xA3;

384 bChecksum = bChecksum ^ bMessageBytes[1];

385 bMessageBytes[2] = 0x09;

386 bChecksum = bChecksum ^ bMessageBytes[2];

387 //bMessageBytes[3] is populated ^^

388 bChecksum = bChecksum ^ bMessageBytes[3];

389 bMessageBytes[4] = dataRecvd[4];

390 bChecksum = bChecksum ^ bMessageBytes[4];

391 bMessageBytes[5] = dataRecvd[5];

392 bChecksum = bChecksum ^ bMessageBytes[5];

393 bMessageBytes[6] = dataRecvd[6];

394 bChecksum = bChecksum ^ bMessageBytes[6];

395 bMessageBytes[7] = dataRecvd[7];

396 bChecksum = bChecksum ^ bMessageBytes[7];

397 bMessageBytes[8] = dataRecvd[8];

398 bChecksum = bChecksum ^ bMessageBytes[8];

399 bMessageBytes[9] = dataRecvd[9];

400 bChecksum = bChecksum ^ bMessageBytes[9];

401 bMessageBytes[10] = dataRecvd[10];

402 bChecksum = bChecksum ^ bMessageBytes[10];

403 bMessageBytes[11] = bChecksum;

404 Serial.write(bMessageBytes, 12);

405 return;

406 }

407
408 void Message4()

409 {

410 /*
=======================================================================================
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411 * Message 4 responds by executing the pulse

train or checking the status of the pulse

train

412 * depending on the request from the GUI

413 */

414 bRunLines = (boolean)dataRecvd[3];

415 bPrescaler = dataRecvd[4];

416 bOffset = dataRecvd[5];

417 bRunRed = dataRecvd[6];

418 bRunGreen = dataRecvd[7];

419 bRunBlue = dataRecvd[8];

420
421 bCurrentX = bOffset;

422 bCurrentY = bOffset;

423 nFPCount = 0;

424
425 bChecksum = 0;

426 bMessageBytes[0] = 0x7C;

427 bChecksum = bChecksum ^ bMessageBytes[0];

428 bMessageBytes[1] = 0xA4;

429 bChecksum = bChecksum ^ bMessageBytes[1];

430 bMessageBytes[2] = 0x02;

431 bChecksum = bChecksum ^ bMessageBytes[2];

432 bMessageBytes[3] = (byte)bRunLines;

433 bChecksum = bChecksum ^ bMessageBytes[3];

434 bMessageBytes[4] = bPrescaler;

435 bChecksum = bChecksum ^ bMessageBytes[4];

436 bMessageBytes[5] = bOffset;

437 bChecksum = bChecksum ^ bMessageBytes[5];

438 bMessageBytes[6] = bChecksum;

439 Serial.write(bMessageBytes, 7);

440 return;

441 }
442
443 //============================
444
445 void processData()

446 {

447 switch (dataRecvd[1])
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448 {

449 case 0x01:

450 Message1();

451 break;

452 case 0x02:

453 Message2();

454 break;

455 case 0x03:

456 Message3();

457 break;

458 case 0x04:

459 Message4();

460 break;

461 case 0x05:

462 default:

463 break;

464 }

465 }

A.3 DPC Microscope user interfaces
Devices attached are attached to the PC via USB (Table A.10). The custom
LAbVIEW GUI connects to these devices through USB COM ports which are
setup in the initialization file (.ini) which is embedded in the LabVIEW project.

Table A.10: DPC USB Components

Component/Device Part number Manufacturer
CMOS camera Zyla 4.2 Andor
Fluorescence LED controller Uno Arduino
LED Array controller Uno Arduino
Electronic Stage Part number MS2000 ASI Imaging

The Custom LabVIEW GUI is based on a producer/consumer template
which uses two while loops running concurrently. The first while loop contains
an event structure which responds to events on the GUI and places the corre-
sponding actions onto a queue. As the queue is filled, the second loop contains
a case structure to deal with the queued actions appropriately.

When running the GUI, the user can change the exposure time and binning
of the camera to find a good image in the "Live Mode" tab (Figure A.1). LED
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settings can be adjusted on the right-hand-side of the GUI where intensity and
use during automatic can be configured. Based on the image displayed in the
"Live Mode" tab, the user can set parameters for a Z-stack using the "Z-Stack"
tab. In this tab, x and y positions are confirmed and the Z-step size set (Figure
A.2). "Mosaic" mode is the mode in which the electronic stage can be set to move
in x or y directions in specified steps and across a specified range. A progress bar
shows how far along in the mosaic the process is (Figure A.3). A time lapse image
of a fixed region can be captured in the "Time Lapse" tab, where an interval
between captures and total number of captures can be configured. A progress
bar indicates how far into the time lapse the process is. (Figure A.4).

For debugging and advanced purposes a "Camera Settings" tab was created.
Here the specific camera settings can be adjusted, but this mode is not thor-
oughly tested and if followed by automated imaging modes, it may cause prob-
lems (Figure A.5).

Individual control of the LED array (perhaps for illumination of the sample
in a dark room) can be configured in the "FP LED Array" tab. Here the user can
configure circles or squares of on LEDs onto the array, with options for colour
and fill available. Single LEDs can also be switched on independently, and the
whole panel can be switched off (Figure A.6).

The most used mode in this setup is the "DPC" tab. Here the user can
choose to image a select a single field of view for DPC capture, or a mosaic with
the starting point being the current live image. Additionally, the user can specify
an interval at which the DPC mosaic is captured (Figure A.7). Remember that
the larger the mosaic region, the longer it takes to capture, and could perhaps
push up against the interval. The resulting images are stored in separate folders
(each containing the 4 angle illumination images) and must be reconstructed
according to the code in appendix A.4.
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Figure A.1: The custom LabVIEW GUI allows for live imaging
of the brightfield image. When a specific LED is used to illumi-
nate the sample, the corresponding pseudocolour is applied to
the current view. Each of four LEDs can be used to illuminate
the sample independently, or setup for mosaic, Z-stack, or time
lapse.
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Figure A.2: In order to execute a Z-stack, the x and y positions
should be set and then the Z-steps specified. Once these settings
are confirmed, run the Z-stack and the resulting single file Z-
stack will be saved in the default folder (as set in the .ini file).
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Figure A.3: The mosaic tab enables automatic movement of
the stage in x- and y-increments. Illumination sources can be
switched on or off automatically during the mosaic capture, and
DPC can be included in the mosaic capture.
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Figure A.4: A time lapse will run a capture of the single frame
with any automated illumination sources. Once the specified
time has elapsed, a dialog will pop up to inform the user that
the capture is complete.
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Figure A.5: As an advanced debug tool, the user can adjust any
of the camera settings.
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Figure A.6: The GUI is connected to the Adafruit LED array
through and Arduino. Settings of the LED array, such as LED
colour and specific shapes of LEDs can be adjusted using the
GUI.
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Figure A.7: DPC capture can be setup to run on a single spot,
but more often, members of our lab use the mosaic feature
along with the DPC imaging. This mosaic can also be used
to capture a full mosaic of DPC images at a fixed interval.
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A.4 Matlab DPC image reconstruction
The only edit required to execute this script is to input the folder path of the
original amplitude images. The folder should contain 4 subimages, and an exam-
ple folder would be: "D:\Test\Mosaic\7_17_2024_6_59_41PM_
MSC+CFSE\". The code recorded here is edited to fit fully within the mar-
gins of this document and will not run if copied without correcting some syntax
errors that would result.

A big adaptation from the original Waller provided code and this code is
the change of saving the resulting phase image as a tiff file. Matlab does not
have a simple way of saving tiff files, so I had to do it in a manner that feels very
manual.

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% m a i n _ d p c _ a b e r r a t i o n _ e s t i m a t i o n −
%
% Main f i l e f o r DPC a m p l i t u d e and p h a s e r e c o v e r y w i t h a b e r r a t i o n c o r r e c t i o n
%
%
% C o p y r i g h t ( C ) 2 0 1 8 M i c h a e l Chen and Z a c k P h i l l i p s
%
%
%
% T h i s p r o g r a m i s f r e e s o f t w a r e : y o u c a n r e d i s t r i b u t e i t and / o r m o d i f y
%
% i t u n d e r t h e t e r m s o f t h e GNU G e n e r a l P u b l i c L i c e n s e a s p u b l i s h e d b y
%
% t h e F r e e S o f t w a r e F o u n d a t i o n , e i t h e r v e r s i o n 3 o f t h e L i c e n s e , o r
%
% ( a t y o u r o p t i o n ) any l a t e r v e r s i o n .
%
%
%
% T h i s p r o g r a m i s d i s t r i b u t e d i n t h e h o p e t h a t i t w i l l b e u s e f u l ,
%
% b u t WITHOUT ANY WARRANTY; w i t h o u t e v e n t h e i m p l i e d w a r r a n t y o f
%
% MERCHANTABILITY o r FITNESS FOR A PARTICULAR PURPOSE .
S e e t h e %
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% GNU G e n e r a l P u b l i c L i c e n s e f o r m o r e d e t a i l s .
%
%
%
% You s h o u l d h a v e r e c e i v e d a c o p y o f t h e GNU G e n e r a l P u b l i c L i c e n s e
%
% a l o n g w i t h t h i s p r o g r a m . I f n o t , s e e < h t t p : / / www . gnu . o r g / l i c e n s e s / > .
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
c l e a r ; c l o s e a l l ;
s e t ( 0 , ’ D e f a u l t F i g u r e W i n d o w S t y l e ’ , ’ d o c k e d ’ ) ;
g l o b a l z e r n i k e _ p o l y p u p i l dim s o u r c e fIDPC p u p i l p h a s e f _ a m p l i t u d e f _ p h a s e
u s e _ g p u
a d d p a t h ( ’ . \ d p c _ f u n c t i o n s ’ ) ;
F = @( x ) f f t 2 ( x ) ;
I F = @( x ) i f f t 2 ( x ) ;

%% l o a d d a t a
a b e r r a t i o n _ c o r r e c t i o n = f a l s e ;
s a v e _ a m p l i t u d e _ o u t p u t = f a l s e ;

c l c
% HIGH LEVEL FOLDER LOCATION ( With a l a r g e number o f "DPC"
f o l d e r s w i t h i n i t " :
H i g h _ F o l d e r = ’D : \ T e s t \ M o s a i c \ 7 _ 1 7 _ 2 0 2 4 _ 6 _ 5 9 _ 4 1  PM_MSC+CFSE \ ’ ;

% CALIBRATION SCALING FACTOR
S c a l e = 3 . 7 7 5 ;

%Need t o make a c o r r e c t i o n f o r i f t h e r e i s a l r e a d y a f o l d e r
R e c o n s t r u c t i o n _ F o l d e r = a p p e n d ( H i g h _ F o l d e r , ’ R e c o n s t r u c t i o n s \ ’ ) ;

i f ~ i s f o l d e r ( R e c o n s t r u c t i o n _ F o l d e r )
m k d i r ( R e c o n s t r u c t i o n _ F o l d e r ) ;

end

F o l d e r _ L i s t = l s ( H i g h _ F o l d e r ) ;
Num _Fol der s = s i z e ( F o l d e r _ L i s t ) ;
i f F o l d e r _ L i s t ( 1 ) == ’ . ’

F o l d e r c o u n t = Num _Fo lder s ( 1 ) − 3 ;
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e l s e
F o l d e r c o u n t = 1 ;

end

l i s t _ o f _ f o l d e r s ( Nu m_Fo lder s ( 1 , 1 ) − 3 ) = 0 ;
l i s t _ o f _ f o l d e r s = l i s t _ o f _ f o l d e r s ’ ;
f o r c = 1 : Num _Fol ders ( 1 ) − 3

l i s t _ o f _ f o l d e r s ( c , 1 ) = str2num ( F o l d e r _ L i s t ( c + 2 , : ) ) ;
end

s o r t e d _ l i s t = s o r t ( l i s t _ o f _ f o l d e r s ) ;

t S t a r t = t i c ;
f o r F o l d e r _ I t e r a t i o n s = 1 : F o l d e r c o u n t

c l c
T e x t _ t o _ D i s p l a y = a p p e n d ( ’ B e g i n  r e c o n s t r u c t i o n  ’ ,

num2str ( F o l d e r _ I t e r a t i o n s ) , ’  o f  ’ , num2str ( F o l d e r c o u n t ) ) ;
d i s p ( T e x t _ t o _ D i s p l a y )
t i c

I m _ f o l d e r = a p p e n d ( H i g h _ F o l d e r ,
num2str ( s o r t e d _ l i s t ( F o l d e r _ I t e r a t i o n s ) ) , ’ \ ’ ) ;

F i l e _ L i s t = l s ( I m _ f o l d e r ) ;

F i l e 1 = a p p e n d ( I m _ f o l d e r , F i l e _ L i s t ( 3 , : ) ) ;
F i l e 2 = a p p e n d ( I m _ f o l d e r , F i l e _ L i s t ( 4 , : ) ) ;
F i l e 3 = a p p e n d ( I m _ f o l d e r , F i l e _ L i s t ( 5 , : ) ) ;
F i l e 4 = a p p e n d ( I m _ f o l d e r , F i l e _ L i s t ( 6 , : ) ) ;
IDPC ( : , : , 1 ) = i m r e a d ( F i l e 1 , ’ t i f f ’ ) ;
IDPC ( : , : , 2 ) = i m r e a d ( F i l e 2 , ’ t i f f ’ ) ;
IDPC ( : , : , 3 ) = i m r e a d ( F i l e 3 , ’ t i f f ’ ) ;
IDPC ( : , : , 4 ) = i m r e a d ( F i l e 4 , ’ t i f f ’ ) ;

i f a b e r r a t i o n _ c o r r e c t i o n
% t h i s e x a m p l e d a t a s e t f o r DPC w i t h a b e r r a t i o n s

a l r e a d y r e m o v e t h e DC t e r m
%and n o r m a l i z e d b y t h e t o t a l e n e r g y (DC t e r m )
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% l o a d ( ’ . . \ s a m p l e _ d a t a \ d a t a s e t _ D P C _ w i t h _ a b e r r a t i o n . mat ’ ) ;
IDPC = d o u b l e ( IDPC ) / 6 5 5 3 5 ;

e l s e
% l o a d ( ’ . . \ s a m p l e _ d a t a \ dataset_DPC_MCF10A . mat ’ ) ;
% IDPC = p e r m u t e ( d o u b l e ( IDPC ) , [ 2 , 3 , 1 ] ) ;

IDPC = d o u b l e ( IDPC ) / 6 5 5 3 5 ;
% i m a g e n o r m a l i z a t i o n

f o r i m a g e _ i n d e x = 1 : s i z e ( IDPC , 3 )
i m a g e _ l o a d = IDPC ( : , : , i m a g e _ i n d e x ) ;
IDPC ( : , : , i m a g e _ i n d e x ) = i m a g e _ l o a d / mean2 ( i m a g e _ l o a d ) − 1 ;

end
end
d i s p ( ’ . ’ )
%% s y s t e m p a r a m e t e r s

% i m a g e s i z e
dim = [ s i z e ( IDPC , 1 ) , s i z e ( IDPC , 2 ) ] ;
% p a r t i a l c o h e r e n c e f a c t o r

s i g m a = 1 . 0 ;
% n u m e r i c a l a p e r t u r e o f t h e i m a g i n g s y s t e m

na = 0 . 3 0 ;
% n u m e r i c a l a p e r t u r e o f t h e i l l u m i n a t i o n

n a _ i l l u m = s i g m a * na ;
% m a g n i f i c a t i o n o f t h e i m a g i n g s y s t e m

m a g n i f i c a t i o n = 5 * 2 ;
% w a v e l e n g t h i n m i c r o n

l a m b d a = 0 . 5 1 0 ;
% p i x e l s i z e i n m i c r o n

p s = 6 . 5 / m a g n i f i c a t i o n ;
% w a v e number

wavenumber = 2 * pi / l a m b d a ;
i f a b e r r a t i o n _ c o r r e c t i o n

% o r i e n t a t i o n o f t h e i l l u m i n a t i o n
i l l u _ r o t a t i o n = [ 0 , 1 8 0 , 9 0 ] ;

e l s e
% i l l u _ r o t a t i o n = [ 0 , 1 8 0 , 9 0 , 2 7 0 ] ;
i l l u _ r o t a t i o n = [ 2 7 0 , 1 8 0 , 9 0 , 0 ] ;

end
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% number o f i l l u m i n a t i o n u s e d i n DPC
n u m _ r o t a t i o n = numel ( i l l u _ r o t a t i o n ) ;

% i f a n n u l a r i l l u m i n a t i o n i s u s e d , s e t t h e NA
c o r r e s p o n d s t o t h e i n n e r r a d i u s

n a _ i n n e r = [ 0 , 0 , 0 , 0 ] ;
% h i g h e s t o r d e r o f Z e r n i k e c o e f f i c i e n t s u s e d
f o r p u p i l e s t i m a t i o n

n u m _ Z e r n i k e = 2 1 ;
s e t C o o r d i n a t e ( ) ;
d i s p ( ’ . ’ )
%% s h o w m e a s u r e m e n t s
i f a b e r r a t i o n _ c o r r e c t i o n

num_images = n u m _ r o t a t i o n + 1 ;
e l s e

num_images = n u m _ r o t a t i o n ;
end
d i s p ( ’ . ’ )
% f i g u r e ( ’ Name ’ , ’ n o r m a l i z e d , b a c k g r o u n d s u b s t r a c t e d DPC m e a s u r e m e n t s ’ , ’ N u m b e r T i t l e ’ , ’ o f f ’ )
% f o r s o u r c e _ i n d e x = 1 : num _i ma ge s
% s u b p l o t ( 2 , 2 , s o u r c e _ i n d e x ) ;
% i m a g e s c ( IDPC ( : , : , s o u r c e _ i n d e x ) ) ; a x i s i m a g e ; a x i s o f f ; c o l o r m a p g r a y ; c a x i s ( [ − 0 . 5 , 0 . 5 ] ) ;
% t i t l e ( [ ’ DPC ’ , n u m 2 s t r ( s o u r c e _ i n d e x ) ] , ’ F o n t S i z e ’ , 2 4 ) ;
% e n d
% drawnow ;

%% g e n e r a t e i l l u m i n a t i o n s o u r c e s
s o u r c e = z e r o s ( dim ( 1 ) , dim ( 2 ) , num_images ) ;
d i s p ( ’ . ’ )
f o r s o u r c e _ i n d e x = 1 : num_images

i f s o u r c e _ i n d e x <= n u m _ r o t a t i o n
s o u r c e ( : , : , s o u r c e _ i n d e x ) =

g e n S o u r c e ( i l l u _ r o t a t i o n ( s o u r c e _ i n d e x ) ,
n a _ i l l u m , n a _ i n n e r ( s o u r c e _ i n d e x ) , lambda , Fx , Fy ) ;

e l s e
i f a b e r r a t i o n _ c o r r e c t i o n

% a d d i t i o n a l c o h e r e n t i l l u m i n a t i o n
s o u r c e _ t e m p = z e r o s ( dim ( 1 ) , dim ( 2 ) ) ;
s o u r c e _ t e m p ( Fx ==0 & Fy ==0) = 1 ;
s o u r c e ( : , : , s o u r c e _ i n d e x ) = s o u r c e _ t e m p ;
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end
end

end
d i s p ( ’ . ’ )
% f i g u r e ( ’ Name ’ , ’ I l l u m i n a t i o n and P h a s e O p t i c a l T r a n s f e r F u n c t i o n s ’ , ’ N u m b e r T i t l e ’ , ’ o f f ’ ) ;
% f i g _ r o w s = f l o o r ( s q r t ( num _i ma ge s ) ) ;
% f i g _ c o l s = f l o o r ( num _i ma ge s / f i g _ r o w s ) ;
% f o r f i g _ i n d e x = 1 : num _i ma ge s
% ax = s u b p l o t ( f i g _ r o w s , f i g _ c o l s , f i g _ i n d e x ) ;
% i m a g e s c ( f f t s h i f t ( f x ) , f f t s h i f t ( f y ) , f f t s h i f t ( s o u r c e ( : , : , f i g _ i n d e x ) ) ) ; a x i s i m a g e ; a x i s o f f ;
% t i t l e ( [ ’ S o u r c e ’ , n u m 2 s t r ( f i g _ i n d e x ) ] ) ;
% c o l o r m a p ( ax , ’ g r a y ’ ) ; c a x i s ( [ 0 , 1 ] ) ;
% e n d
% drawnow ;
d i s p ( ’ . ’ )
%% g e n e r a t e Z e r n i k e p o l y n o m i a l s
p u p i l = ( Fx . ^ 2 + Fy . ^ 2 < = ( na / l a m b d a ) ^ 2 ) ;
z e r n i k e _ p o l y = g e n Z e r n i k e P o l y ( Fx , Fy , na , lambda , n u m _ Z e r n i k e ) ;

% f i g u r e ( ’ Name ’ , ’ g e n e r a t e d Z e r n i k e p o l y n o m i a l s ( D e f o c u s and A s t i g m a t i s m ) ’ , ’ N u m b e r T i t l e ’ , ’ o f f ’ ) ;
% s u b p l o t ( 1 3 1 )
% i m a g e s c ( f f t s h i f t ( f x ) , f f t s h i f t ( f y ) , f f t s h i f t ( r e s h a p e ( z e r n i k e _ p o l y ( : , 1 ) , dim ) ) ) ; a x i s i m a g e ; a x i s o f f ; c o l o r m a p j e t ;
% t i t l e ( ’ a b e r r a t i o n , Z_3 ’ , ’ f o n t s i z e ’ , 2 4 ) ;
% s u b p l o t ( 1 3 2 )
% i m a g e s c ( f f t s h i f t ( f x ) , f f t s h i f t ( f y ) , f f t s h i f t ( r e s h a p e ( z e r n i k e _ p o l y ( : , 2 ) , dim ) ) ) ; a x i s i m a g e ; a x i s o f f ; c o l o r m a p j e t ;
% t i t l e ( ’ a b e r r a t i o n , Z_4 ’ , ’ f o n t s i z e ’ , 2 4 ) ;
% s u b p l o t ( 1 3 3 )
% i m a g e s c ( f f t s h i f t ( f x ) , f f t s h i f t ( f y ) , f f t s h i f t ( r e s h a p e ( z e r n i k e _ p o l y ( : , 3 ) , dim ) ) ) ; a x i s i m a g e ; a x i s o f f ; c o l o r m a p j e t ;
% t i t l e ( ’ a b e r r a t i o n , Z_5 ’ , ’ f o n t s i z e ’ , 2 4 ) ;
% drawnow ;

%% j o i n t e s t i m a t i o n p u p i l f u n c t i o n , a m p l i t u d e and p h a s e
d i s p ( ’ . ’ )
% c a l c u l a t e f r e q u e n c y s p e c t r u m o f t h e m e a s u r e m e n t s
fIDPC = F ( IDPC ) ;

% p a r a m e t e r s f o r a m p l i t u d e and p h a s e r e c o n s t r u c t i o n
% i n i t a l i z a t i o n o f Z e r n i k e c o e f f i c i e n t s f o r p u p i l e s t i m a t i o n ,

i g n o r i n g t h e f i r s t t h r e e o r d e r s
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z e r n i k e _ c o e f f _ k = 0 * randn ( n um _ Ze rn i ke − 3 , 1 ) ;
i f a b e r r a t i o n _ c o r r e c t i o n

% maximum number o f i t e r a t i o n o f a l g o r i t h m f o r DPC w i t h p u p i l e s t i m a t i o n .
m a x _ i t e r _ a l g o r i t h m = 2 5 ;

e l s e
% o n l y n e e d 1 i t e r a t i o n i f p u p i l e s t i m a t i o n i s t u r n e d o f f .

m a x _ i t e r _ a l g o r i t h m = 1 ;
end

% p a r a m e t e r s f o r L2 r e g u r l a r i z a t i o n [ a m p l i t u d e , p h a s e ]
( c a n s e t t o a v e r y s m a l l v a l u e i n n o i s e l e s s c a s e )

r e g _ L 2 = 1 . 0 * [ 1 e − 1 , 5 e − 3 ] ;
% t r u e : u s e TV r e g u l a r i z a t i o n , f a l s e : u s e L2 r e g u l a r i z a t i o n

u s e _ t v = f a l s e ;
% p a r a m e t e r s f o r t o t a l v a r i a t i o n [ a m p l i t u d e , p h a s e ]
( c a n s e t t o a v e r y s m a l l v a l u e i n n o i s e l e s s c a s e )

t a u = [ 1 e − 5 , 5 e − 3 ] ;
% t r u e : s h o w l o s s v a l u e and e l a p s e d t i m e a t e a c h i t e r a t i o n

v e r b o s e = t r u e ;
% t r u e : s h o w a m p l i t u d e , p h a s e and a b e r r a t i o n i m a g e s a t e a c h i t e r a t i o n

s h o w _ r e s u l t = f a l s e ;
% t r u e : u s e GPU , f a l s e : u s e CPU

u s e _ g p u = f a l s e ;
d i s p ( ’ . ’ )
% p a r a m e t e r s o f L−BFGS a l g o r i t h m f o r p u p i l e s t i m a t i o n

( d e f a u l t v a l u e s s h o u l d work )
%a d d p a t h ( g e n p a t h ( ’ . . \ minFunc \ ’ ) ) ;

% add t h e p a t h w h e r e y o u i n s t a l l t h e minFunc p a c k a g e
a d d p a t h ( ’ . \ minFunc ’ ) ;
a d d p a t h ( ’ . \ i m w r i t e 2 T I F ’ ) ;
o p t i o n s . Method = ’ l b f g s ’ ;
o p t i o n s . m a x I t e r = 1 0 ;
o p t i o n s . PROGTOL = 1 e − 3 0 ;
o p t i o n s . o p t T o l = 1 e − 3 0 ;
o p t i o n s . MAXFUNEVALS = 5 0 0 ;
o p t i o n s . c o r r = 5 0 ;
o p t i o n s . u s e m e x = 0 ;
o p t i o n s . d i s p l a y = f a l s e ;

i f u s e _ g p u

162



% p l a c e m e a s u r e m e n t s and v a r i a b l e s i n t o GPU memory
s o u r c e = g p u A r r a y ( s o u r c e ) ;
p u p i l = g p u A r r a y ( p u p i l ) ;
fIDPC = g p u A r r a y ( fIDPC ) ;

end

t _ s t a r t = t i c ( ) ;
l o s s = z e r o s ( m a x _ i t e r _ a l g o r i t h m , 1 ) ;

% f i g _ r e s u l t s = f i g u r e ( ’ Name ’ , ’ R e c o n s t r u c t i o n P r o c e s s ’ , ’ N u m b e r T i t l e ’ , ’ o f f ’ ) ;
d i s p ( ’ . ’ )
f o r i t e r = 1 : m a x _ i t e r _ a l g o r i t h m

i f ~ u s e _ t v
% L e a s t − S q u a r e s w i t h L2 r e g u l a r i z a t i o n
[ a m p l i t u d e _ k , p h a s e _ k ] =

DPC_L2 ( z e r n i k e _ c o e f f _ k , r e g _ L 2 ) ;
e l s e

% ADMM a l g o r i t h m w i t h t o t a l v a r i a t i o n r e g u l a r i z a t i o n
g l o b a l p a d s i z e Dx Dy ;
p a d s i z e = 0 ;
temp = z e r o s ( dim ) ;
temp ( 1 , 1 ) = 1 ;
temp ( 1 , end ) = − 1 ;
Dx = F ( temp ) ;
temp = z e r o s ( dim ) ;
temp ( 1 , 1 ) = 1 ;
temp ( end , 1 ) = − 1 ;
Dy = F ( temp ) ;
r h o = 1 ;
D_x = z e r o s ( dim ( 1 ) , dim ( 2 ) , 4 ) ;
u_k = z e r o s ( dim ( 1 ) , dim ( 2 ) , 4 ) ;
z _ k = z e r o s ( dim ( 1 ) , dim ( 2 ) , 4 ) ;
i f u s e _ g p u

Dx = g p u A r r a y ( Dx ) ;
Dy = g p u A r r a y ( Dy ) ;
D_x= g p u A r r a y ( D_x ) ;
u_k= g p u A r r a y ( u_k ) ;
z _ k = g p u A r r a y ( z _ k ) ;

end
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f o r iter_ADMM = 1 : 2 0
[ a m p l i t u d e _ k , p h a s e _ k ] =

DPC_TV ( z e r n i k e _ c o e f f _ k , rho , z_k , u_k , r e g _ L 2 ) ;
i f iter_ADMM < 20

D_x ( : , : , 1 ) = a m p l i t u d e _ k − c i r c s h i f t ( a m p l i t u d e _ k , [ 0 , − 1 ] ) ;
D_x ( : , : , 2 ) = a m p l i t u d e _ k − c i r c s h i f t ( a m p l i t u d e _ k , [ − 1 , 0 ] ) ;
D_x ( : , : , 3 ) = p h a s e _ k − c i r c s h i f t ( p h a s e _ k , [ 0 , − 1 ] ) ;
D_x ( : , : , 4 ) = p h a s e _ k − c i r c s h i f t ( p h a s e _ k , [ − 1 , 0 ] ) ;
z _ k = D_x + u_k ;
z _ k ( : , : , 1 : 2 ) = max ( z _ k ( : , : , 1 : 2 ) − t a u ( 1 ) / rho , 0 ) − . . .

max( − z _ k ( : , : , 1 : 2 ) − t a u ( 1 ) / rho , 0 ) ;
z _ k ( : , : , 3 : 4 ) = max ( z _ k ( : , : , 3 : 4 ) − t a u ( 2 ) / rho , 0 ) − . . .

max( − z _ k ( : , : , 3 : 4 ) − t a u ( 2 ) / rho , 0 ) ;
u_k = u_k + ( D_x− z _ k ) ;

end
end

c l e a r u_k z _ k D_x ;
end

i f a b e r r a t i o n _ c o r r e c t i o n
f _ a m p l i t u d e = F ( a m p l i t u d e _ k ) ;
f _ p h a s e = F ( p h a s e _ k ) ;

% p u p i l e s t i m a t i o n
[ z e r n i k e _ c o e f f _ k , l o s s ( i t e r ) ] = minFunc ( @ g r a d i e n t P u p i l , z e r n i k e _ c o e f f _ k , o p t i o n s ) ;
p u p i l p h a s e = a b e r r a t i o n G e n e r a t i o n ( z e r n i k e _ c o e f f _ k ) ;

% p r i n t c o s t f u n c t i o n v a l u e and c o m p u t a t i o n t i m e a t e a c h i t e r a t i o n
i f v e r b o s e

f p r i n t f ( ’ i t e r a t i o n :  %04d ,  l o s s :  % 5 . 5 e ,  e l a p s e d  t i m e :  % 4 . 2 f  s e c o n d s \ n ’ , i t e r , l o s s ( i t e r ) , t o c ( t _ s t a r t ) ) ;
end

end

% p l o t r e c o v e r e d a m p l i t u d e , p h a s e and a b e r r a t i o n a t e a c h i t e r a t i o n
i f s h o w _ r e s u l t

f i g u r e ( f i g _ r e s u l t s ) ;
a x 1 = s u b p l o t ( 2 , 2 , 1 ) ;
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i m a g e s c ( x , y , a m p l i t u d e _ k ) ; a x i s image ; a x i s o f f ;
colormap ( a x 1 , ’ g r a y ’ ) ; c a x i s ( [ − . 1 5 , 0 . 0 2 ] ) ;
t i t l e ( ’ r e c o v e r e d  \ a l p h a ’ , ’ F o n t S i z e ’ , 2 4 ) ;
a x 2 = s u b p l o t ( 2 , 2 , 2 ) ;
i m a g e s c ( x , y , p h a s e _ k ) ; a x i s image ; a x i s o f f ;
colormap ( a x 2 , ’ g r a y ’ ) ;
c o l o r b a r
t i t l e ( ’ r e c o v e r e d  \ p h i ’ , ’ F o n t S i z e ’ , 2 4 ) ;
i f a b e r r a t i o n _ c o r r e c t i o n

a x 3 = s u b p l o t ( 2 , 2 , 3 ) ;
i m a g e s c ( f f t s h i f t ( f x ) , f f t s h i f t ( f y ) , f f t s h i f t ( p u p i l p h a s e ) ) ; a x i s image ; a x i s o f f ;
colormap ( a x 3 , ’ j e t ’ ) ; c a x i s ( [ − 1 . 0 , 1 . 0 ] ) ;
t i t l e ( ’ r e c o v e r e d  a b e r r a t i o n ’ , ’ F o n t S i z e ’ , 2 4 ) ;
s u b p l o t ( 2 , 2 , 4 ) ;
p l o t ( 1 : i t e r , l o g 1 0 ( l o s s ( 1 : i t e r ) ) , ’ bo ’ ) ; a x i s s q u a r e ;
x l a b e l ( ’ i t e r a t i o n ’ , ’ F o n t S i z e ’ , 2 0 ) ;
y l a b e l ( ’ l o g _ 1 _ 0 ( l o s s ) ’ , ’ F o n t S i z e ’ , 2 0 )
t i t l e ( ’ l o s s ’ , ’ F o n t S i z e ’ , 2 4 ) ;
l i n k a x e s ( [ a x 1 , a x 2 ] ) ;

end
drawnow ;

end
end

% e x t r a c t r e s u l t s and v a r i a b l e s f r o m GPU memory i f u s i n g GPU c o m p u t a t i o n
a m p l i t u d e = g a t h e r ( a m p l i t u d e _ k ) ; % o p t i m i z e d a m p l i t u d e
p h a s e = g a t h e r ( p h a s e _ k ) ; % o p t i m i z e d p h a s e
p u p i l p h a s e = g a t h e r ( p u p i l p h a s e ) ; % o p t i m i z e d a b e r r a t i o n f u n c t i o n
p u p i l = g a t h e r ( p u p i l ) ;
s o u r c e = g a t h e r ( s o u r c e ) ;
fIDPC = g a t h e r ( fIDPC ) ;

% s a v e p h a s e i m a g e
p h a s e = p h a s e * S c a l e ;
p h a s e = s i n g l e ( p h a s e ) ;
P h a s e t a r g e t = a p p e n d ( R e c o n s t r u c t i o n _ F o l d e r , num2str ( F o l d e r _ I t e r a t i o n s − 1 ) , ’ . t i f f ’ ) ;
t = T i f f ( P h a s e t a r g e t , ’w ’ ) ;
t a g s t r u c t . I m a g e L e n g t h = s i z e ( p h a s e , 1 ) ;
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t a g s t r u c t . I m a g e W i d t h = s i z e ( p h a s e , 2 ) ;
t a g s t r u c t . C o m p r e s s i o n = T i f f . C o m p r e s s i o n . None ;
t a g s t r u c t . S a m p l e F o r m a t = 3 ;
t a g s t r u c t . P h o t o m e t r i c = T i f f . P h o t o m e t r i c . M i n I s B l a c k ;
t a g s t r u c t . B i t s P e r S a m p l e = 3 2 ;
t a g s t r u c t . S a m p l e s P e r P i x e l = 1 ;
t a g s t r u c t . P l a n a r C o n f i g u r a t i o n = T i f f . P l a n a r C o n f i g u r a t i o n . Chunky ;
t . s e t T a g ( t a g s t r u c t ) ;
t . w r i t e ( p h a s e ) ;
t . c l o s e ( ) ;

%E x a m p l e u s i n g i m w r i t e 2 t i f
% t a g 1 = i m f i n f o ( P h a s e t a r g e t ) ;
% t a g 1 . B i t s P e r S a m p l e = 6 4 ;
% a m p l i t u d e = s i n g l e ( a m p l i t u d e ) ;
% i m w r i t e 2 t i f ( a m p l i t u d e , t a g 1 , ’ C : \ U s e r s \ h e i r o \ D e s k t o p \ p h a s e \ D P C _ w i t h A b e r r a t i o n C o r r e c t i o n −w o r k i n g \ m a t l a b _ c o d e \ t e s t . t i f ’ , ’ d o u b l e ’ ) ;

i f ( s a v e _ a m p l i t u d e _ o u t p u t )
% s a v e a m p l i t u d e i m a g e
a m p l i t u d e = s i n g l e ( a m p l i t u d e ) ;
A m p l i t u d e t a r g e t = a p p e n d ( I m _ f o l d e r , ’ \ o u t _ a m p l i t u d e . t i f f ’ ) ;
t = T i f f ( A m p l i t u d e t a r g e t , ’w ’ ) ;
t a g s t r u c t . I m a g e L e n g t h = s i z e ( a m p l i t u d e , 1 ) ;
t a g s t r u c t . I m a g e W i d t h = s i z e ( a m p l i t u d e , 2 ) ;
t a g s t r u c t . C o m p r e s s i o n = T i f f . C o m p r e s s i o n . None ;
t a g s t r u c t . S a m p l e F o r m a t = T i f f . S a m p l e F o r m a t . IEEEFP ;
t a g s t r u c t . P h o t o m e t r i c = T i f f . P h o t o m e t r i c . M i n I s B l a c k ;
t a g s t r u c t . B i t s P e r S a m p l e = 3 2 ;
t a g s t r u c t . S a m p l e s P e r P i x e l = 1 ;
t a g s t r u c t . P l a n a r C o n f i g u r a t i o n = T i f f . P l a n a r C o n f i g u r a t i o n . Chunky ;
t . s e t T a g ( t a g s t r u c t ) ;
t . w r i t e ( a m p l i t u d e ) ;
t . c l o s e ( ) ;

end

d i s p ( ’ R e c o n s t r u c t i o n  c o m p l e t e ’ )
t o c

end
tEnd = t o c ( t S t a r t )
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A.5 Python halo removal script
The only edit required to execute this script is to input the folder path of the
reconstruction result from Matlab. It should be something resembling: "D:
/Workbigdata/DPC/1-phasetarget/4_26_2024_4_27_20PM-USAF1/

Reconstructions/0.tiff", it will be a single image corrected at a time.
Stored with this code on the desktop PC is a very similar script that executes
the correction on an entire folder of images.

# −*− c o d i n g : u t f −8 −*−
" " "
C r e a t e d on Thu May 2 3 1 0 : 5 5 : 2 8 2 0 2 4

@ a u t h o r : a r l 0 1 5 8 6

T h i s f i l t e r i n g i s b a s e d on :
h t t p s : / / o p g . o p t i c a . o r g / b o e / f u l l t e x t . c fm ? u r i = b o e −9−2−623& i d = 3 8 0 8 1 4
Real − t i m e h a l o c o r r e c t i o n i n p h a s e c o n t r a s t i m a g i n g
M i k h a i l E . Kandel , M i c h a e l F a n o u s , C a t h e r i n e B e s t −P o p e s c u ,

and G a b r i e l P o p e s c u 2 0 1 8

I t r e q u i r e s an i n p u t f o l d e r , t h e R e c o n s t r u c t i o n s f o l d e r o f
a w h o l e f o l d e r o f DPC r e c o n s t r u c t i o n s o u t p u t f r o m t h e MATLAB
r e c o n s t r u c t i o n s

Where t o make c h a n g e s :
1 − I m p o r t t h e i n p u t f o l d e r

" " "

import numpy a s np
from PIL import I m a g e
import o s
from p r o g r e s s . b a r import B a r
import t i m e

# =============================================================================
# I m p o r t t h e i n p u t i m a g e − EDIT APPROPRIATELY
# =============================================================================

D i r e c t o r y _ N a m e = " _ / R e c o n s t r u c t i o n s "
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# =============================================================================
# DO NOT CHANGE ANYTHING FURTHER
# =============================================================================

# =============================================================================
# G e n e r a t e t h e FILTERS
# =============================================================================
t = t i m e . t i m e ( )
# C r e a t e f i r s t l e v e l o f f i l t e r ; Must b e a p p l i e d t o 2 0 4 8 x 2 0 4 8
# i m a g e
x = np . o n e s ( [ 1 , 2 0 4 8 ] )

# S h o u l d e r o f t h e f i l t e r i s 1 / L c
# I n t h e i r ( P o p e s c u ) e x a m p l e t h e y s e t L c = 2um . 1 / 0 . 0 0 2 = 5 0 0
# , s o 5 0 0 p i x e l s
# A c c o r d i n g t o them , y o u s e t t h i s o n c e f o r an o b j e c t i v e l e n s
# B u t e a c h p i x e l i s 0 . 6 5 um , s o i s i t t h e n m u l t i p l i e d b y 0 . 6 5 ,
# 5 0 0 * 0 . 6 5 = 3 2 5
Lc = 0 . 0 0 2 #um

S h o u l d e r = i n t ( ( 1 / Lc ) * 0 . 6 5 ) # P i x e l s p e r m i c r o n

# C o o r d i n a t e p o s i t i o n o f m i d d l e p o s i t i o n and t h e g r a d i e n t s
M i d p o i n t = 1 0 2 4
L e f t _ S h o u l d e r = M i d p o i n t − S h o u l d e r
R i g h t _ S h o u l d e r = M i d p o i n t + S h o u l d e r

# G e n e r a t e t h e l i n e s p a c e a c c o r d i n g t o t h e s h o u l d e r o f t h e
# f i l t e r and t h e m i d p o i n t
Line_Up = np . l i n s p a c e ( 1 , M i d p o i n t − L e f t _ S h o u l d e r ,
M i d p o i n t − L e f t _ S h o u l d e r )
Line_Up = np . r e s h a p e ( Line_Up , [ 1 , M i d p o i n t − L e f t _ S h o u l d e r ] )
G r a d i e n t = 1 / ( M i d p o i n t − L e f t _ S h o u l d e r )
Line_Up = G r a d i e n t * Line_Up
Line_Down = np . f l i p ( Line_Up , a x i s =None )

# M u l t i p l y t h e s e v a l u e s i n t o t h e f l a t s p a c e a p p r o p r i a t e l y

168



# S i n g l e r o w
x [ 0 , L e f t _ S h o u l d e r : M i d p o i n t ] = Line_Down [ : , : ]
x [ 0 , M i d p o i n t ] = 0
x [ 0 , M i d p o i n t + 1 : R i g h t _ S h o u l d e r + 1 ] = Line_Up [ : , : ]

# M u l t i p l y t h e s i n g l e r o w i n t o a 2D s p a c e
F i l t e r _ 9 0 = np . o n e s ( [ 2 0 4 8 , 2 0 4 8 ] )
f o r i in range ( 2 0 4 8 ) :

F i l t e r _ 9 0 [ i , : ] = x [ : , : ]

im_F90 = I m a g e . f r o m a r r a y ( F i l t e r _ 9 0 )
im_F90 . s a v e ( " . / F i l t e r _ 9 0 . t i f f " )

# Make a 0 d e g r e e f i l t e r ( b a s e d on t h e 9 0 d e g r e e f i l t e r t h a t we made )
F i l t e r _ 0 = np . r o t 9 0 ( F i l t e r _ 9 0 )
im_F0 = I m a g e . f r o m a r r a y ( F i l t e r _ 0 )
im_F0 . s a v e ( " . / F i l t e r _ 0 . t i f f " )

# Make a 4 5 d e g r e e f i l t e r ( b a s e d on t h e 9 0 d e g r e e f i l t e r t h a t we made )
F i l t e r _ 4 5 = np . o n e s ( [ 2 0 4 8 , 2 0 4 8 ] )
f o r i in range ( 2 0 4 8 ) :

x 2 = np . r o l l ( x , 1 0 2 3 − i )
F i l t e r _ 4 5 [ i , : ] = x 2 [ : , : ]

# F i l l i n t h e t o p l e f t and b o t t o m r i g h t w i t h o n e s
f i l l = np . o n e s ( [ 3 0 0 , 3 0 0 ] )
F i l t e r _ 4 5 [ 0 : 3 0 0 , 0 : 3 0 0 ] = f i l l [ : , : ]
F i l t e r _ 4 5 [ 2 0 4 8 − 3 0 0 : 2 0 4 8 , 2 0 4 8 − 3 0 0 : 2 0 4 8 ] = f i l l [ : , : ]
i m _ F 4 5 = I m a g e . f r o m a r r a y ( F i l t e r _ 4 5 )
i m _ F 4 5 . s a v e ( " . / F i l t e r _ 4 5 . t i f f " )

# =============================================================================
# S o r t o u t t h e o u t s i d e l o o p f o r e a c h i m a g e w i t h i n t h e
# r e c o n s t r u c t i o n s f o l d e r
# =============================================================================

’ ’ ’
F o r t h e g i v e n p a t h , g e t t h e L i s t o f a l l f i l e s i n

t h e d i r e c t o r y t r e e
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’ ’ ’
def g e t L i s t O f F i l e s ( dirName ) :

# c r e a t e a l i s t o f f i l e and s u b d i r e c t o r i e s
# names i n t h e g i v e n d i r e c t o r y
l i s t O f F i l e = o s . l i s t d i r ( dirName )
a l l F i l e s = l i s t ( )
# I t e r a t e o v e r a l l t h e e n t r i e s
f o r e n t r y in l i s t O f F i l e :

# C r e a t e f u l l p a t h
f u l l P a t h = o s . p a t h . j o i n ( dirName , e n t r y )
# I f e n t r y i s a d i r e c t o r y t h e n g e t t h e l i s t o f f i l e s

# i n t h i s d i r e c t o r y
i f o s . p a t h . i s d i r ( f u l l P a t h ) :

a l l F i l e s = a l l F i l e s + g e t L i s t O f F i l e s ( f u l l P a t h )
e l s e :

a l l F i l e s . a p p e n d ( f u l l P a t h )

r e t u r n a l l F i l e s

# L i s t a l l o f t h e i m a g e s i n t h e f o l d e r
L i s t O f F i l e s = g e t L i s t O f F i l e s ( D i r e c t o r y _ N a m e )
# C r e a t e a new f o l d e r f o r o u t p u t o f t h e f i l t e r e d i m a g e s
p a t h = o s . p a t h . j o i n ( D i r e c t o r y _ N a m e , " Halo  Removed " )
# C h e c k i f t h e f o l d e r e x i s t s , i f i t d o e s , d o n o t h i n g ,
# e l s e c r e a t e i t
i s d i r = o s . p a t h . i s d i r ( p a t h )
i f i s d i r == F a l s e :

o s . m k d i r ( p a t h )

# =============================================================================
# F i l t e r e a c h i m a g e i n t h e r e c o n s t r u c t i o n s f o l d e r
# =============================================================================
p r i n t ( " B e g i n  F i l t e r i n g " )
# S t a r t p r o g r e s s b a r
b a r = B a r ( ’ P r o c e s s i n g ’ , max = l e n ( L i s t O f F i l e s ) )
f o r e l e m in L i s t O f F i l e s :

im0 = np . a r r a y ( I m a g e . open ( e l e m ) )
# im0 = i m r e a d ( e l e m )
f f t _ i m a g e = np . f f t . f f t s h i f t ( np . f f t . f f t 2 ( im0 ) )
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# =========================================================================
# FILTER The i n p u t i m a g e
# =========================================================================
# M u l t i p l y t h e m a g n i t u d e w i t h t h e f i l t e r s
FFT_0d = f f t _ i m a g e * F i l t e r _ 0
FFT_45d = f f t _ i m a g e * F i l t e r _ 4 5
FFT_90d = f f t _ i m a g e * F i l t e r _ 9 0

# =========================================================================
# I n v e r s e FFT o f e a c h i m a g e
# =========================================================================
# O r i g i n a l i m a g e
IFT = np . f f t . i f f t s h i f t ( f f t _ i m a g e )
IFT = np . f f t . i f f t 2 ( IFT )
I F T _ r e a l = np . r e a l ( IFT )
# N o r m a l i z e t h e r e c o n s t r u c t e d i m a g e t o m a t c h t h e o r i g i n a l i m a g e s c a l e
I F T _ r e a l = I F T _ r e a l * ( np . max ( np . abs ( im0 ) ) / np . max ( np . abs ( I F T _ r e a l ) ) )

# 0 d e g r e e f i l t e r e d i m a g e
IFT_0d = np . f f t . i f f t s h i f t ( FFT_0d )
IFT_0d = np . f f t . i f f t 2 ( IFT_0d )
I F T _ 0 d _ r e a l = np . r e a l ( IFT_0d )
# N o r m a l i z e t h e r e c o n s t r u c t e d i m a g e t o m a t c h t h e o r i g i n a l i m a g e s c a l e
# I F T _ r e a l = I F T _ r e a l * ( np . max ( np . a b s ( im0 ) ) /

np . max ( np . abs ( I F T _ 0 d _ r e a l ) ) )

# 4 5 d e g r e e f i l t e r e d i m a g e
I F T _ 4 5 d = np . f f t . i f f t s h i f t ( FFT_45d )
I F T _ 4 5 d = np . f f t . i f f t 2 ( I F T _ 4 5 d )
I F T _ 4 5 d _ r e a l = np . r e a l ( I F T _ 4 5 d )

# 9 0 d e g r e e f i l t e r e d i m a g e
IFT_90d = np . f f t . i f f t s h i f t ( FFT_90d )
IFT_90d = np . f f t . i f f t 2 ( IFT_90d )
I F T _ 9 0 d _ r e a l = np . r e a l ( IFT_90d )

# =========================================================================
# F i n d t h e Maximum v a l u e s o f t h e 4 i m a g e s :
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# 1 : 0 d e g r e e f i l t e r e d
# 2 : 4 5 d e g r e e f i l t e r e d
# 3 : 9 0 d e g r e e f i l t e r e d
# 4 : o r i g i n a l i m a g e
# =========================================================================
# Compare t h e 0 d & 4 5 d f i l t e r e d i m a g e s .

# K e e p t h e maximum v a l u e s b e t w e e n t h e t w o
m a x1 = np . maximum ( I F T _ 0 d _ r e a l , I F T _ 4 5 d _ r e a l )
# Compare t h e max o f t h e p r e v i o u s c o m p a r i s o n ( 0 d v 4 5 d )

# t o t h e 9 0 d f i l t e r e d i m a g e
max2 = np . maximum ( max1 , I F T _ 9 0 d _ r e a l )
# Compare t h e max o f t h e p r e v i o u s c o m p a r i s o n ,

# w h i c h w o u l d r e s u l t i n t h e maximum
# v a l u e among a l l t h e f i l t e r e d i m a g e s t o t h e

# o r i g i n a l p h a s e i m a g e
max3 = np . maximum ( max2 , im0 )

# =========================================================================
# R e s u l t
# =========================================================================
# S a v e f i l t e r e d i m a g e s
# Rename t h e f i l e
# S p l i t i n t o p a t h and f i l e n a m e
h e a d _ t a i l = o s . p a t h . s p l i t ( e l e m )
# S p l i t f i l e n a m e i n t o f i l e name and e x t e n s i o n
s p l i t _ t u p = o s . p a t h . s p l i t e x t ( h e a d _ t a i l [ 1 ] )
F i l e _ N a m e _ O n l y = s p l i t _ t u p [ 0 ] + " . t i f f "
F i n a l _ f i l e _ N a m e = o s . p a t h . j o i n ( p a t h , F i l e _ N a m e _ O n l y )
im_Maxed = I m a g e . f r o m a r r a y ( max3 )
im_Maxed . s a v e ( F i n a l _ f i l e _ N a m e )
b a r . next ( )

b a r . f i n i s h ( )
p r i n t ( " \ n " )
e l a p s e d = t i m e . t i m e ( ) − t
p r i n t ( " E l a p s e d  t i m e :  " , round ( e l a p s e d , 2 ) , "  s e c o n d s \ n " )

172



Appendix B

Single photon microscope

These appendices are related to the fluorescence extension applied to the upright
microscope that accomodates the DPC microscope referenced above.

B.1 Fluorescence microscope block diagram

Figure B.1: Schematic diagram of the electronic components
used to construct the single-photon microscope including four
high intensity LEDs and digital to analog converters.

B.2 Communications between 1PE LEDs controlled
by the Arduino and LabVIEW

These tables describe the messages sent from the Arduino to the LabVIEW PC
over USB. Specifically this is the Arduino that controls the fluorescence LEDs.
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Note that the LabVIEW and Arduino themselves play no role in the decisions
made in this document, this is simply a communication message protocol.

This first table simply illustrates usage of the ICD.

Table B.1: LED intensity communications message structure

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x0* UINT8

3 Message length

Number of bytes in the
message (excluding sync
byte and message header,
message length, but in-
cluding checksum

UINT8

4 . . .n-1 Message payload Number of bytes UINT8

n Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 1 - Get voltage. Upon receiving message 1, the LED controlling
Arduino responds with voltage measurements of each DAC output.

Table B.2: LabVIEW to LED intensity control Arduino - Message 1

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x01 UINT8
3 Message length 0x02 UINT8
4 Message payload 0x52 UINT8

5 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table B.3: LED intensity control Arduino to LabVIEW response - Message 1

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0xA1 UINT8
3 Message length 0x05 UINT8
4 LED1 Intensity 0 - 100 as a percentage UINT8
5 LED2 Intensity 0 - 100 as a percentage UINT8
6 LED3 Intensity 0 - 100 as a percentage UINT8
7 LED4 Intensity 0 - 100 as a percentage UINT8

8 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 2 - Set voltage. Upon receiving message 2, the LED controlling
Arduino configures the DAC with voltage outputs according to this message.

Table B.4: LabVIEW to LED intensity control Arduino - Message 2

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x02 UINT8
3 Message length 0x05 UINT8
4 LED1 Intensity 0 - 100 as a percentage UINT8
5 LED2 Intensity 0 - 100 as a percentage UINT8
6 LED3 Intensity 0 - 100 as a percentage UINT8
7 LED4 Intensity 0 - 100 as a percentage UINT8

8 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table B.5: LED intensity control Arduino to LabVIEW response - Message 2

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0xA2 UINT8
3 Message length 0x05 UINT8
4 LED1 Intensity 0 - 100 as a percentage UINT8
5 LED2 Intensity 0 - 100 as a percentage UINT8
6 LED3 Intensity 0 - 100 as a percentage UINT8
7 LED4 Intensity 0 - 100 as a percentage UINT8

8 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 3 - Set LED. Upon receiving message 3, the LED controlling Ar-
duino configures the output details such as exposure time, etc.

Table B.6: LabVIEW to LED intensity control Arduino - Message 3

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x03 UINT8
3 Message length 0x06 UINT8

4 LED used?

bit0: LED1
bit1: LED2
bit2: LED3
bit3: LED4

on(1)/off(0) UINT8

5..6 Exposure time 20ms - 1000ms UINT16
7..8 Dead time 20ms - 1000ms UINT16

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table B.7: LED intensity control Arduino to LabVIEW response - Message 3

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x03 UINT8
3 Message length 0x06 UINT8

4 LED used?

bit0: LED1
bit1: LED2
bit2: LED3
bit3: LED4

on(1)/off(0) UINT8

5..6 Exposure time 20ms - 1000ms UINT16
7..8 Dead time 20ms - 1000ms UINT16

9 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 4 - Set LED. Upon receiving message 4, the LED controlling Ar-
duino configures the output details such as exposure time, etc.

Table B.8: LabVIEW to LED intensity control Arduino - Message 4

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x04 UINT8
3 Message length 0x02 UINT8

4 Run command 0x00: No action
0x01: Run UINT8

5 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table B.9: LED intensity control Arduino to LabVIEW response - Message 4

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0xA4 UINT8
3 Message length 0x02 UINT8

4 Message payload 0x00: None
0x01: Running UINT8

5 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

Message 5 is not used in the Arduino code, but the idea is for it to be used
to calibrate the Fourier Ptychography system.

Message 6 - Set LED. Upon receiving message 6, the LED controlling Ar-
duino turns specific LEDs on or off according to the GUI.

Table B.10: LabVIEW to LED intensity control Arduino - Message 6

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x06 UINT8
3 Message length 0x02 UINT8

4 LED on?

bit0: LED1
bit1: LED2
bit2: LED3
bit3: LED4

on(1)/off(0) UINT8

5 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8
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Table B.11: LED intensity control Arduino to LabVIEW response - Message 6

Byte Number Byte Description Byte Expected Byte Representation
1 Sync byte 0x3C (<) UINT8
2 Message header 0x06 UINT8
3 Message length 0x02 UINT8

4 LED on?

bit0: LED1
bit1: LED2
bit2: LED3
bit3: LED4

on(1)/off(0) UINT8

5 Checksum

XOR of each of the bytes
in the message (incl. sync
byte, message header and
message length)

UINT8

B.3 Fluorescence microscope Arduino code

1
2 // 11 Sep 2019

3 // This program receives the messages from

LabVIEW and sets up:

4 // LED intensity

5 // Exposure time

6 // Dead time

7 // Protocol document is available

8 // Sync byte = 0x32. There is no end marker byte

, the message contains message length

9 // and so the receive is complete after the

appropriate number of bytes have been received

10
11
12 //================

13 #include <Wire.h>

14 #include "MCP4728.h"

15
16 MCP4728 dac;

17 #define startMarker 0x3C

18 #define maxMessage 16
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19
20 // the program could be rewritten to use local

variables instead of some of these globals

21 // however globals make the code simpler

22 // and simplify memory management

23
24 byte bytesRecvd = 0;

25 byte dataRecvCount = 0;

26
27 byte dataRecvd[maxMessage];

28 byte tempBuffer[maxMessage];

29
30 boolean inProgress = false;

31 boolean allReceived = false;

32 boolean msgHeaderknown = false;

33 boolean msgLengthknown = false;

34
35 byte bMessageBytes[maxMessage];

36 byte bChecksum=0;

37 unsigned int msgLength = 0;

38 unsigned int msgRecLength = 0;

39 unsigned long previousMillis = 0;

40 int ledState = LOW;

41
42 byte DACch1Intensity = 0;

43 byte DACch2Intensity = 0;

44 byte DACch3Intensity = 0;

45 byte DACch4Intensity = 0;

46
47 byte bLED1 = 0;

48 byte bLED2 = 0;

49 byte bLED3 = 0;

50 byte bLED4 = 0;

51 unsigned int nExposureTime = 10000;

52 unsigned int nDeadTime = 10000;

53
54
55 //================
56
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57 void setup()

58 {

59 pinMode(13, OUTPUT); // the onboard LED &

output to LAC arduino

60 pinMode(12, OUTPUT); // Camera trigger pin

61
62 Serial.begin(115200);
63
64 Wire.begin();

65
66 dac.attatch(Wire, 14);

67 dac.readRegisters();

68
69 dac.selectVref(MCP4728::VREF::VDD, MCP4728::

VREF::VDD, MCP4728::VREF::VDD, MCP4728::VREF

::VDD);

70 //dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM, MCP4728::

PWR_DOWN::GND_500KOHM);

71 dac.selectGain(MCP4728::GAIN::X1, MCP4728::

GAIN::X1, MCP4728::GAIN::X1, MCP4728::GAIN::

X1);

72 dac.analogWrite(MCP4728::DAC_CH::A, 444);

73 dac.analogWrite(MCP4728::DAC_CH::B, 444);

74 dac.analogWrite(MCP4728::DAC_CH::C, 444);

75 dac.analogWrite(MCP4728::DAC_CH::D, 444);

76
77 dac.enable(true);

78
79 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM, MCP4728::

PWR_DOWN::GND_500KOHM);

80 }

81
82 //================

83
84 void loop()
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85 {
86 unsigned long currentMillis = millis();

87
88 /*if (currentMillis - previousMillis >= 1000)

89 {

90 // save the last time you blinked the LED

91 previousMillis = currentMillis;

92 // if the LED is off turn it on and vice-

versa:

93 if (ledState == LOW)

94 ledState = HIGH;

95 else

96 ledState = LOW;

97 // set the LED with the ledState of the

variable:

98 digitalWrite(13, ledState);

99 }*/

100
101 // Check if serial communications required

102 getSerialData();

103
104 // Once a full message has been received,

process the instruction

105 if(allReceived)

106 {

107 allReceived = false;

108 processData();

109 }

110 }

111
112 //================

113
114 void getSerialData()

115 {
116 // Receives data into tempBuffer[]

117 // saves the number of bytes that the PC

said it sent - which will be in

tempBuffer[1]
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118 // uses decodeHighBytes() to copy data

from tempBuffer to dataRecvd[]

119
120 // the Arduino program will use the data it

finds in dataRecvd[]

121 bChecksum = 0;

122 if(Serial.available() > 0)

123 {

124 byte x = Serial.read();
125 if ((x == 0x3C) && (!msgHeaderknown))

126 {

127 bytesRecvd = 0;

128 inProgress = true;

129 // blinkLED(2);

130 // Serial.write("start received\n");

131 }

132
133 if(inProgress)

134 {

135 tempBuffer[bytesRecvd] = x;

136 bytesRecvd ++;

137 }

138
139 if(!msgHeaderknown)

140 {

141 // Regardless of message header, we need

to read 1 more byte to get message

length, so keep receiving

142 // tempBuffer[1] is the message header

143 msgHeaderknown = true;

144 }

145 if(!msgLengthknown)

146 {

147 switch (tempBuffer[2])

148 {

149 case 0x01:

150 msgLength = tempBuffer[2];

151 msgLengthknown = true;

152 break;
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153 case 0x02:

154 msgLength = tempBuffer[2];

155 msgLengthknown = true;

156 break;

157 case 0x03:

158 msgLength = tempBuffer[2];

159 msgLengthknown = true;

160 case 0x04:

161 msgLength = tempBuffer[2];

162 msgLengthknown = true;

163 case 0x05:

164 msgLength = tempBuffer[2];

165 msgLengthknown = true;

166 case 0x06:

167 msgLength = tempBuffer[2];

168 msgLengthknown = true;

169 default:

170 break;

171 }

172 }

173
174 if(msgLengthknown)

175 {

176 msgRecLength += 1;

177 if(msgRecLength == msgLength+1)

178 {

179 inProgress = false;

180 allReceived = true;

181 msgLengthknown = false;

182 msgHeaderknown = false;

183 dataRecvd[0] = tempBuffer[0];

184 dataRecvd[1] = tempBuffer[1];

185 dataRecvd[2] = tempBuffer[2];

186 dataRecvd[3] = tempBuffer[3];

187 dataRecvd[4] = tempBuffer[4];

188 dataRecvd[5] = tempBuffer[5];

189 dataRecvd[6] = tempBuffer[6];

190 dataRecvd[7] = tempBuffer[7];

191 dataRecvd[8] = tempBuffer[8];
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192 tempBuffer[0] = 0;

193 tempBuffer[1] = 0;

194 tempBuffer[2] = 0;

195 msgRecLength = 0;

196 allReceived = true;

197 //Serial.write("got all\n");

198 //Serial.write(dataRecvd, bytesRecvd);

199 }

200 }

201 }

202 }

203
204 //Adrian message decoders

205 void Message1()

206 {

207 /*
=======================================================================================

208 * Message 1 responds with the intensity

values of the ADC’s as a percentage from

0-100%

209 * analogRead returns an integer (16 bits) and

is maxed out at 1024

210 * multiplying by .09765625, normalizes 1024

to 100% (as required)

211 * casting the resulting integer to a byte

results in a single byte intensity

212 */

213 int analogA1 = A1;

214 int analogA2 = A2;

215 int analogA3 = A3;

216 int analogA4 = A4;

217 int val = 0;

218 int intensity1 = 0, intensity2 = 0, intensity3

= 0, intensity4 = 0;

219
220 val = analogRead(analogA1);

221 intensity1 = val*.09765625;

222 bMessageBytes[0] = (byte)intensity1;
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223
224 val = analogRead(analogA2);

225 intensity2 = val*.09765625;

226 bMessageBytes[1] = (byte)intensity2;

227
228 val = analogRead(analogA3);

229 intensity3 = val*.09765625;

230 bMessageBytes[2] = (byte)intensity3;

231
232 val = analogRead(analogA4);

233 intensity4 = val*.09765625;

234 bMessageBytes[3] = (byte)intensity4;

235
236 bChecksum = 0;

237 bMessageBytes[0] = 0x3C;

238 bChecksum = bChecksum ^ bMessageBytes[0];

239 bMessageBytes[1] = 0xA1;

240 bChecksum = bChecksum ^ bMessageBytes[1];

241 bMessageBytes[2] = 0x05;

242 bChecksum = bChecksum ^ bMessageBytes[2];

243 bMessageBytes[3] = (byte)intensity1;

244 bChecksum = bChecksum ^ bMessageBytes[3];

245 bMessageBytes[4] = (byte)intensity2;

246 bChecksum = bChecksum ^ bMessageBytes[4];

247 bMessageBytes[5] = (byte)intensity3;

248 bChecksum = bChecksum ^ bMessageBytes[5];

249 bMessageBytes[6] = (byte)intensity4;

250 bChecksum = bChecksum ^ bMessageBytes[6];

251 bMessageBytes[7] = bChecksum;

252 Serial.write(bMessageBytes, 8);

253 return;

254 }

255
256 void Message2()

257 {

258 /*
=======================================================================================
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259 * Message 2 responds with the intensity

settings that the DAC has recorded for each

channel

260 * and sets the DAC’s to the specified values

261 */

262 DACch1Intensity = dataRecvd[3];

263 DACch2Intensity = dataRecvd[4];

264 DACch3Intensity = dataRecvd[5];

265 DACch4Intensity = dataRecvd[6];

266 unsigned int DAC1 = 0, DAC2 = 0, DAC3 = 0,

DAC4 = 0;

267
268 // prevent any inputs over 100%

269 if(DACch1Intensity > 100)

270 DACch1Intensity = 100;

271 if(DACch2Intensity > 100)

272 DACch1Intensity = 100;

273 if(DACch3Intensity > 100)

274 DACch1Intensity = 100;

275 if(DACch4Intensity > 100)

276 DACch1Intensity = 100;

277
278 // Set the DAC’s here via I2C

279 // Total is 4096, need to scale a 100 to 4095

(factor of 40.95)

280 DAC1 = DACch1Intensity * 40.95;

281 DAC2 = DACch2Intensity * 40.95;

282 DAC3 = DACch3Intensity * 40.95;

283 DAC4 = DACch4Intensity * 40.95;

284 // This line causes the LED’s to all switch on

285 dac.analogWrite(DAC1, DAC2, DAC3, DAC4);

286 delay(10);

287 dac.readRegisters();

288
289 // Read back the values from the DAC

290 DAC1 = round(dac.getDACData(0)/40.95);

291 DAC2 = round(dac.getDACData(1)/40.95);

292 DAC3 = round(dac.getDACData(2)/40.95);

293 DAC4 = round(dac.getDACData(3)/40.95);
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294 bMessageBytes[3] = byte(DAC1);

295 bMessageBytes[4] = byte(DAC2);

296 bMessageBytes[5] = byte(DAC3);

297 bMessageBytes[6] = byte(DAC4);

298
299 bChecksum = 0;

300 bMessageBytes[0] = 0x3C;

301 bChecksum = bChecksum ^ bMessageBytes[0];

302 bMessageBytes[1] = 0xA2;

303 bChecksum = bChecksum ^ bMessageBytes[1];

304 bMessageBytes[2] = 0x05;

305 bChecksum = bChecksum ^ bMessageBytes[2];

306 //bMessageBytes[3] is populated ^^

307 bChecksum = bChecksum ^ bMessageBytes[3];

308 //bMessageBytes[4] is populated ^^

309 bChecksum = bChecksum ^ bMessageBytes[4];

310 //bMessageBytes[5] is populated ^^

311 bChecksum = bChecksum ^ bMessageBytes[5];

312 //bMessageBytes[6] is populated ^^

313 bChecksum = bChecksum ^ bMessageBytes[6];

314 bMessageBytes[7] = bChecksum;

315 Serial.write(bMessageBytes, 8);

316 // Power down all of the outputs

317 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM, MCP4728::

PWR_DOWN::GND_500KOHM);

318 dac.readRegisters();

319 return;

320 }

321
322 void Message3()

323 {
324 /*

=======================================================================================

325 * Message 3 responds with the LED’s that are

turned on/off as per GUI instruction
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326 * as well as the exposure and dead times as

per the GUI

327 * These values are stored so that a pulse

train can be setup appropriately

328 */

329 byte LEDsOnOff = dataRecvd[3];

330 byte hExpT, lExpT, hDeadT, lDeadT;

331
332 bLED1 = LEDsOnOff & 0b00000001;

333 bLED2 = LEDsOnOff & 0b00000010;

334 bLED3 = LEDsOnOff & 0b00000100;

335 bLED4 = LEDsOnOff & 0b00001000;

336 bMessageBytes[3] = 0;

337
338 if(bLED1 > 0)

339 bMessageBytes[3] |= 0b00000001;

340 else

341 bMessageBytes[3] &= 0b11111110;

342 if(bLED2 > 0)

343 bMessageBytes[3] |= 0b00000010;

344 else

345 bMessageBytes[3] &= 0b11111101;

346 if(bLED3 > 0)

347 bMessageBytes[3] |= 0b00000100;

348 else

349 bMessageBytes[3] &= 0b11111011;

350 if(bLED4 > 0)

351 bMessageBytes[3] |= 0b00001000;

352 else

353 bMessageBytes[3] &= 0b11110111;

354
355 nExposureTime = dataRecvd[4]*256 + dataRecvd

[5];

356 nDeadTime = dataRecvd[6]*256 + dataRecvd[7];

357
358 hExpT = highByte(nExposureTime);

359 lExpT = lowByte(nExposureTime);

360 hDeadT = highByte(nDeadTime);

361 lDeadT = lowByte(nDeadTime);
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362
363
364 bChecksum = 0;

365 bMessageBytes[0] = 0x3C;

366 bChecksum = bChecksum ^ bMessageBytes[0];

367 bMessageBytes[1] = 0xA3;

368 bChecksum = bChecksum ^ bMessageBytes[1];

369 bMessageBytes[2] = 0x06;

370 bChecksum = bChecksum ^ bMessageBytes[2];

371 //bMessageBytes[3] is populated ^^

372 bChecksum = bChecksum ^ bMessageBytes[3];

373 bMessageBytes[4] = dataRecvd[4];

374 bChecksum = bChecksum ^ bMessageBytes[4];

375 bMessageBytes[5] = dataRecvd[5];

376 bChecksum = bChecksum ^ bMessageBytes[5];

377 bMessageBytes[6] = dataRecvd[6];

378 bChecksum = bChecksum ^ bMessageBytes[6];

379 bMessageBytes[7] = dataRecvd[7];

380 bChecksum = bChecksum ^ bMessageBytes[7];

381 bMessageBytes[8] = bChecksum;

382 Serial.write(bMessageBytes, 9);

383 return;

384 }

385
386 void Message4()

387 {

388 /*
=======================================================================================

389 * Message 4 responds by executing the pulse

train or checking the status of the pulse

train

390 * depending on the request from the GUI

391 */

392
393 switch(dataRecvd[3])

394 {

395 case 1:

396 bMessageBytes[3] = CheckPulseStatus(true);
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397 break;

398 default:

399 bMessageBytes[3] = CheckPulseStatus(false)

;

400 break;

401 }

402
403 bChecksum = 0;

404 bMessageBytes[0] = 0x3C;

405 bChecksum = bChecksum ^ bMessageBytes[0];

406 bMessageBytes[1] = 0xA4;

407 bChecksum = bChecksum ^ bMessageBytes[1];

408 bMessageBytes[2] = 0x02;

409 bChecksum = bChecksum ^ bMessageBytes[2];

410 //bMessageBytes[3] is populated ^^

411 bChecksum = bChecksum ^ bMessageBytes[3];

412 bMessageBytes[4] = bChecksum;

413 Serial.write(bMessageBytes, 5);

414 return;

415 }
416
417 void Message6()

418 {

419 /*
=======================================================================================

420 * Message 6 responds by turning on the

appropriate channel (and others off)

421 * depending on the request from the GUI

422 */

423
424 byte LEDsOnOff = dataRecvd[3];

425
426 bLED1 = LEDsOnOff & 0b00000001;

427 bLED2 = LEDsOnOff & 0b00000010;

428 bLED3 = LEDsOnOff & 0b00000100;

429 bLED4 = LEDsOnOff & 0b00001000;

430 bMessageBytes[3] = 0;

431
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432 if(!LEDsOnOff)

433 {

434 //Serial.write("All off");

435 bMessageBytes[3] |= 0b00000000;

436 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM);

437 }

438 else

439 {

440 if(bLED1 > 0)

441 {

442 bMessageBytes[3] |= 0b00000001;

443 dac.selectPowerDown(MCP4728::PWR_DOWN::

NORMAL, MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM);

444 }

445 else

446 {

447 bMessageBytes[3] &= 0b11111110;

448 }

449 if(bLED2 > 0)

450 {

451 bMessageBytes[3] |= 0b00000010;

452 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL,

MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM);

453 }

454 else

455 {

456 bMessageBytes[3] &= 0b11111101;

457 }

458 if(bLED3 > 0)

459 {

460 bMessageBytes[3] |= 0b00000100;
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461 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL,

MCP4728::PWR_DOWN::GND_500KOHM);

462 }

463 else

464 {

465 bMessageBytes[3] &= 0b11111011;

466 }

467 if(bLED4 > 0)

468 {

469 bMessageBytes[3] |= 0b00001000;

470 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL)

;

471 }

472 else

473 {

474 bMessageBytes[3] &= 0b11110111;

475 }

476 }

477
478 bChecksum = 0;

479 bMessageBytes[0] = 0x3C;

480 bChecksum = bChecksum ^ bMessageBytes[0];

481 bMessageBytes[1] = 0xA6;

482 bChecksum = bChecksum ^ bMessageBytes[1];

483 bMessageBytes[2] = 0x02;

484 bChecksum = bChecksum ^ bMessageBytes[2];

485 //bMessageBytes[3] is populated ^^

486 bChecksum = bChecksum ^ bMessageBytes[3];

487 bMessageBytes[4] = bChecksum;

488 Serial.write(bMessageBytes, 5);

489 return;

490 }

491
492
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493 void Message7()

494 {

495 /*
=======================================================================================

496 * Message 7 responds by turning on the IOs 12

& 13 (camera & FP arduino)

497 */

498
499 byte OnOff = dataRecvd[3];

500 byte hExpT, lExpT, hcount, lcount;

501 int nCount_pulses = 0;

502 int nIterations = 0;

503 int nExposure_div2 = 0;

504 int nExposure_div2_less = 0;

505
506 nExposureTime = dataRecvd[6]*256 + dataRecvd

[7];

507 nCount_pulses = dataRecvd[4]*256 + dataRecvd

[5];

508 nExposure_div2 = nExposureTime/2;

509 nExposure_div2_less = nExposure_div2 - 2;

510
511 hExpT = highByte(nExposureTime);

512 lExpT = lowByte(nExposureTime);

513 hcount = highByte(nCount_pulses);

514 lcount = lowByte(nCount_pulses);

515
516
517
518 bChecksum = 0;

519 bMessageBytes[0] = 0x3C;

520 bChecksum = bChecksum ^ bMessageBytes[0];

521 bMessageBytes[1] = 0xA6;

522 bChecksum = bChecksum ^ bMessageBytes[1];

523 bMessageBytes[2] = 0x02;

524 bChecksum = bChecksum ^ bMessageBytes[2];

525 bMessageBytes[3] = OnOff;

526 bChecksum = bChecksum ^ bMessageBytes[3];
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527 bMessageBytes[4] = hcount;

528 bChecksum = bChecksum ^ bMessageBytes[4];

529 bMessageBytes[5] = lcount;

530 bChecksum = bChecksum ^ bMessageBytes[5];

531 bMessageBytes[6] = hExpT;

532 bChecksum = bChecksum ^ bMessageBytes[6];

533 bMessageBytes[7] = hExpT;

534 bChecksum = bChecksum ^ bMessageBytes[7];

535 bMessageBytes[8] = bChecksum;

536 Serial.write(bMessageBytes, 9);

537
538 digitalWrite(12,HIGH);

539 delay(nExposureTime);

540 digitalWrite(12,LOW);

541
542 // IO12 is the camera trigger

543 // IO13 is the onboard LED & LAC control pulse

544 for(nIterations = 0; nIterations <

nCount_pulses; nIterations++)

545 {

546 if(OnOff)

547 {

548 digitalWrite(12, HIGH);

549 digitalWrite(13, HIGH);

550
551 //delay(nExposure_div2);

552 //digitalWrite(12, LOW);

553
554 delay(nExposureTime);

555 digitalWrite(12, LOW);

556 digitalWrite(13, LOW);

557 // 2ms dead time delay

558 delay(15);

559 }

560 }

561 return;

562 }

563
564
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565 byte CheckPulseStatus(boolean Start)

566 {

567 byte bStatus=0;

568 if(Start)

569 {

570 // Build a pulse train according to info

that we have

571 delay(nDeadTime);

572 // If LED1 is set ’ON’, use it’s set voltage

as part of the pulse wave using the

exposure and dead times

573 if (bLED1 > 0)

574 {

575 digitalWrite(12, HIGH);

576 digitalWrite(13, HIGH);

577 dac.selectPowerDown(MCP4728::PWR_DOWN::

NORMAL, MCP4728::PWR_DOWN::GND_500KOHM,

MCP4728::PWR_DOWN::GND_500KOHM, MCP4728

::PWR_DOWN::GND_500KOHM);

578 delay(nExposureTime);

579 digitalWrite(12, LOW);

580 digitalWrite(13, LOW);

581 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM);

582 delay(nDeadTime);

583 }

584
585 // If LED2 is set ’ON’, use it’s set voltage

as part of the pulse wave using the

exposure and dead times

586 if(bLED2 > 0)

587 {

588 digitalWrite(12, HIGH);

589 digitalWrite(13, HIGH);

590 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL,
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MCP4728::PWR_DOWN::GND_500KOHM, MCP4728

::PWR_DOWN::GND_500KOHM);

591 delay(nExposureTime);

592 digitalWrite(12, LOW);

593 digitalWrite(13, LOW);

594 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM);

595 delay(nDeadTime);

596 }

597
598 // If LED3 is set ’ON’, use it’s set voltage

as part of the pulse wave using the

exposure and dead times

599 if(bLED3 > 0)

600 {

601 digitalWrite(12, HIGH);

602 digitalWrite(13, HIGH);

603 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL,

MCP4728::PWR_DOWN::GND_500KOHM);

604 delay(nExposureTime);

605 digitalWrite(12, LOW);

606 digitalWrite(13, LOW);

607 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM);

608 delay(nDeadTime);

609 }

610
611 // If LED4 is set ’ON’, use it’s set voltage

as part of the pulse wave using the

exposure and dead times

612 if(bLED4 > 0)

197



613 {

614 digitalWrite(12, HIGH);

615 digitalWrite(13, HIGH);

616 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::NORMAL);

617 delay(nExposureTime);

618 digitalWrite(12, LOW);

619 digitalWrite(13, LOW);

620 dac.selectPowerDown(MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM, MCP4728::PWR_DOWN::

GND_500KOHM);

621 delay(nDeadTime);

622 }

623 bStatus = 0x55;

624 }

625 else

626 bStatus = 0x00;

627 return bStatus;

628 }

629
630
631
632 //============================

633
634 void processData()

635 {
636 switch (dataRecvd[1])

637 {

638 case 0x01:

639 Message1();

640 break;

641 case 0x02:

642 Message2();

643 break;

644 case 0x03:
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645 Message3();

646 break;

647 case 0x04:

648 Message4();

649 break;

650 case 0x05:

651 break;

652 case 0x06:

653 Message6();

654 break;

655 case 0x07:

656 Message7();

657 break;

658 default:

659 break;

660 }

661 }
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Appendix C

2-Photon microscope

C.1 2-Photon microscope component part num-
bers

Table C.1: 2-Photon home built microscope components

Component/Device Part number Manufacturer
DiM FF01-705 25x36 Semrock
PMT H10770B-40 Hamamatsu
Objective lens LUMFLN60XW Olympus
Galvo/Resonant scanner MDR-R Sutter Instruments
Laser Chameleon Ultra Coherent
TIA DHPCA-100 Femto
NI PXI PXIe-1073 National Instruments
DAQ PXIe-6341 National Instruments
DAQ - FPGA NI-5734 National Instruments
FPGA adaptor PXIe-7975R National Instruments
Deformable Mirror DM97-15 Alpao
Scan lens SL50-2P2 Thorlabs
Tube lens TTL200MP Thorlabs

C.2 2-Photon imaging parameters
Imaging the VML tissue samples that were previously stained with DAPI (nu-
clear stain), AF405 for Macrophages, and AF488 for FAPs made use of filters
as per table C.2 in accordance with Spectraviewer in figure C.1.
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Table C.2: VML 2PE imaging parameters

Excitation wavelength 780nm 5− 20mW average
DiMA FF01-705 25x36 Semrock
DiMA FF01-409 25x36 Semrock
DiMB FF01-552 25x36 Semrock

F1 650SP Semrock
F2 390/18 Semrock
F3 457/50 Semrock
F4 542/27 Semrock

Figure C.1: Rectangular colouration indicates the filters that
were used to image the dyes specified.

Table C.3: Nanoparticle 2PE imaging parameters

Excitation wavelength 780nm 5− 50mW average
DiMA FF01-705 25x36 Semrock
DiMA FF01-409 25x36 Semrock
DiMB FF01-552 25x36 Semrock

F1 650SP Semrock
F2 NA Semrock
F3 509/22 Semrock
F4 571/72 Semrock

Table C.4: Organoid 2PE imaging parameters

Excitation wavelength 780, 1040nm 25− 150mW average
DiMA FF01-705 25x36 Semrock
DiMA FF01-409 25x36 Semrock
DiMB FF01-552 25x36 Semrock

F1 650SP Semrock
F2 390/18 Semrock
F3 509/22; 457/50 Semrock
F4 571/72; 570/47 Semrock
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Appendix D

Scatter Correction

D.1 Transmission geometry setup

Figure D.1: Transmission geometry setup with DMD conju-
gated to the back pupil plane, and the light collected after pass-
ing through an objective lens and condenser lens.

D.2 In vivo mouse imaging with head-bar

202



Figure D.2: A photograph of a mouse with a surgically im-
planted head-bar mounted to the stage along with the animal
housing to enable movement of the sample without changing
the position of the animal relative to the housing.

D.3 Connected components count
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Figure D.3: An illustration of how connected components iden-
tifies the continuous regions within the optimized pattern.

D.4 Hadamard search
An alternative method to the genetic algorithm implementation is included in
the code and GUI for the correction. It is a simple method that employs the
equations setup below.

Ij,sum =
P∑

n=1

Ij,n (D.1)

Here, Ij,n represents the mean intensity measured by the camera for the
pattern n and j the range of segments individually controlled by the DMD,
0 : seg, where seg is the number of segments on the DMD capable of being
individually controlled by the program. P is the number of Hadamard patterns
projected onto the DMD and evaluated (e.g. 4096 [64×64]).
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78 For the implementation
within the GUI, this metric
is set to intensity

Ij,onseg =
P∑
n

{
Ij,n sj,n = ON

0 sj,n = OFF
(D.2)

In this case, sj,n is the segment within the individual population for each
Hadamard pattern. Ij,onseg represents the summed value of mean intensity (or
some other evaluated metric)78, when the jth segment was turned on. Similarly
Ij,offseg represents the same when the jth segment was turned off.

Within a binary setup used when the mirrors can only be set to on, or off,
we know that:

Ij,offseg = Ij,sum − Ij,onseg (D.3)

and we can then extrapolate that:

segj,on =
P∑
n

{
1 sj,n = ON

0 sj,n = OFF
(D.4)

segj,on counts the number of times that a segment is on through each of
the Hadamard patterns. Similarly, segj,off counts the number of times that a
segment is turned off through each of the Hadamard patterns:

segj,off =
P∑
n

{
0 sj,n = ON

1 sj,n = OFF
(D.5)

By counting both of these conditions, we can calculate the average number
of times that the specific segment was on:

Ij,aveon =
Ij,onseg
segj,on

(D.6)

where Ij,aveon is the average intensity of the measured signal when the jth

pixel was turned on, and Ij,aveoff when the jth segment was turned off.

Ij,aveoff =
Ij,offseg
segj,off

(D.7)

Finally, we can determine which pixels should be turned on, so that the
computed pattern, CP, can be projected onto the DMD:

CPj =

{
1 Iaveon > Iaveoff

0 Iaveon ≤ Iaveoff
(D.8)
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Appendix E

Image Scanning
Microscope

E.1 AU calculations
Calculations of PSF size from [181] (E.1a) based on emission wavelength of
650nm and 525nm resulting in 1.494 and 1.82AUs respectively. Calculations
for our ISM setup tuned poorly with low magnification (E.1b) and appropri-
ately (E.1c).

These calculations are based on Rayleigh’s emission spot size equation:

Sdia = 1.22× λem

NA
(E.1)
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Figure E.1: According to the existing ISM literature, the PSF
spot size and AU metric from [181] are well tuned (a). For our
configuration, a small magnification opens the excitation to a
widefield implementation, but results in a poorly tuned AU
(b), whereas with appropriate magnification across three wave-
lengths results in well tuned AU sizing (c).

E.2 Zemax simulations
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Figure E.2: Schematic of the OAPs and galvo (a). RMS error
calculations at scan positions (b). Spot simulations of each scan
position (c). RMS error as per Zemax (d). Strehl ratios (0-1)
for the full Zernike modes, modes 4 and above, Zernike mode
4 only and finally Zernike modes 5 and above (e).

Figure E.3: Schematic of the OAPs and galvo (a). RMS error
calculations at scan positions (b). Spot simulations of each scan
position (c). RMS error as per Zemax (d). Strehl ratios (0-1)
for the full Zernike modes, modes 4 and above, Zernike mode
4 only and finally Zernike modes 5 and above (e).

Figure E.4: Schematic of the OAPs and galvo (a). RMS error
calculations at scan positions (b). Spot simulations of each scan
position (c). RMS error as per Zemax (d). Strehl ratios (0-1)
for the full Zernike modes, modes 4 and above, Zernike mode
4 only and finally Zernike modes 5 and above (e).
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Figure E.5: Schematic of the OAPs and galvo (a). RMS error
calculations at scan positions (b). Spot simulations of each scan
position (c). RMS error as per Zemax (d). Strehl ratios (0-1)
for the full Zernike modes, modes 4 and above, Zernike mode
4 only and finally Zernike modes 5 and above (e).

Figure E.6: Schematic of the OAPs and galvo (a). RMS error
calculations at scan positions (b). Spot simulations of each scan
position (c). RMS error as per Zemax (d). Strehl ratios (0-1)
for the full Zernike modes, modes 4 and above, Zernike mode
4 only and finally Zernike modes 5 and above (e).
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E.3 Excitation configuration

Figure E.7: Schematic of the Orpheus outputs, signal and idler,
which are separate outputs, must be restricted to only one on at
a time, but must be joined into the same path input to the scan
engine.

E.4 Wiring diagram - ISM setup
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Figure E.8: A full wiring diagram of all components necessary
to run the ISM setup.
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E.5 ISM graphic user interface
Screenshots of the GUIs used to drive the ISM hardware components show how
the user interacts with separate components (Figure E.9). The test pattern is a
rolling image that shifts values from 0 to 1024 with meta data, which shifts the
values across the 32×32 image array (Figure E.10). DCR tests average the pixel
values over either 1 of 50 seconds. There should be no ambient light and the
input aperture should be closed (Figure E.11). SPAD elements can be switched
on or off using the ROI dialog (Figure E.12). The SPAD DAC voltages can be
adjusted, but this should only be done when the manufacturers have suggested it
(Figure E.13). Before capturing ISM image datasets, the destination folder must
be set (Figure E.14). Once an image is presented on the GUI, it can be inspected
at a granular level, with a number of statistical analyses and a histogram displayed
(Figure E.15).

The underlying LabVIEW code leverages the producer/consumer style of
coding as suggested by National Instruments. This method uses two while
loops running simultaneously where one loop contains an event structure exe-
cuting commands for each button and adds elements to a queue. As the queue
is input to the second while loop, which contains a case structure and runs the
appropriate code. This disconnects the GUI display from the effective control,
but care must be taken to ensure that the GUI is not overwhelmed and hangs.
This is how the current status of the program can accurately be displayed on
the GUI.

212



Figure E.9: The front panel of the ISM GUI starts by presenting
the specifics of the connected SPAD camera. A specific ROI of
the SPAD elements can be selected and the pixel map of that
ROI is written out on the GUI (to allow users to identify re-
gions with few hot pixels). Scan, DAC, and filter settings can
be adjusted, while a test pattern and DCR tests can be executed
to ensure that output for the camera is as expected.
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Figure E.10: The SPAD can output a test pattern that counts
from0 to1024, as well as the meta data, which means that across
the 32× 32 output it shifts by a byte after each read.
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Figure E.11: Two options for DCR are available in the GUI. The
first allows for a one second test, but the full 50 second test is
more thorough. Resulting DCR should show that 80% of the
pixels measure below 100Hz.
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Figure E.12: Setting the SPAD ROI is used to identify the spot
on which the PSF is projected.

Figure E.13: Setting the SPAD DACs is an advanced feature that
should only be conducted when the manufacturers have been
consulted.
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Figure E.14: Before capturing images, the location of save
HDF5 files can be specified.
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Figure E.15: As an extra debug feature the current frame can be
inspected at a granular level.
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E.6 Excitation source losses
The stability of NOPA power output varies over time, as the humidity and tem-
perature changes slowly shift the optical components away from the perfect
alignment. Measurements taken for Figure E.16 were acquired before a realign-
ment so the maximum power at 820nm was slightly below 500mW, but after
the realignment, maximum power was restored at 820nm to over 780mW. This
percentage increase is then extrapolated across the full spectrum of the NOPA,
and as a result power exceeding 115mW at the wavelengths used in Figure 5.13
are possible.
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Figure E.16: Power measurement through various components
of the system across a wide spectrum shows a loss of approxi-
mately 90% of the NOPA output propagated therough the ob-
jective lens (a). 3-photon response of fluorescein when excited
by 1150nm to 1500nm directly from the manuscript [197] (b).
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E.7 PMT gain control GUI
Connecting to the H4722A-50 PMT (Hamamatsu) using an Arduino to con-
trol the voltages and in turn the gain of the PMT, and the Arduino is controlled
by a LabVIEW GUI (Figure E.17). The LabVIEW code implements a simple
while loop containing and event structure to execute commands as the buttons
and switches are clicked.

Figure E.17: The PMT GUI allows users to control the gain of
the PMT, effectively gain below 40% is not changing anything
on the PMT, but gain above 40% is effective (A). Status of the
app and current instructions are displayed, with the current hex
values and COM port (B). Status of the high voltage control
(HV) of the PMT can be set using a switch (C). The peltier (D)
and fan (E) can be controlled by GUI switches. An exit button
closes the COM port and exits the program (F). The current
gain as per the voltage is displayed (G).
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