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ABSTRACT

This analysis of the Spanish verbal system is based in form on Stephen
Anderson’s Extended-Word-and-Paradigm model of morphology, but is theoretically
based on Joan Bybee’s analogical model of morphology. The purpose of the proposed
model is to generalize, condense, and describe as elegantly as possible the patterns of
Spanish inflectional verbal morphology, so as to produce all attested forms without
producing any unattested forms, and without any unnecessary redundancy or superfluous
rules. The model is based on linking the two parts of the Saussurean linguistic sign, that
is, the signifié, represented by feature sets, and the signifiant, represented by rules that
transform the base lexeme into the fully inflected word. The rules in the model are seen
as patterns of organization in the mental lexicon and are not regarded as generative in
themselves. Rules and representations are viewed as opposite ends of the same
continuum rather than as separate entities in the mental grammar. Fully inflected words
are generated by analogical connections among forms in the lexicon, rather than by rules
that are independent of the lexical representations. The phonological strings in the
signifiants in the model are not true morphemes in the traditional sense, but rather,
consistent with Anderson’s ‘a-morphous’ morphology, represent a process whereby a
base lexeme becomes a fully inflected word. The model is morpholexical, since these
word formations occur in the lexicon, and the segments traditionally viewed as
grammatical morphemes are not considered significantly different from the segments
representing the ‘content’ part of the word. The model is analogical in nature, since the
form-meaning connection can only be made through consistent, sufficient exposure to the
phonological forms (or their analogical counterparts) within the context specified by the
given feature set, so that the listener/speaker makes connections to forms with similar
features, similar physical representations, and similar collocations. In addition to
providing insight into the mental organization and processing of language in general and
of Spanish verbs in particular, this model has strong implications for the importance of
comprehensible input in second language acquisition.

INDEX WORDS: A-morphous morphology, Analogical Modeling of Language, Cohort
model, Extended Word and Paradigm, Inflectional morphology,
Spanish verbal system, Morpholexical, Word-Formation Rules
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“I believe that those who envision a future world speaking only one tongue, whether
English, German, Russian, or any other, hold a misguided ideal and would do the
evolution of the human mind the greatest disservice. Western culture has made, through
language, a provisional analysis of reality and, without correctives, holds resolutely to
that analysis as final. The only correctives lie in all those other tongues which by aeons of
independent evolution have arrived at different, but equally logical, provisional analyses”

(Language, Thought, and Reality, Benjamin Whorf 1948: 244).



PART I

THEORETICAL BACKGROUND

TO THE PROPOSED MODEL



CHAPTER 1

INTRODUCTION

1.1. What’s in a word?

The title ‘New paradigms: A rule-and-feature-based, morpholexical analysis of
the Spanish verbal system’ is a deliberate play on words. ‘Paradigm’ and ‘paradigm
shift’ seemed to be the buzzwords of the 1990’s in pop psychology, science, education,
business and management, and society in general. People were encouraged from all sides
to adopt some ‘new paradigm’ as a better framework for managing a business, achieving
success, improving human relationships, or just viewing the world around us. In his
popular book The Seven Habits of Highly Effective People, Stephen Covey (1989)
devotes twelve pages to the discussion of paradigms and paradigm shifts. He points out
that the word ‘paradigm’, from the Greek, was “originally a scientific term, and is more
commonly used today to mean a model, theory, perception, assumption, or frame of
reference.” He goes on to say that “In the more general sense, it’s the way we ‘see’ the
world — not in terms of our visual sense of sight, but in terms of perceiving,
understanding, interpreting” (23).

Swiss linguist Ferdinand de Saussure brought about a paradigm shift in language
and linguistics in the early twentieth century when he began studying language
synchronically, as it functions as a system at a particular point in time, rather than
diachronically, meaning studying how languages change and develop over time.
Saussure made a distinction between /angue, the subpart of spoken language that is

systematic and abstract and “exclusively psychological” (Saussure, trans. 1959: 18), and



parole, the secondary “psychophysical” part that is “the individual side of speech, i.e.,
speaking, including phonation” (18). For Saussure, language is like a symphony, in
which “Langue represents the unvarying score, parole the actual performance, no two of
which are exactly alike” (Newmeyer 1986: 32). The paradigm shift initiated by Saussure
became known as structuralism, since, in the Saussurean view, “Langue represents the
abstract system of structural relationships inherent in language, ... a coherent structural
system” (Newmeyer 1986: 32). Henceforth, “any approach to language devoted to
explicating the internal workings of this system has come to be known as ‘structural
linguistics’ or simply as ‘structuralism” (32). Structuralism dominated the field of
linguistics until Noam Chomsky brought about another paradigm shift in the late 1950’s
and 1960’s with the advent of generative linguistics. Although Chomsky himself is
“firmly within the ‘structuralist’ tradition in linguistics” (71) in that he also sees the
grammar of a language as an abstract “autonomous structural system” (71), “Chomsky
and his followers began to apply the label ‘structuralist’ just for the earlier autonomous
approaches, reserving the term ‘generativists’ for themselves” (72).

Edward Sapir and his pupil Benjamin Whorf were working within the structuralist
paradigm when they formulated a theory about language itself as a paradigm. Their
hypothesis of ‘linguistic determinism’ claims that language determines the way we think.
In the structuralist/deterministic view, language is the paradigm through which we
humans view and interpret the world around us. Or, in the milder form of the Sapir-
Whorf hypothesis, language at the very least influences, if not determines, the paradigm

through which we view the world.



Stephen Bonnycastle (1997) comments that what the structuralists were
suggesting is that “language modifies what we see, because it creates the categories we
use when we describe things,” and although language to some extent refers to external
reality, structuralists “would insist that we can only see the world through the categories
and relations that our language emphasizes” (89). So in the structuralist view, “a
language (such as English) is very much like a paradigm in science: you have to use a
paradigm to see the world, but the particular paradigm you are using determines what you
see.” (89).

In linguistics, the word ‘paradigm’ has a different, more specific, meaning.

Bybee (1985) discusses paradigms as “groups of related surface forms” (77), referring to
verb conjugations and noun declensions. Bonnycastle (1997), although actually referring
more to social paradigms, defines ‘paradigm’ as “a kind of model or pattern,” adding that
“a number of things which have the same basic form or pattern, or are made on the same
model, have a paradigmatic relation to one another” (100). Paradigms in the linguistic
sense are groups of inflected forms of a given lexical item, or “groups of closely related
forms, like all forms of a given verb in its various tenses” (Ruiz 1986: 104). Anderson
(1995) explains this kind of paradigm as follows:

We can now define the paradigm of a lexical item in terms of its lexical stem set:

an item’s paradigm is the complete set of surface forms that can be projected from

the members of its stem set by means of inflectional Word Formation Rules of the

language (134).



This latter kind of paradigm — the linguistic sort — is the kind of paradigm that the
present study is focused on. It might be useful, however, to keep in mind that it may be
our world-view paradigm in the larger sense of the word that determines the organization
of our language paradigms. In other words, our paradigms shape our paradigms.

Without debating extensively the validity of the structuralist and deterministic views of
language, we will simply keep these views in mind when we discuss the organization and
labeling of verb paradigms and the reality of time and tense. We will see that how a
language organizes and labels its paradigms is language-specific to a large degree, and
that the organization of the grammar of a language may be influenced by the paradigm
through which that language sees the world. Thus the title “New paradigms: A rule-and-
feature-based, morpholexical analysis of the Spanish verbal system” refers to at least a
threefold meaning of the word ‘paradigm’: 1) the paradigms through which we humans
see the world in a broad sense, 2) the language paradigm through which we see the world,
and 3) verb paradigms, and more specifically, Spanish inflectional verb paradigms.

The proposed model is rule-and-feature based. The rules in the model describe an
operation that transforms a stem or some other basic part of a word into a fully inflected
word form. These word formation rules are linked to the semantic and grammatical
features that are associated with the word represented by the given rule. The word ‘rule’
is used somewhat loosely here, however, because the rules in the model are really just
descriptive patterns showing how the different kinds of verb forms are related to each
other in the mental lexicon of the language. Skousen (1989) comments that “An optimal

rule description serves as a kind of metalanguage that efficiently describes past behavior



and allows us to talk about that behavior,” but that “if we wish to predict language
behavior rather than just describe it, we must abandon rule approaches” (139).

As in Bybee’s view, rules and representations in the present analysis are not
regarded as independent from each other and are not “two distinct and discrete
components of the description” (1988: 121). Bybee argues that “the best exemplar of a
rule and the best exemplar of a representation are two poles of a continuum” (121). She
proposes “a model which can account for the rule-like nature of human language without
forcing unnatural dichotomies™ (121), that is, dichotomies that separate the rules from the
representations in descriptions of language behavior. Rather than regarding rules as
independent processes that act upon the representations in the lexicon, Bybee and the
present analysis regard rules as descriptions of the most generalized representations in the
lexicon. Completely suppletive forms, on the other hand, are the most specific kinds of
lexical representations and are at the other end of the continuum. Hence, a rule is simply
a description of a representation, both in Bybee’s model and in the present proposed
model.

The changes that build up the fully inflected words in the language (in other
words, the morphology of the language) are viewed as taking place in the lexicon, the
mental dictionary, rather than in some other component of the grammar, such as the
syntax or the phonological component. Thus, the model is morpholexical. Anderson
(1988b) defines the lexicon in a traditional way, assuming that “the lexicon is primarily
the locus of what is arbitrary and unpredictable about the words of a language” (184). In
this view, it may seem contradictory to have predictable morphological processes

occurring in the lexicon, as do Bybee and Skousen. However, Anderson himself goes on



to say that “The lexicon must thus contain ways of relating existing words, in so far as
these are (at least partially) systematic, and also for describing the formation of new
words” (184). Bybee says that “Previously the lexicon has been conceived of as the
mental counterpart of a dictionary, a list of forms set down once and for all (1988: 131).
However, she proposes

a more dynamic representation [of the lexicon] in which not all forms have the

same status, but rather in which forms are affected by use or disuse. Frequently

used forms gain in lexical strength and forms that are not used lose lexical

strength. Lexical strength, then, is an index of word frequency (131).

Rather than asking whether a given word is in the lexicon or not, Bybee proposes that we
should ask instead “what is its lexical strength?”” and “what are its lexical connections?”’
(116). This view of the lexicon as a dynamic, constantly changing component rather than
a dictionary-like listing of words, forms, or morphemes, is important and relevant in that
it can “account for the psychological, historical, and cross-linguistic effect of frequency
on morphology” (131).

The proposed model is an analysis and description of the inflectional morphology
of Spanish verbs, meaning the changes and relationships based on person, number, tense,
mood, and aspect. The model does not deal with derivational morphology, which is the
aspect of word formation that adds segments to the word to change the word’s basic
meaning or word class. The fact that the present analysis deals only with inflectional,
rather than derivational, morphology is partly an arbitrary choice on the part of the
present author. Bybee’s analogical model of morphology is entirely capable of handling

derivational morphology, as will be seen more clearly when Bybee’s model is fully



explained in Chapter 3. The present proposed model of Spanish verbal inflectional
morphology is based in form on the kind of Word-Formation Rules that Anderson (1982,
1986, 1995) uses, and this representational style is especially suited for inflectional,
rather than derivational, morphology. Even though the lexicon is seen in the present
analysis as a dynamic, rather than static, component of language, inflectional morphology
is more of a closed system than is derivational morphology. The constants in the
proposed model of inflectional morphology are relatively fixed compared to the
variables, since the initial variables in the model are the true ‘content-bearing’ parts of
word forms. The variables, which in effect are the inflectional affixes, represent an
essentially closed class, at least in a synchronic sense for a given dialect the language, but
derivational morphology is subject to more expansion and more arbitrary combinations.
Historical and regional variations exist in verbal inflections, of course, but it is
nevertheless possible, and fairly easy, to list all the inflectional variations of a given verb.
For this reason, it is more feasible to formulate a set of Word-Formation Rules that
describe the totality of the Spanish inflectional verbal system than to formulate a set of
rules that would describe all of the derivational combinations and connections of forms in
the language. However, the decision to focus solely on inflectional morphology in the

present analysis is largely an arbitrary choice of the author.

1.2 Purpose and essence of the proposed model.
Anderson (1995) contends that “the task of a theory of morphology is to bring
order and coherence to our understanding of the way words are composed and related to

one another” (2). The model proposed in the present study attempts to “bring order and



coherence” to the understanding of the complex system of inflectional verbal morphology
in Spanish. The proposed model does this by generalizing and condensing the patterns of
Spanish inflectional verbal morphology into a set of descriptive rules, so as to produce all
attested forms without producing any unattested forms, and without any unnecessary
redundancy or superfluous rules. The essence of the proposed model is the link between
the two parts of the linguistic sign as defined by Saussure. The two-part Saussurean
linguistic sign consists of the signifié, which is the mental concept, the meaning, or the
semantic content, and the signifiant, which is the mental imprint of the physical sound
that represents the given meaning. In the model of Spanish verbal morphology proposed
in the present study, the signifié is represented by semantic/grammatical feature sets, and
the signifiant is represented by descriptive rules that transform the base lexeme into the
fully inflected word.

The model proposed in the present study corroborates Anderson’s Extended
Word-and-Paradigm model of morphology, as well as his a-morphous morphological
theory, and it also relates Anderson’s model to Bybee’s analogical model of morphology
and Marslen-Wilson’s cohort model of lexical processing. The proposed model is based
in form primarily on Stephen Anderson’s (1982) Extended Word-and-Paradigm model of
morphology, as will be seen in Chapters 3, 5, and 6. It is also theoretically based on
Anderson’s (1995) a-morphous morphology, since the present proposed model is also a
‘morpheme-less morphology’. However, unlike Anderson’s model, the proposed model
concurs with Bybee (1985, 1988) in regarding morphology as taking place primarily in
the lexicon; thus the present analysis is morpholexical. The proposed model is also

theoretically based on Joan Bybee’s analogical model of morphology, which emphasizes
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the role of semantic and phonological connections between words that are similar in form
or meaning. William Marslen-Wilson’s (Warren and Marslen-Wilson 1987, Marslen-
Wilson 1987) cohort model of lexical processing, although not a morphology model, also
provides a theoretical base for how words are built up in the lexicon in either receptive or
productive tasks.

Chapter 2 of the present study, ‘Morphology and the Linguistic Sign’, discusses
the Saussurean ‘linguistic sign’ from a morphological viewpoint, since the proposed
model is based in form on the link between the two parts of the linguistic sign. The
concept of ‘word’ is considered, along with a brief discussion of how and where words
are composed, organized, stored, and accessed in the mental grammar. In other words,
this chapter deals with how and where the morphological component works and whether
it is a separate component of the grammar of a language. Problems with traditional views
of morphemes and morphology are addressed, such as the problem of incongruities in the
function-to-form relationship. This chapter provides an explanation of the notion of
‘semantic feature sets’ and discusses why grammatical features might be considered as
part of the overall semantic feature set of a given word. Finally, a brief explanation of
Anderson’s view of words and morphology leads to the more detailed explanation and
examination of Anderson’s, Bybee’s, and others’ theories presented in the next chapter,
all of which provide a theoretical background for the proposed verb model presented in
subsequent chapters.

Chapter 3, ‘Rules, Representations, and Morphology Models”, first presents a
general background synopsis of morphology and morphemes, including structuralist and

generativist views, before discussing Anderson’s ‘a-morphous morphology’ (1995) and
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his arguments against traditional treatments of morphology. The differences between
inflectional and derivational morphology are then considered. An explanation of
Aronoff’s (1976, 1992) Word-Formation Rules and Anderson’s (1982, 1986, 1988b)
Extended-Word-and-Paradigm model of morphology is presented, leading to the
subsequent explanation of the present model’s Word-Formation Rules. This chapter also
explains the ordering of Word-Formation Rules, including conjunctive and disjunctive
ordering and the ‘Elsewhere principle’, as well as discussing lexical stems, stem
alternants, lexical stem sets, and paradigms. Skousen’s (1989, 1995) analogical model of
language is then discussed as it relates to Bybee’s model of morphology. Bybee’s
“morphology as lexical organization” (1988) and her view of morphology as “a study of
the relation between morphology and form” (1985) are then discussed, relating Bybee’s
model to the present morpholexical analysis of Spanish verbs, which also regards
morphology as ‘lexical organization’. Marslen-Wilson’s (1987, 1989, 1999) cohort
theory of lexical processing is discussed as it relates to lexical processing and production.
All of the discussion in this chapter provides a formal and theoretical basis for the model
of Spanish inflectional verbal morphology proposed by the present study.

Chapter 4, “Form and Function,” considers the discrepancies between
grammatical labels and the reality they represent, since grammatical labels are an
important part of the model proposed in the present study. Such labels are a necessary
part of the descriptive Spanish verb model proposed in the present study, since the model
depends upon the link between the signifié¢ and the signifiant for a given verb form. The
grammatical labels used in the proposed model, and, in fact, wherever and whenever such

linguistic labels are used, are nothing more than a convenient shorthand notation used by

12



linguists for specific grammatical forms of a language, just as a word is a shorthand
notation for the concept it represents. This chapter explores the reality of time and tense,
and then explains the various semantic values that these grammatical labels may
represent for Spanish verbs in the proposed model.

The proposed model presented in full in Chapters 5 and 6 is essentially a set of
morpholexical Word-Formation Rules that attempt to condense, generalize, and describe
the patterns of Spanish inflectional verbal morphology as concisely and elegantly as
possible. The proposed model is introduced in small increments throughout the early
chapters, beginning with the brief synopsis presented in the next section of this
Introductory chapter. Chapter 5 presents a broader view, introducing the Basic Model for
categorical/regular verbs in the Present Indicative, Present Subjunctive, Imperfect
Indicative, and Imperfect Subjunctive. Then the proposed model’s treatment of irregular
verbs is discussed, including the categories designated as phonologically variant,
exceptional/regular, and idiosyncratic/suppletive.

Chapter 6 continues the presentation and discussion of the proposed model,
dealing first with lexical gaps and defective verbs. The models for nonfinite forms (the
Infinitive, along with Present and Past Participles) and Future and Conditional are then
presented, including phonologically variant Past Participle, Future, and Conditional
forms. The Basic Model for categorical/regular Preterite is then presented, followed by
the exceptional/regular Preterites and idiosyncratic/suppletive Preterites. The irregular
categories referred to here as ‘allo-class’ and ‘j-allo-class’ are introduced and explained

here as well, and compound forms are then considered.
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Chapter 7, ‘Organization and Labeling of Verb Paradigms’, presents an overview
of the traditional ways of organizing and labeling verb paradigms for analytical and
pedagogical purposes, comparing Spanish with several other languages in this regard.
This overview serves as background and justification for the grammatical notations used
in the model of Spanish inflectional verbal morphology proposed in the present analysis.
This discussion also points out the variability, arbitrariness, and language specificity of
such paradigms and their labels and organization. Constants and variables in different
kinds of verb paradigms are also considered, including Bybee’s analogical model of
morphology, thus establishing a basis for the constants and variables used in the proposed
model.

Chapter 8, ‘Binding-Access, Connections, and Input’, first looks at why verbs are
important in second language acquisition, and then discusses Terrell’s binding-access
model of language acquisition and how it relates to Bybee’s analogical model of
morphology and to the model proposed in the present analysis. Paradigms in language
acquisition are then considered, followed by a discussion of the lexicon, lexical access,
and matching procedures in the lexicon. Successive sections consider the role of input
and interconnections in language acquisition and the relevance of frequency of
occurrence to lexical strength, and hence to the regularity and irregularity of forms.
Asher’s observation about the contrast between child and adult language acquisition leads
into the discussion of explicit grammar instruction and the role of input and output in the
proposed model. This chapter takes another look at the nature of rules and relates the
concept of rules as descriptive patterns to language systematicity and variation, showing

how the proposed model reconciles Anderson’s rule-based model with Bybee’s analogy-
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based model. Finally, this chapter considers the extremely complex, dynamic nature of
the lexicon, the human brain, and language acquisition, and sums up the pedagogical
implications of the present analysis. The model supports VanPatten’s Input Processing
model (Lee and VanPatten 1995), Krashen’s input hypothesis (1982), Krashen’s
emphasis on leisure reading for comprehensible input at the intermediate level (1995), as
well as Communicative Language Teaching’s emphasis on oral input at all levels. In
addition, the model does support some degree of explicit grammar instruction in the
classroom.

The Appendix following the final chapter presents a list of some of the lexical
stem sets (‘allomorphs’ in traditional terminology) that might feed into the proposed
model, along with the respective feature sets that determine which alternant is chosen for

a given inflected verb.

1.3. How the proposed model works: A brief synopsis.

As in Anderson’s Extended Word-and-Paradigm model (1995), the rules in the
proposed model are based on constants and variables. Traditional analyses and
traditional verb paradigms regard the true semantic part of the word (that is, the root or
the stem) as the constant and the grammatical morphemes as the variables. However, the
present analysis and Anderson’s model take an opposite view. The constants are the
phonological material that many words have in common — the phonological strings
commonly referred to as grammatical morphemes, which in Spanish are affixes attached
to the end of a given lexical stem. Furthermore, these constants belong to a closed class

in the sense that they are essentially fixed, immutable phonological strings, except for
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possible diachronic or dialectal variation. The variables that enter the model, on the other
hand, are the phonological strings that carry the semantic content of the word. Unlike the
constants in the model, these variables belong to an open class, since this class of
semantic variables can be augmented by adding new words to the language. This
alternate view of constants and variables is important to the way the proposed model
functions, since the variables add more phonological material as they progress through
the blocks of the model, as explained below.

At the outset of the proposed model, the variables are essentially the segments
traditionally regarded as ‘lexemes’ or ‘stems’, that is, the content-bearing part of a given
word. However, as the given variable progresses through the blocks in the model, it adds
phonological material so that it no longer qualifies as a lexeme or stem in the traditional
sense. For example, for the 2 Singular Imperfect Subjunctive form of the e-class verb
comer ‘eat’, the first X variable entering the model at the beginning is /kom/, which is a
root or lexeme in the traditional sense. However, one of the rules in the first block in the
model adds /ye/, as per the rule /X/ = /X + ye/, yielding the form /komye/. This form
(which is not a whole word in itself, nor is it a lexeme in the traditional sense) is the new
X variable (thus the second variable) that enters the next block of the model, where it
adds /ra/ as per the rule /X/ = /X + ra/, yielding /komyera/, or comiera in conventional
orthography. Although this form is, in fact, a whole word in itself (the 1 Singular and 3
Singular Imperfect Subjunctive form), it is not the final form for 2 Singular Imperfect
Subjunctive. Therefore, /komyera/ exits the second block and then enters the third block
as the new X variable (thus the third variable), adding /s/ as per the rule /X/ 2 /X + s/

and thus exiting as the final correct form /komyeras/, or comieras.
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The proposed model of Spanish inflectional verbal morphology is a ‘feature-
based’ model of grammar, as is Chomsky’s model of syntax (Radford 1997: 59-69) and
Anderson’s Extended Word-and-Paradigm theory (1982, 1986, 1995). In a feature-based
grammar, words are specified for grammatical features in binary fashion, as having [+] or
[—] values for given grammatical features, rather than simply being specified as members
of certain categories. For example, the English word news is N (noun) [+ Common, —
Count, — Plural], while the word scissors is [+ Common, — Count, + Plural] (Radford
1997: 61). Anderson uses the notation [+ me] and [+ you], since “The feature
specifications [+ me} and [+ you] indicate 1* and 2™ person forms, while 3™ person
forms are [— me, — you]” (Spencer 1997: 216). The proposed model uses binary
morphological notations that are slightly different from those used by Anderson,
preferring instead to use more traditional notations, as in [+ 3 Sg] or [+ 1 P1]. A notation
of [+] for any given morphological feature or features, such as [+ 3Sg], implies a negative
value for all opposing values, which in the case of [+ 3Sg] would be all persons in the
plural and first and second in the singular. For the most part, in fact, whenever possible,
in the interest of simplicity and economy, the proposed model uses a [+] notation. It is
necessary to use this [+] notation, however, because there is at least one instance in the
present model where it is necessary to specify a [ Preterite] value. This particular rule is
in the last block of the Preterite model, and is stated as /X/ = /X + s/, with the feature set
[+ 2 Sg, — Pret]. A minus notation is needed in this rule in order to block application of
this rule for 2 Singular Preterite Indicative forms, thus blocking ungrammatical forms

such as *hablastes, *comistes, *hicistes.
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Figure 1.1 shows one rule-and-feature set from one of the blocks of Word
Formation Rules in the proposed model. This particular rule would yield a form such as

compro or hablo, both first person present indicative forms.

FIGURE 1.1. Sample rule and feature set from the blocks of Word Formation Rules in the

proposed model.

1) | +1Sg
+ Pres the signifié of the fully inflected word
+ Indic
/X! > /X + o/ } the significant of the fully inflected word

The top section (the signifié) in Figure 1.1, as in all of the rule-and-feature sets in
the model, represents a feature set, with individual features in the feature sets represented
by the notation [+ Grammatical Function] enclosed in brackets, as is customary in
syntactic and phonological theory. Within these brackets in the top half of the rule-and-
feature set, all of the features must apply. For example, in the rule in Figure 1.1, all three
of the features in the top of the model must apply, since they are enclosed in regular
brackets. Thus, the resulting form is a first person singular present indicative verb form.
Square brackets [ ], within which all enclosed features must apply, are used whenever
possible in the proposed model, since the model attempts to seek the lowest common
denominators and generalize as much as possible. Occasionally, however, it is necessary

to include a rule with mutually exclusive features. For this reason, curly brackets { } are
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used in the proposed model when the features in a given rule-and-feature set are mutually
exclusive features, meaning that only one of the features (or sets of features) inside the
curly brackets can apply at any given time. Figure 1.2 below shows an example of a rule-
and-feature set that includes curly brackets with mutually exclusive features. In this
particular rule, the form produced can only be an infinitive form, a future form, or a
conditional form, not all three at once as in the case of the [1 Sg Pres Indic] rule in Figure
1.1. It should be noted, however, that the rule in Figure 1.2 also includes regular brackets
in the notation. Thus, the rule means that the resulting form must be [+ e-class] and also
be one and only one of the forms indicated within the curly brackets. The rule below
would produce a form such as /kome/, which would enter the next consecutive block as
the new X variable and would continue through the blocks to produce such forms as
comer (Infinitive), comeria (Conditional), comeré (Future), with or without further
person/number markers on the latter two of these forms. Further phonological material
added to the latter two would yield forms such as comerias, comeriamos, comerian,

comeremos, comeréis.

FIGURE 1.2. Sample rule-and-feature set with mutually exclusive features enclosed in

curly brackets.

+ Infin
+ Fut
+ Cond

+ e-class

X/ 2> /X+e/
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Each of the feature sets given in the blocks is part of the semantic feature set
conceptually associated with the signifié of a whole inflected word. In the present
morphological analysis, only the grammatical features are listed in the semantic feature
sets of the blocks, since the grammatical features are the constant part of the rules, while
the true semantic part of a given form is the variable that enters the blocks in the model.
However, a feature set for a specific word, with a specific value for /X/, would actually
include all of the true semantic features associated with the given word as well as the
grammatical functions, meaning that it would include all of the various classes,
categories, and descriptions that comprise the basic meaning of the word. It should be
noted that in the model proposed here the grammatical features of a word are seen as part
of the whole set of semantic features, not as something separate. Chialant and Caramazza
(1995) explain that for the whole word representation hypothesis,

Morphological information associated with a given lexical form (e.g., walked)

would then be part of its semantic information (e.g., the meaning of walked is

represented by the same features that represent the meaning of walk plus the

feature of past tense) (59).

Similarly, the examples in the preceding paragraph show morphological information as
essentially no different from the so-called ‘content-bearing’ semantic information
represented by a given linguistic form. The features traditionally called ‘grammatical’ or
‘morphological’ are regarded in this view as part of the overall semantics of a given
linguistic form. It is for this reason that the model proposed in the present analysis views
semantic and grammatical features as essentially the same thing. They are both part of

the overall meaning of a given word. The overall meaning of the English word dogs, for
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example, in addition to the semantic notion of ‘furry, four-legged domesticated canine’,
includes the semantic notion of ‘more than one’, which linguists label ‘Plural’ for the
sake of convenience and for notational purposes.

The bottom half of each block represents the signifiant part of the linguistic sign.
It is the phonological realization of the semantic and grammatical features of the signifié
represented in the block above. The variable /X/ as it enters the model, enclosed between
slashes as phonemes are conventionally notated, represents the content-bearing stem, or
base lexical variant. The notation in each of the lower sections of the blocks represents
one of the morphological rules that transform the stem into the fully inflected
phonological form of the word; thus the symbol = means ‘becomes’ or ‘is realized as’.

The rules in the proposed model are disjunctively ordered within each block. This
means that they do not necessarily apply in the order in which they appear in the given
block, but rather, they apply from most specific to least specific. For example, a rule
whose feature set specifies a specific person, number, tense, and mood, such as [+ 1 Sg, +
Pres, + Indic], is more specific than a rule that simply specifies [+ a-class]. So, if the rule
for the feature set [+ 1 Sg, + Pres, + Indic] is /X/ = /X + o/, and if there is in the same
block another rule /X/ = /X + a/ with a feature set that just specifies [+ a-class], then the
more specific rule applies first, blocking application of the more general one, even
though the two rules are in the same block. A 1 Singular Present Indicative form such as
hablo ‘speak’), as per the rule /X/ = /X + o/, for instance, blocks application of the more
general rule /X/ = /X + a/, even though this latter rule is in the same block, and even

though the verb hablar is indeed an a-class verb.
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The Elsewhere Principle, meaning that “Application of a more specific rule
blocks that of a later more general one” (Anderson 1992: 132), is the governing principle
regarding this disjunctive ordering within the blocks in the proposed model. The rules
are mutually exclusive within a given block of rule-and-feature sets, thus stipulating that
only one rule within a block is possible. Therefore, only one form can exit a given block.
Once a rule applies in a given block, no other rule in that block can apply, and the
resulting form then exits that block. Another way of stating the mutual exclusivity nature
of the rules within a block is to say that the rules within any given block are in
complementary distribution. For example, for the feature set [+ 1 Sg, + Pres, + Indic], as
discussed above, the applicable rule is /X/ = /X + 0/, so that this rule must apply and
therefore blocks the more general rule /X/ = /X + a/ for the feature set [+ a-class].

It should be noted, however, for the sake of clarification, that a specific rule does
not block the application of an earlier more general one (in a previous block, that is), but
rather just the application of a later more general one. For example, the rule /X/ 2 /X +
a/ (for the feature set [+ a-class] in the first block is more general than a later, more
specific rule with the feature set [+ Imperf, + Indic, + a-class] in the second block.
Because of the stipulation of conjunctive ordering of the blocks themselves, this more
specific rule in Block II cannot cycle back and block the earlier, more general rule /X/ 2>
/X + a/ (for the feature set [+ a-class]). The rule for the [+ Imperf, + Indic, + a-class]
feature set would indeed block a later more general rule, if there were one. It should be
noted, however, that this point is made for clarification purposes only, since the
stipulation on conjunctive ordering of the blocks naturally prevents cycling back to an

earlier block.
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The form that exits a given block is the new X variable that proceeds and enters
the next block. For example, for the rule /X/ = /X + a/, a form such as /af/a/ would exit
the block. This form then enters the next consecutive block as the new X variable. Then
in the next block this form may pick up more phonological material, such as /fa/ if the
context specifies [+ Imperfect, + Indicative, + a-class], as in the rule /X/ = /X + Ba/ for
the feature set [+ Imperf, + Indic, + a-class]. In the third block, the new X variable
/aflafa/ could pick up further material, yielding either hablabas, hablabamos, hablabais,
or hablaban. However, if there is no feature set in any given block that maps onto the
feature set for the given form, then the form exits the block just as it entered, with no
changes at all. For example, in the case of the above cited examples, the third block only
needs to include rules for the feature sets [+2 Sg], [+1 P1], [+ 2 PI], and [+3 PI], with no
specifications for [+ 1 Singular] or [+ 3 Singular]. For the feature set [+1 Sg] or [+3 Sg],
the form /aplafa/ (hablaba) exits this final block as it entered, with no changes, as a sort
of default form. The more general case (hablaba) prevailed, since there was not a more
specific rule to take precedence over the more general rule or form. In traditional terms,
we could say that the form hablaba has a ‘zero morph’ for person and number.

Although the rules within each block are disjunctively ordered, as explained
above, the blocks (the groups of rule-and-feature sets) are conjunctively ordered by
stipulation at the outset of the model. Conjunctive ordering means that if a rule can apply
in a given block of rules, then it must apply, and the resulting form then must proceed
consecutively to the next sequentially ordered block, and so on through all the blocks for

the model until there are no more rules that can apply.
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Although all of the feature sets in a given block are mutually exclusive, meaning
only one can apply, it is not necessary that one of the sets apply in a given block. If none
of the rules in a given block applies, then the phonological form exits the block exactly as
it entered the block. When one of the rules does apply, then the form that exits that block
enters the next block as the new variable /X/. When there are no more rules that apply,
the form that exits the block is the final form.

At the outset, upon entering the blocks, /X/ = the base lexical variant, which for
most verbs is the infinitive form minus the /ar/, /er/ or /ir/ ending, although for some
verbs there may be other stems, that is, stem alternants other than the one based on the
infinitive form. For example, the verb hablar only has one stem, /afl/, but the verb poner
has several: /pon/, pong/ /pus/, /pondr/. 1t may be pedagogically useful to consider the
infinitive the basic verb form, since the infinitive is the form listed in standard
dictionaries, but there is no reason to claim that the infinitive is the main form of a given
verb or that the infinitive stem is actually the main lexeme of a given verb. The infinitive
itself is a stem, plus a theme vowel, plus the affix /#/. One of the other stem alternants
could conceivably be more basic, or it could be that none takes precedence over any
other, except perhaps in frequency. The choice of stem alternant for any given form is
determined by the feature set for the context of the form. Each stem alternant is specified
— or subcategorized, perhaps — for specific contexts. For example, the alternant /pus/ for
the verb poner is specified for {[+ Preterite, + Indicative], [+ Imperfect , + Subjunctive},
while /pong/ is specified for {[+ 1 Singular, + Present, + Indicative], [+ Present, +

Subjunctive]}.
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1.4. Basic verb model.

For all three Spanish verb classes (a-class, e-class, i-class), the basic model in

Figure 1.3 is capable of producing all of the following forms for all of what are

traditionally considered regular verbs: Present Indicative, Present Subjunctive, Imperfect

Indicative, and Imperfect Subjunctive. For the purpose of verifying the rules in the Basic

Model presented in Figure 1.3, several traditional verb paradigms of the above tenses and

moods for the verbs hablar (a-class), beber (e-class), and vivir (i-class) are listed in

Figure 1.4. In addition, for illustrative purposes, below each rule in the model presented

below are one or more sample forms for that particular rule. It should be noted, however,

that the sample forms given only represent a few of the many possible forms that the rule

could yield. It is also important to remember that only one rule in each block can actually

apply at any given time, that is, for any given representation as specified by its

corresponding feature set. The sample forms are given in conventional orthography.

FIGURE 1.3. Basic verb model: Word-Formation Rules for regular forms of the Present

Indicative, Present Subjunctive, Imperfect Indicative, and Imperfect Subjunctive.

Block 1
1) | +1Sg 2) | + Pres 3) | +Pres 4) |+ Imperf
+ Pres + Subj + Subj + Indic
+ Indic + a-class + e/i-class + e/i-class
/X/ =2 /X +o/ /X! 2> /X +el /X/ 2> /X +a/ /X/ > /X +1a/
hablo, bebo, vivo hable beba, viva bebia,vivia
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5) | + Imperf
+ Subj
+ e/i-class

6) [+ {1PV2PI
+ i-class

7) Er a—class]

8) [+ e/i—class]

X/ > IX +yel X/ > IX+1i/ /X! 2> /X +al X/ 2> I X+el
bebie, vivie vivi habla bebe, vive
Block 11
1) |+ Imperf 2) |+ Imperf
+ Indic + Subj
+ a-class
IX/ > IX+ Ba/ IX/ > /X +ra/
hablaba hablara, bebiera,
viviera
Block II1
1 +2Sg] 2)[+1Pl ] 3) [+2P1] 4) E3P1]
/X! 2> /X +s/ /X/ = /X + mos/ /X! 2> IX +is/ /X! 2> X +n/

hablas, hables,
hablabas, hablaras,
bebes, bebas, bebias,
bebieras, vives, vivas,
vivias, vivieras

hablamos, hablemos,
hablabamos,
hablaramos, bebemos,
bebamos, bebiamos,
bebiéramos, vivimos,
vivimos, viviamos,
viviéramos

hablais, habléis,
hablabais, hablarais,
bebéis, bebais,
bebiais, bebierais,
vivis, vivais, viviais,
vivierais

hablan, hablen,
hablaban, hablaran,
beben, beban, bebian,
bebieran, viven,
vivan, vivian, vivieran




FIGURE 1.4. Three sample verb conjugations for verifying the model in Figure 1.3.

Hablar (‘speak’, a-class)

Pres Indic Pres Subj Imperf Indic Imperf Subj

hablo | hablamos | hable | hablemos | hablaba | hablabamos | hablara | hablaramos
hablas | hablais hables | habléis hablabas | hablabais hablaras | hablarais
habla | hablan hable | hablen hablaba | hablaban hablara | hablaran

Beber (‘drink’, e-class)

Pres Indic Pres Subj Imperf Indic Imperf Subj
bebo bebemos | beba bebamos | bebia bebiamos bebiera | bebiéramos
bebes | bebeis bebas | bebais bebias bebiais bebieras | bebierais
bebe beben beba beban bebia bebian bebiera | bebieran

Vivir (‘live’, i-class)

Pres Indic Pres Subj Imperf Indic Imperf Subj
Vivo vivimos | viva vivamos | vivia viviamos viviera | viviéramos
vives | vivis vivas | vivais vivias viviais vivieras | vivierais
vive viven viva vivan vivia vivian viviera | vivieran

A Spanish speaker might notice an apparent problem presented by the 2 Plural
Present Indicative i-class form generated by the model in Figure 1.3. Strictly speaking,
for the verb vivir, for example, the model yields the form viviis. This apparent problem is

addressed in Chapter 5, Section 5.5.

1.5. Significance of the model.

Emmorey and Fromkin (1988) comment that “Psychological models have
generally been concerned with how lexical information is accessed or processed and have
been less explicit about the representation and structure of the information. The nature of
stored representations is important, however, because it may in part determine the nature
of the access mechanisms” (124). The present analysis is concerned with this latter issue,

that is, the “nature of stored representations” and the “representation and structure” of the

27




lexicon as it concerns verbal inflectional morphology. Any research that might shed light
on how the mind organizes and processes language would benefit language instructors
and second language acquisition researchers alike.

If the proposed model is a descriptively viable morpholexical model of Spanish
inflectional verbal morphology, if it is capable of generating all forms of all Spanish
verbs, and if it is consistent with an analogical model of lexical organization, then it may
help to determine the nature of the access mechanisms. Future research possibilities
might include empirical research on the psychological validity and pedagogical
implications of the model. The primary aim of this analysis, however, is theoretical in
nature and is intended to shed light on the organizing principles of the Spanish verbal

system.
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CHAPTER 2

MORPHOLOGY AND THE LINGUISTIC SIGN

2.0. The model proposed in the present study is a model of word formation based in form
on the link between the two parts of the Saussurean ‘linguistic sign’, and it for this reason
that this chapter discusses the nature of the linguistic sign, particularly from a
morphological viewpoint. The concept of ‘word’ is considered, along with a brief
discussion of various views of how and where words are composed, organized, stored,
and accessed in the mental grammar. In other words, this chapter deals with how and
where the morphological component works and whether it is a separate component of the
grammar of a language.

Problems with traditional views of morphemes and morphology are addressed,
such as the problem of incongruities in the function-to-form relationship. Since the
proposed model is based on the correspondence between the descriptive word formation
rules that represent a given form (the signifiant) and the respective semantic feature sets
that represent the function of that form (the signifié), this chapter provides an explanation
of the notion of ‘semantic feature sets’ and discusses why grammatical features might be
considered as part of the overall semantic feature set of a given word. Finally, a brief
explanation of Anderson’s (1995) view of words and morphology leads to the more
detailed discussion of Anderson’s and others’ theories presented in the next chapter. This
discussion also provides some theoretical background for the proposed verb model

presented in subsequent chapters.
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2.1 The Saussurean sign.

S.I. Hayakawa (1949) defines language as a system of symbols, pointing out that
“human beings have agreed, in the course of centuries of mutual dependency, to let the
various noises that they can produce with their lungs, throats, tongues, teeth, and lips
systematically stand for special happenings in their nervous systems. We call that system
of agreements language” (27).

Language, then, is a semiotic system of human communication. Saussure (trans.
1959) discussed in his lectures the symbols that are the building blocks of what we call
language, maintaining that language is more than just “a naming-process only — a list of
words, each corresponding to a thing that it names” (65). Saussure makes a distinction
between the ‘sign’, the ‘signified’, and the ‘signifier’. The basic building block of this
system of symbols is the signe, the ‘linguistic sign’, consisting of two elements: the
signifié (the ‘signified’) and the signifiant (the ‘signifier’). Furthermore, Saussure
maintains that “the linguistic sign unites, not a thing and a name, but a concept and a
sound-image” (66). The signifié¢ is essentially the mental representation of a thing or
concept, or the meaning, while the signifiant is the “psychological imprint” (66) of the
physical form, or sound sequence, that represents that concept.

In addition to this distinction between signe, signifié, and signifiant, Saussure
considers language itself to have two dimensions, which he refers to as langue and
parole. To Saussure, language is distinct from speaking: “Language is speech less
speaking. It is the whole set of linguistic habits which allow an individual to understand
and to be understood” (77). Language, however, is not just a private matter, since “for

the realization of language, a community of speakers [masse parlante] is necessary” and
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“language never exists apart from the social fact” (77). The present study deals primarily
with langue, treating language as a system, but it also deals with parole, since the
analyses are based on what people actually say as well as what the system is capable of
generating.

Saussure’s notion of the signifié as a mental concept rather than as a physical
thing roughly parallels Plato’s notion of the ‘ideal’ or the ‘archetype’. To Plato (7The
Republic, Book VI, trans. Rouse 1956), all human concepts and ideas are just imperfect
copies of pure understanding, which is a phenomenon of a higher plane of reality. The
word bird, for instance, causes a speaker of English to conjure up an image of a bird,
although the bird in that image does not really exist. Although this bird image and all
real birds exhibit common characteristics, there is no bird anywhere that is exactly
identical to this mental image of a bird. Plato refers to an ideal, or a hypothetical
archetype, of which all real birds and bird images are imperfect copies (308-311).
Similarly, Saussure sees the word as a linguistic sign or symbol, but this sign is not just a
physical symbol. It is, rather, is a dual entity made up of the mental imprint of the sound
symbol (the signifiant) and the mental image of the thing or concept represented (the
signifié), somewhat akin to Plato’s concept of images and ideals.

Language is a supremely complex organism, and the concept of word is not as
simple a construct as the average person assumes it to be. If the symbols of language —
its ‘signs’ — are such a complex dual entity, the question, then, is how we get from the
signified to the signifier, from the meaning to the form (or the ‘psychological imprint” of
that form). How do we get from the mental concept to the spoken and perceived

utterance, or to the signed or written equivalent thereof, or from the spoken and perceived
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utterance to the mental concept? And if the form changes in different circumstances, or
different syntactic environments, as verbs do in most languages, and nouns and adjectives
do in some languages, then how are these changes implemented? How and where, and in
what component of the mental grammar, are these changes, or inflections, added to the
word? And what if these changes are not strictly agglutinative or linear, such as changing
take to took or taken, or poder to puedo, or decir to dije? What if there is multiple
exponence, meaning that morphological functions overlap and there are several
categories represented by a single formative? In such cases we might not be able to
distinguish exactly what each segment represents, as in the Spanish Preterite dije, dijiste,
dijo, dijimos, dijisteis, dijeron, for example. What if the so-called inflections are

completely suppletive, such as changing Spanish ir to fue or English go to went?

2.2. Where is morphology?

Most linguists agree that language comprises several different components in the
brain, but there has been ongoing debate about what occurs in each component (Anderson
1992, Newmeyer 1986, Spencer 1991). The basic components of the grammar are: 1) the
lexicon, which stores words, 2) the semantic component, which stores meanings, 3) the
syntactic component, which governs word order and the relationships among words in a
given sentence, and 4) the phonological component, which ‘spells out” how the message
is to be physically articulated. There is an ongoing debate about where morphology
belongs and whether it comprises a separate component of the grammar (Matthews 1974:
3-8; Hall 1992: 6-8). Bloomfield (1933) and the structuralists of the nineteenth and early

twentieth centuries considered the lexicon to contain only completely idiosyncratic
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information, maintaining that “Any property of a word which can be predicted from, say,
the phonology or the syntax, will therefore be excluded from the lexicon” (Spencer 1997:
47).

Although structuralists considered word formation to be the central focus of
linguistics, the early generativists did not consider morphology to be an autonomous
component of the grammar (Newmeyer 1986; Spencer 1997). In a generativist, rule-
based model of grammar, certain morphophonemic rules apply in a specific order to
generate the ‘grammatically correct’ form to add onto the base form, or lexeme, which is
supplied by the lexicon. Skousen (1989) points out that Chomsky himself “is a
structuralist par excellence” and that “For Chomsky (and virtually all other linguists
today) there is no doubt that language is rule governed and that language behavior must
be accounted for in terms of specific rules” (4). A generativist model would account for
the generation of forms that the speaker has never heard before, and for regularized forms
of child speech, such as an English-speaking child’s *bringed (for irregular brought), a
Spanish-speaking child’s *sabo (for irregular sé) or *morido (for irregular muerto), or
even an adult Spanish speaker’s ‘incorrect’ *ando (for the standard Spanish anduvo).
Such a rule governed generativist model does not, however, account for irregular forms
or for some attested but prescriptively ‘ungrammatical’ irregular forms such as *brang.

A strictly lexeme-based model, on the other hand, claiming that all words are
stored in the lexicon, would account for irregular forms, but would require entirely
separate lexical entries for all inflected forms of all verbs. If all forms of all words are
stored in the lexicon as whole words, then we might ask whether that means that all

forms would have to have actually been heard by the speaker before he could produce
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them. The so-called Lexicalist Hypothesis (Jackendoff 1972: 12-13), held by most
generative grammarians, claims that no syntactic operations can be performed on words
at the lexical level (Spencer 1997: 72-73). Although the Lexicalist Hypothesis originally
referred to derivational morphology, the Strong Lexicalist Hypothesis later claimed this
principle for inflectional morphology as well. One theory, known as Lexical Functional
Grammar, was a theory of syntax based in the lexicon (Spencer 1997: 72-73). Halle
(1973) proposed that Word-Formation Rules (WFR’s) act on a list of morphemes stored
in the lexicon to form fully inflected, concatenated words. He then proposed a filter that
would prevent the overgeneration of unattested words and would thus account for
idiosyncratic words that depart from the regular word formation rules.

Connectionist models of cognition view form-meaning connections as occurring
throughout the whole neural network of the brain, not necessarily in a linear fashion, but
rather, through parallel distributed processing (PDP) and through associative processes
rather than the construction of rules. The strength of the connections is dependent upon
activation of neural networks through associative processes rather than by abstract rules.
Rumelhart (1989) explains that

Units interact by transmitting signals to their neighbors. The strength of their

signals and therefore the degree to which they affect their neighbors are

determined by their degree of activation.... It is this pattern of connectivity that
constitutes what the system knows and determines how it will respond to any

arbitrary input (139).
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In general, non-rule-based approaches are referred to as ‘analogical’ or
‘exemplar-based’ approaches, with Rumelharts’ connectionist model a subset of this
broad “class of possible models” (Skousen 1989: 56). This class of models “can all
reasonably be referred to as ‘analogical’ and ... can be sharply differentiated from the
kind of ‘symbolic’ or rule-based approaches that are exemplified by generative grammars
in linguistics” (56). Skousen’s analogical model of language applies to all of language,
from the completely regular to the completely suppletive. Skousen explains that “an
analogical description predicts behavior by means of a collection of examples called the
analogical set” (4), rather than predicting behavior based on generative, productive rules.
For example, an analogical set in Spanish might include hablo, canto, bailo, escribio,
bebio, vivio (all 3 Singular Preterite Indicative forms), or hablamos, cantamos, bailamos,
tenemos, escribimos, vivimos (all 1 Plural Present Indicative forms).

Analogical models of language usage emphasize binding form to meaning
through analogy, by searching for the exemplar that is closest to the form in question,
both semantically and phonologically. Exemplar-based learning systems “involve
hunting for the most similar instances (‘nearest neighbors’) to predict language behavior”
(Skousen 1999: 1). Eddington (1999) explains that Analogical Modeling of Language
(AML) “is a model of how memory tokens may be used to predict linguistic behavior”
(2). AML accepts a whole-word view of the lexicon, with all known words stored as
wholes in the mental lexicon.

When the need arises to determine the behavior of an unknown word, the lexicon

itself is accessed. A search is conducted for the words most similar to the

unknown word. The behavior of the word(s) most similar to the word in question
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generally predicts the behavior of the word in question, although the behavior of

less similar words has a small chance of applying as well (2).

For example, if the word charlaron is unknown to the speaker, he or she can predict the
behavior of this word by accessing similar words in the lexicon and applying the patterns
of those familiar words to the new word. The speaker accesses the already known words
hablaron, cantaron, and bailaron and predicts the behavior of the new word based on the
fact that all of these known forms occur with 3 Plural subjects in a context of completed
past actions.

The process of making form-meaning connections, in either a connectionist or an
analogical approach to language, depends upon the building of feature sets in the lexicon.
The lexical entry of any given word consists of a set of features. These features include:
1) semantic features, which include all of the concepts associated with the word, that is,
all of the features which make up the basic ‘meaning’ of the word (features such as:
‘animal, mammal, domesticated, four-legged, furry, says woof-woof’, etc.); 2) syntactic
features, which specify word class (such as noun, verb, adjective, etc.); 3)
subcategorization features, which specify what kinds of complements the word can have
(such as whether and what kind of object a verb requires); 4) phonological features,
which specify how the word is physically realized, meaning how it is pronounced or
signed. In literate people, the orthographic representation, or spelling, is also included in
the lexical entry for a given word.

Anderson (1995) views morphology as a process occurring in various components
of the mental grammar, rather than in a bounded, separate module, although he says that

whether morphology comprises a separate component of the grammar is not an especially
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important aspect of his overall theory of morphology. Anderson maintains that while
morphology is indeed a legitimate object of study in linguistics, the question of whether
morphology is a separate ‘component’ of a grammar is a distinct theoretical issue in
itself, and he doesn’t dwell on arguing one way or the other (1995: 8). Part of the
morphological process may occur in the lexical component, part in the syntactic
component, and part in the phonological component. In many instances there may be a
morphological process involved rather than simply the affixation of a discrete, separable
phonological unit, as in the traditional definition of morpheme as the minimal linguistic
sign. Anderson views morphemes as ‘processes’ rather than as ‘items’; hence his term ‘a-
morphous morphology’ (1995). Anderson, for the most part, accepts a split-morphology
hypothesis, however, maintaining that derivational processes take place in the lexicon,
while inflectional morphology is handled by the syntactic and phonological components.
Anderson rejects an I[tem-and-Arrangement view of morphology, which sees
morphemes as separate and separable ‘minimal units of meaning’, with word formation
viewed as “the disposition of morphemes in a word” (Spencer 1997: 49). Anderson
regards morphology as a process rather than a concatenation of morphemes, aligning
himself more with Word-and-Paradigm theorists, who maintain that “there are certain
generalizations which can only really be stated at the level of the whole word” and that
“the notion of ‘inflectional paradigm’ seems to play some role in grammatical
organization” (Spencer 1997: 52). For Anderson and other Word-and-Paradigm theorists,
“the most important feature of inflectional systems is their tendency towards non-
agglutination, manifested as overlapping exponence and fusion” (Spencer 1997: 221).

The present analysis, like Anderson, also recognizes the problems inherent in a traditional
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Item-and-Arrangement approach to morphology, especially the problems in the function-

to-form ratio.

2.3. Function-to-form correspondence.

When considering the semantic properties of a given word, it is clear that there is
never a one-to-one correspondence between meaning and form. If we were to separate
all of the semantic features of a word into discrete parts and then represent each with a
discrete phonological form, the resulting word would be impossibly long. For instance, if
we had one morpheme to represent the concept of ‘noun’, another to represent ‘concrete’
as opposed to abstract, another to represent ‘animate’, another to represent the class of
‘mammals’, another for ‘nonhuman’, another for ‘canine’, and another for
‘domesticated’, then we would have a word composed of at least seven distinct
phonological strings simply to signify the concept of ‘dog’. Then if we want to add the
feature ‘plural’ to either the hypothetically long string or the actual English word dog,
then we would add another phonological string, which in the latter case is the single
consonant /s/ realized as [z]. If we wanted to add a diminutive feature to the word, we
could add /i/ as a distinct phonemic segment to the original word, and we would know, as
part of our native linguistic competence, that this segment would come between the main
string and the plural string if we wanted to make the word plural as well as diminutive,
such as doggies.

In traditional morphology, the content-bearing part of the phonological string we
refer to as a ‘word’ is regarded as either a single morpheme or as a concatenation of

separate derivational morphemes. For example, we regard the English words dog and
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train as single morphemes, while the words dogtrainer and untrainable have three
morphemes each. The first is a concatenation of the verb #rain with the derivational
morpheme er, meaning ‘agent’, plus the free morpheme dog added at the beginning to
indicate the object of this act of training. The second word, untrainable, is composed of
three morphemes: the free morpheme train, as a verb, plus the bound morpheme able,
meaning ‘capable of’, plus the bound morpheme un added at the beginning of the string
to signify ‘not’. For the word dogtrainers, we would have one additional phonological
string /s/ (realized as [z]) and one additional semantic feature: ‘plural’. For the
nominalized word untrainability, we would add one phonological string to signify one
semantic feature, the attribute of being X, in this case untrainable. As in the above
example of doggies, we know, as part of our linguistic competence, the order in which
these strings are concatenated.

In traditional morphology, the word dogtrainers contains three derivational
morphemes (dog/train/er) and one grammatical morpheme, the noun plural marker /s/.
However, rather than regarding these distinct phonological strings as linguistic signs in
themselves, each with a separate signifiant, Saussure viewed the word itself as a
linguistic sign. Although the structure of the above words can be consciously broken
down as we have just done, the complete set of semantic features associated with a single
word is viewed as being a single signifié in Saussure’s classic definition of the linguistic
sign, even if it is a morphologically complex word.

If the simple one-syllable word dog is accepted as the sign for a whole set of
semantic features, then it should not be difficult to view a seemingly complex

polymorphemic word as likewise signifying a complex set of features as well. Just as
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speakers do not normally separate all the semantic features associated with the word dog
(such as those listed above), it is conceivable that the mind does not separate the
semantic/grammatical features of a morphologically complex word like dogtrainers
either. The mental image associated with the word dogtrainers is that of two or more
humans with whatever trappings we might associate in our minds with people who train
dogs, rather than a mental concatenation of four separate morphemes.

Linguists can consciously analyze and separate some morphologically complex
words into discrete, identifiable parts, and speakers might use various parts of complex
words in other complex words. However, the ability of linguists to analyze and separate
words into parts does not necessarily mean that such analyses are available to the average
speaker of a language. It does not necessarily mean that words are inherently separable
in terms of their semantic and grammatical functions. Bybee (1988) sees word structure
in a different way, regarding “the internal structure of a word as a set of relations with
other words, rather than as a string of discrete meaningful sequences, that is, morphemes”
(139).

Furthermore, the fact that linguists may be able to consciously analyze and
separate morphologically complex words into discrete, identifiable parts at times does not
necessarily imply that grammatical functions in a word are psychologically different from
‘true’ semantic functions. Chialant and Caramazza (1995) explain that for the ‘whole
word representation hypothesis’, the part of a lexical form considered ‘morphological’
information (for example, the /ed/ in walked) is really just part of the semantic
information associated with the given word. The meaning of the word walked is

“represented by the same features that represent the meaning of walk plus the feature of
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past tense” (59). Similarly, Bybee refers to ‘the semantics of past tense” (1988: 137).
The notion of past tense is just part of the overall meaning of the word walked or the
Spanish word anduvieron (walk, 3 Plural Preterite Indicative).

This view of linguistic signs as whole words is consistent with Saussure’s (1916)
classic definition of the linguistic sign, as opposed to the later, more widely held view of
linguistic signs as morphemes, or parts of words (as in Bloomfield 1933: 160-163). In a
whole-word view of the lexicon such as Bybee’s model (1985, 1988) and the present
proposed model, the signifiés corresponding to the word parts traditionally called
‘grammatical morphemes’ are viewed as a subset of the overall semantic features of a
word, rather than as something entirely separate. This is important for a model of
morphology that emphasizes connections among forms based on overall semantic and

phonological similarities, rather than on discrete, separable parts of whole words.

2.4. Form, function, and feature sets.

All of the above brings us to the question of verbs, which in most languages have
rather complex structures that have been analyzed for centuries by linguists and
grammarians. Although English has lost most of its inflectional morphology, Spanish,
like its predecessor Latin, maintains a rich verbal morphology, allowing it to be a ‘null-
subject’, or ‘pro-drop’ language, meaning that the verb can stand alone with an unstated
but anaphorically understood subject. The semantic features of person and number are
part of the set of semantic features of the inflected verb itself if we view the whole
inflected verb as a ‘word’ in the Saussurean sense of the ‘linguistic sign’. Likewise, the

features of tense, aspect, and mood are part of the entire set of semantic features
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associated with the verb as a whole word. For example, the verb form hablaban is a sign
in the classic Saussurean sense, that is, a phonological string signifying the whole set of
semantic features including past tense, indicative mood, imperfect aspect, third person,
and plural, as well as all of the semantic features associated with the notion of speak. We
could represent the former of these features, meaning the features other than the ones
associated with the lexeme ‘speak’, with the following shorthand notation: [+ 3 P1, +
Past, + Indic, + Imperf].

If we wished to separate all of the semantic features of the lexeme speak, we
could also include them in the above feature set. For example, the feature set might
include [+ verb, + action, + human agent, + noise, + emitted by vocal tract, + abstract or
concrete referent], among other possible signifiés. There are at least two problems with
this, however. In the first place, speakers are not accustomed to breaking down all of the
semantic elements of a word in this way. Furthermore, when linguists or lexicographers
describe the many semantic elements of a word, they are forced to use other words to
describe the various semantic features of a given word. The semantic elements that make
up the whole signifié of a sign, however, are really mental concepts, or, in Plato’s terms,
they are mere images of the ‘ideal” or ‘archetype’ of the given referent. So the signifié,
or the set of features associated with a given word, is actually a set of abstract images or
concepts in the mind, which may or may not actually be broken down as such in the mind
of the speaker or language learner.

If the signifié in the mind is nothing more than an image or concept, or a complex
conglomeration of images and concepts, then why should tense, mood, aspect, person,

and number be singled out as separate, identifiable signifiés any more than all of the other
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signifiés of the word? Should we separate these last five as discrete elements simply
because we can separate them? But just because they can be separated in the signifié part
of the linguistic sign does not mean that they can necessarily be separated as easily in
their physical representation, nor does it mean that there will necessarily be a one-to-one
correspondence between the signified and the signifier. In a hypothetical, strictly
agglutinating language, we would have separate, discrete phonological strings to signify
each of the many signifiés of the linguistic sign, but in the real world of real human
languages this is not the case. Even in languages traditionally considered agglutinating,
such as Hungarian and Turkish, the word is not, in fact, broken down into discrete
phonological strings with each representing a single concept. The so-called grammatical
functions may be represented by discrete phonological elements in such languages, but

the entire feature set is not broken down in this way.

2.5. Problems in the form-to-function ratio.

Moreover, in most languages even these grammatical functions — tense, mood,
aspect, person, and number — are not so simply broken down into easily separable units
with a one-to-one correspondence between the signified and the signifier. As Bybee
(1988) points out,

In the ideal case, all the phonetic material in an utterance can be assigned to one

meaningful unit or another. In such a case the semantic and phonological

connections run parallel. But not all linguistic material is organized in this

fashion (128).

43



Spanish, for example, is a fusional synthetic language (Spencer 1997: 38), rather
than being strictly agglutinative, since there is not always a one-to-one correspondence
between form and function as there would be in a strictly agglutinating language. In
other words, there is not always an entirely separate phonological string for each
grammatical feature to be represented. There are instances of what Anderson (1995) calls
‘cumulative morphs’, “where more than one apparently independent dimension of a
paradigm [i.e. different morphological categories] is expressed by a single formative”
(54). For example, in the form hablaras (‘speak’, 2 Singular Imperfect Subjunctive), the
/ara/ segment represents verb class and mood as well as tense. Similarly, in the Preterite
form hablo, the segment /6/ represents tense, mood, person, and number all at once. A
strictly agglutinating language would have entirely separate (and separable) phonological
strings for each grammatical function associated with a given concept, such as person,
number, tense, aspect, and mood. Spanish also exhibits syncretism, which means using a
single form to represent two or more different functions, but not at the same time. The
Spanish form habla, for example, signifies both 3 Singular Present Indicative, and 2
Singular Imperative. Similarly, /s/in English is the 3 Singular verbal marker, as well as
the noun plural marker and the noun possessive marker. In Spanish verbs there are also
cases of what Spencer (1997) refers to as ‘multiple exponence’. An ‘exponent’ is the
linguistic material that expresses grammatical categories, and multiple exponence refers
to when “a single category is realized in more than one way within a word, in other

words, when there is a many-to-one correspondence between form and function” (51).

Spanish also exhibits ‘empty morphs’, such as Spanish verb thematic vowels, for which
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there is no link to meaning. The /a/ in the ending of hablan, for example, is part of the
verbal paradigm but has no semantic value.

Furthermore, there are in Spanish, as in most languages, many so-called irregular
forms, forms which cannot be produced by simply adding segments to a fixed lexeme.
Some of these may resemble the lexeme and may possibly be generated through
phonological processes (see Chapter 5 of the present study), such as pensar = piensa (3
Singular Present Indicative), or morir = muere (3 Singular Present Indicative). Some
may be irregular but have somewhat regular patterns in their irregularity, such as traer =
trajo (3 Singular Preterite Indicative), or decir = dijo (3 Singular Preterite Indicative].
In both of these two types of irregularities, the irregularity is allomorphy, or alternation of
form in the stem, rather than irregularities in the inflectional affixes. Still other verb
forms are completely suppletive and do not resemble the base lexeme at all, such as the
above ir =2 fue (3 Singular Preterite Indicative), or ser = es (3 Singular Present
Indicative). Thus, Spanish verbal inflection is not just a simple matter of adding certain
affixes in linear order to a fixed stem. There is also the problem of lexical gaps, or
unattested forms, such as *abolo/abuelo (1 Singular Present Indicative) from the verb
abolir. And finally, there is the problem of ill-formed tokens, that is, forms deemed by
most speakers as ungrammatical, yet well-attested in the language and seemingly
generated by some pattern. These ill-formed tokens may appear in dialectal variations of
the language, in child language, or in second-language-learner speech, for example:
*andaron for Spanish anduvieron (3 Plural Preterite Indicative), *sabo for Spanish sé (1

Singular Present Indicative), or *brang for English brought (Past Indicative).
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2.6. Lexical stem sets.

In the case of completely suppletive forms (as with ir and ser), or even in the
‘irregular’ patterns above (as with fraer and decir), there may be two or more stems
stored separately in the lexicon, and these separate stems might then be defined as
lexemes themselves, at least in Anderson’s model of morphology. Anderson (1992)
suggests a “lexical stem set,” with various forms of a given lexical item already specified
for certain morphosyntactic features in the lexicon. When choosing the particular stem to
undergo word-formation rules, the one that matches the most features of the
morphosyntactic representation is the one selected from the lexical stem set (133). The
model proposed in the present analysis deals with stem allomorphy by employing
Anderson’s notion of lexical stem sets and by selecting stem alternants based on
matching features, as does Anderson’s model. The present analysis regards these lexical
stem sets as parts of whole words in the lexicon, rather than as separate lexical entries in
themselves.

Anderson’s lexical stem set hypothesis may or may not be consistent with the
above discussion of whole words as complete linguistic signs linked in the lexicon to
their associated feature sets, which include tense, mood, aspect, person, number features
as well as the many semantic features associated with the sign. Whether or not these two
notions are consistent with each other depends upon whether the word formation rules
take place in the lexicon or in some other component of the grammar. If these word
formation rules are realized in the lexicon, then they produce whole, inflected words that
are then inserted into the syntax. However, if only the base lexeme, along with its

allomorphic variants, is supplied by the lexicon, then the inflectional affixes would be
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added in the phonological component, the syntactic component, or some other component
of the grammar. This would be true whether the inflectional strings are seen as items, as
in traditional morphology, or as processes, as in Anderson’s model.

The model proposed in the present analysis accepts the former of these two
possibilities, with the Word-Formation Rules seen as a component of a dynamic,
multidimensional lexicon. Bybee comments that “Previously the lexicon has been
conceived of as the mental counterpart of a dictionary, a list of forms set down once and
for all,” but she proposes “a more dynamic representation” of the lexicon. This dynamic
view of the lexicon is important and relevant in that it can “account for the psychological,
historical, and cross-linguistic effect of frequency on morphology” (1988: 131).

In such a dynamic, multidimensional lexicon, the contextual space is not strictly
compartmentalized as it is in a rule-based system, with a single form or a single rule
applicable to a given context (Skousen 1989: 22). Rather, for any given context there
may be a number of possible rules or forms, although not all rules or forms are equally
probable. An analogical approach “does not actually use rules to predict behavior.
Instead, the analogical approach (as its name suggests) makes predictions in terms of
individual occurrences” (22). Frequency of occurrence determines the strength of lexical
connections, making one form more probable than another in certain contexts. When a
given form (or part of a form) occurs with great frequency in similar semantic and/or
phonological contexts, that form is more likely to be chosen (and used) than another form
that may seem to fit a particular ‘rule’. For example, although an apparent ‘rule’ such as

/X/ = /X + o/ for the feature set [+ 1 Sg Pres Indic] may seem to dictate a form such as
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*so for [ser/be, 1 Sg Pres Indic], the frequency of occurrence of the irregular soy (ser/be,
1 Sg Pres Indic), in the input preempts the more ‘regular’ — but incorrect — form.

The base alternants for verb forms are connected by semantic connections, and
they may or may not be connected phonologically as well. For example, fen and tuv (two
of the stem alternants for fener ‘have, possess’) are connected semantically and also
slightly connected phonologically, since they share the initial phoneme /#/. On the other
hand, soy (‘be’, 1 Singular Present Indicative) and fue (‘be’, 3 Singular Preterite
Indicative) are only connected semantically, not phonolologically. They are connected,
nonetheless, based on the semantic notion of ‘be’. Derwing and Skousen (1989) contend

that

a picture of the mental lexicon has emerged in which (a) words are represented in
their full, 'undecomposed' forms and (b) the representations for morphologically
related words are 'connected in some way'. Clearly, all this is highly compatible
with a general 'analogical network' type of framework, particularly one where
morpholgical variants are connected, with varying degrees of strength, with a

central basic or 'root' word (59).

2.7. Lexemes and stems.

Since the initial variables that enter the blocks of Word-Formation Rules in the
present proposed model are lexical stems, it is pertinent to consider the difference
between a ‘lexeme’ and a ‘stem’. If different stems are possible for a given verb,
meaning different allomorphic variants, then are these stem variants stored separately in

the lexicon, all with equal status as signifiants in their own right, or are they just different
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physical realizations of the same abstract lexeme? This view of ‘lexeme’ and ‘stem’is
somewhat parallel to the concepts of ‘phoneme’ and ‘allophone’ in phonology. In this
sense, ‘lexeme’ and ‘phoneme’ are both abstract concepts, while ‘allophone’ and ‘stem’
are the mental imprints of the physical representations, or sounds, of those concepts.
Spencer (1997) observes that in one sense a fully inflected form is a word itself, but he
prefers to call a whole inflected form a ‘word form’. All inflected forms that are related
by the same semantic content, such as all the conjugated forms of the verb hablar, for
instance, are ‘lexemes’ according to Spencer (45), although they are realized in slightly
different phonological forms.

Anderson (1995) comments that whether we consider morphology to be based on
words or on morphemes depends upon our definition of the word itself. Shall we
consider a word to be a full surface form, or is it a base form with no inflectional
material? Some languages, such as English, add inflectional material to free forms that
can stand on their own, while other languages like Spanish and Latin add inflectional
material to base forms that never show up as a word on its own. For example, the base
form or stem for hablaban (‘speak’, 3 Plural Imperfect Indicative) is /afl/ (habl), which
conveys the general meaning of ‘speak’ but never stands alone as a word. Anderson,
therefore, comes to the logical conclusion that “it is not words but stems that function as
the base of Word Formation Rules” (1995: 71). He then defines the notion of ‘stem’ as
“word minus (productive) inflectional affixation” (71). Anderson then goes on to say that
these forms (after derivational processes but before inflectional ones) have “a special
status in the grammar: essentially, these are the ‘lexical items’ that are entered in a

language’s dictionary” (71).
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The model proposed in the present analysis regards fully inflected forms as words
occurring in the lexicon “in their full, 'undecomposed' forms” with “the representations
for morphologically related words... 'connected in some way” (Derwing and Skousen
1989: 59). In the proposed model, however, as in Anderson’s model, it is ‘stems’ —
words “minus (productive) inflectional affixation” — that initially enter the blocks of
Word-Formation Rules. But, contrary to Anderson’s view, it is whole words —

'undecomposed forms’ — that are entered into the lexicon.

2.8. Words, semantic features, and grammatical features.

The model of Spanish inflectional verb morphology proposed in the present study
views all inflected forms as words in their own right, but also as forms that are related to
each other through analogy and through Word-Formation Rules. The proposed model
does not in every case specify a stem as a distinct lexical item as defined above by
Anderson. Some phonological strings in the proposed model are not lexical items per se,
such as /fu/ in the suppletive Preterite model in Figure 6.7 of Chapter 6. Furthermore,
some of the phonological material that is added to the X variables in the model are not
morphemes in the classical sense either, such as the theme vowels (or class vowels) in
Figure 6.1 and 6.2 in Chapter 6, since these theme vowels have no real semantic content.

In some languages it may be descriptively accurate, even obvious, to state simply
that a given phonological string X signifies grammatical/morphological function £/ and is
affixed to the given lexeme in a prescribed manner. However, cross-linguistic evidence
shows that real world human languages are not so neatly packaged, as discussed in

Section 2.5 above. As Bybee points out, “In the ideal case, all the phonetic material in an
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utterance can be assigned to one meaningful unit or another.... But not all linguistic
material is organized in this fashion (1988: 128). And if we consider grammatical
features as essentially no different from the many other semantic features of a whole,
inflected word, as discussed in Sections 2.3 and 2.4 above, then it does not seem so
obvious that they should be treated differently in the grammar.

Anderson (1995) views morphology as a process rather than simply the affixation
of discrete, separable phonological units, as in the traditional definition of morpheme as
the minimal linguistic sign. Anderson views morphemes as ‘processes’ rather than as
‘items’; hence his term ‘a-morphous morphology’, meaning not morphology without
form, but morphology without morphemes. Although Anderson maintains that the
question of whether morphology is a separate component of the grammar is not
particularly relevant to his theory of morphology, he does view morphology as a process
occurring in various components of the mental grammar, rather than in a bounded,
separate module. For Anderson, part of the process may occur in the lexical component,
part in the syntactic component, and part in the phonological component.

The present analysis presents an alternate view, one that follows Anderson’s
model in form, but is a morpholexical approach, meaning that word formation, both
derivational and inflectional, occurs in the lexical component of the grammar rather than
in other components. The model proposed in the present study also treats the
grammatical features of a word as essentially a subset of the semantic features in the total
feature set of a word, since both grammatical features and semantic features may be
difficult to separate into discrete units. As Chialant and Caramazza (1995) explain, for

the ‘whole word representation hypothesis’, the part of a lexical form considered
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‘morphological” information is really just part of the semantic information associated
with the given word (59). The present analysis also differs from Anderson’s model in

that it sees rules as descriptions or patterns, rather than as true rules in a generative sense.

2.9. Conclusion.

This chapter has discussed the nature of the linguistic sign from a morphological
viewpoint as a precedent to the model proposed in the present study, since the proposed
model is a model of word formation based in form on the link between the two parts of
the linguistic sign. The place of morphology in the mental grammar of a language has
been considered from various viewpoints, pointing out the various possible ways of
treating morphology as a component of the grammar or as a part of other components.
We have discussed the form-function relationship, the problem of incongruities in the
function-to-form relationship, and the problems in traditional views of morphemes as
separate, separable, discrete units of meaning.

Since the proposed model is based on the correspondence between the descriptive
Word-Formation Rules that represent a given form (the signifiant) and the respective
semantic feature sets that represent the function of that form (the signifié), this chapter
has provided an explanation of the notion of ‘semantic feature sets’ and has discussed the
reasons for considering grammatical features as essentially just a subset of the overall
semantic features of a whole word.

The notion of ‘lexical stem’ as related to morphology and the lexicon has been
examined, since the proposed model depends upon lexical stems as the initial variables

entering the model to undergo various Word-Formation Rules. We have established that
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the present analysis regards the lexicon as a dynamic, multidimensional component of the
grammar composed of whole words rather than just stems or parts of words, and that
there are numerous multidimensional semantic and phonological connections among the
various forms in the lexicon.

Finally, a brief explanation of Anderson’s view of words and morphology ties this
chapter’s discussion in with the more detailed discussion of Anderson’s and Bybee’s

morphology models presented in the next chapter.
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CHAPTER 3
RULES, REPRESENTATIONS, AND MORPHOLOGY MODELS:

REVIEW OF LITERATURE

3.0. This chapter first presents a general background synopsis of morphology and
morphemes, including structuralist and generativist views, before discussing Anderson’s
a-morphous morphology (1995) and his arguments against traditional treatments of
morphology. The differences between inflectional and derivational morphology are then
considered, along with the rationale for treating only inflectional morphology in the
present analysis. An explanation of Aronoff’s Word-Formation Rules and Anderson’s
Extended-Word-and-Paradigm model of morphology is then presented, leading to the
subsequent explanation of the present model’s Word-Formation Rules. This chapter also
explains the ordering of Word-Formation Rules, including conjunctive and disjunctive
ordering and the ‘Elsewhere principle’, as well as discussing lexical stems, stem
alternants, lexical stem sets, and paradigms.

Skousen’s (1989) analogical model of language is then discussed as it relates to
Bybee’s (1985, 1988) model of morphology. Bybee’s “morphology as lexical
organization” and her view of morphology as ““a study of the relation between
morphology and form” are then discussed, relating Bybee’s model to the present
morpholexical analysis of Spanish verbs, which also regards morphology as ‘lexical
organization’. Finally, Marslen-Wilson’s (1987, 1989, 1999) ‘cohort’ theory of lexical
processing is discussed as it relates to the present analysis. The theories and morphology

models of Anderson, Bybee, and Marslen-Wilson all provide a formal and theoretical
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basis for the model of Spanish inflectional verbal morphology proposed by the present

study.

3.1. General background: morphology and morphemes.

Beard defines morphology as “the sum of all the phonological means for
expressing the relations of the constituents of words, of words in phrases, and of the
phrasal constituents of sentences,” (1995: 1). For Anderson, “Morphology is the study of
the structure of words, and of the ways in which their structure reflects their relation to
other words” (1988b: 146). Anderson contends that “the task of a theory of morphology
is to bring order and coherence to our understanding of the way words are composed and
related to one another” (1995: 2). Morphology, then, is about the structure of words and
about how their structure reflects their relationship to other words, both within phrasal or
sentential context and across the entire vocabulary of a language.

According to the above definitions, morphology is about words. But what is a
‘word’? Is a word based on phonological criteria or semantic criteria? Is inflection just
phonology? Is inflection just phonological manifestations or changes, with the word
maintaining the same underlying representation, with its semantic content basically
unchanged? Saussure observed that a spoken word consists two components: 1) the
sound-image, or mental imprint, of the word’s phonological realization (the significant),
and 2) the concept that the sound represents (the signifié) (Saussure, trans. 1959: 65-70).
The linguistic sign as the basic unit of language is commonly referred to as the
‘Saussurean sign’, although Greek Stoic philosophers centuries earlier had similarly

defined the word as “a bilateral association of ‘the signifier’ and ‘the signified’ (Beard,
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1995: 2). Beard, following Saussure and the Greeks, defines the word as “a symbol
comprising mutually implied sound and meaning” (1995: 1). Although to a linguist the
concept of ‘word’ may be difficult to define precisely, the word is “something central in
the mechanism of language” (Saussure, trans. 1959: 111), and speakers of human
languages seem to ‘know’ instinctively what a word is. This somewhat obvious
observation was reinforced for the present author by a student in an introductory
linguistics course several years ago. After a lengthy class discussion of the concept of
‘word’ and the difficulty for linguists in defining the ‘word’, the aforementioned student
impatiently commented at the end of class, “Get a grip. You linguists are off in space
somewhere. Don’t you know that even a two-year-old knows what a ‘word’ is?”

Saussure comments appropriately that “in the matter of language, people have
always been satisfied with ill-defined units” (111). But even if we settle for an “ill-
defined” notion of ‘word’, there remains the question of whether the word is the minimal
unit of linguistic meaning. Is the word itself the basic linguistic sign, or is the minimal
unit of meaning something smaller than the word, such as parts of words? Word makeup
is the basic problem of morphology, and the basic problem of linguistics in general is
how we get from the meaning to the symbol, especially if either the meaning or the sound
is very complex or if there is not a one-to-one correspondence between the meaning and
the sound. Individual words are made up of individual sounds, or phonemes, but how do
speakers of a language group these phonemes together to signify an idea? At what point
is it determined that a given combination of phonemes has a meaning, and is thus a

minimal sign?
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The word itself as a minimal sign is the basic premise of Saussure’s view of
language as a semiotic system. Although Saussure had considered the word to be the
minimal sign, structural linguists of the 1940’s and 1950’s accepted parts of words as the
minimal units of meaning; hence the morpheme came to be regarded as the minimal
linguistic sign. To the structuralists, morphemes are “the smallest meaningful units”
(Bloomfield 1933: 166), and a morpheme, more specifically, is phonological material
bearing linguistic meaning. Bloomfield’s “notion of ‘morpheme’ assumes a determinate
phonological content” (Anderson 1988b: 152), although later structuralists viewed
morphemes as abstract, regarding morphemes as related to their phonological realizations
in the same way that phonemes are related to their respective phonological realizations.
In the latter view, the variation or alternation of phonological realizations of the abstract
morpheme is determined by phonological rules that act upon the morpheme.

Words are seen by structuralists as composed of abstract minimal units of
meaning with concrete representations composed of strings of phonemes, which
themselves are abstract representations of the actual sounds as they are realized in spoken
language. The [im] in the English word impossible, for instance, represents negation, and
although it is realized with a bilabial nasal in this word, it may be realized as [i»], with a
velar nasal, in a word such as incorruptible. Likewise, the -able of impermeable is the
phonological realization of the same signifié as the -ible in incorruptible, although, at
least in a synchronic sense, these two latter words differ only orthographically, not
phonetically. (The /a/ and the /i/ are both realized phonetically as an unstressed mid-
central lax vowel.) Should we view different realizations such as [im] and [ix], or -able

and -ible, as different morphemes? Are they different signifiants with the same referent,
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or are they just phonetic (or orthographic) variations of the same signifiant, with both
alternants having the same referent?

These phonological variants are traditionally referred to as ‘allomorphs’, just as
phonological variants are referred to as ‘allophones’. So, then, shall the morpheme be
considered an abstract concept? Or is a morpheme a string of phonological material
rather than the concept that string represents? In general Saussurean terms, a morpheme
would be both, since the Saussurean minimal sign consists of two elements as described
above: its signifie and its signifiant. One aspect of traditional morphology is the study of
allomorphy, which is concerned with the relationship between morphemes as abstract
signs and the phonological realizations of those abstract signs. The other aspect of
traditional morphology is morphotactics, which is concerned with how morphemes can
be combined to form larger, more complex words. In other words, morphotactics
concerns the arrangement of morphological material within a word and “the ways in
which morphemes can be arranged into larger, hierarchically organized structures to
construct complex words” (Anderson 1995: 14).

The structuralist view of morphology was adopted by generative linguists with the
inception of generative linguistics in the 1950°s. The structuralist view of morphology
dominated the early generativist view of word structure, although generativists like
Chomsky defiantly departed from structuralist views in their overall view of language. In
fact, according to Skousen (1989), “Chomsky himself is a structuralist par excellence,”
since “For Chomsky (and virtually all other linguists today) there is no doubt that
language is rule governed and that language behavior must be accounted for in terms of

explicit rules” (4). Structuralism, as Skousen explains it, is “the traditional method for
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describing behavior... in many diverse fields — from biological taxonomy to literary
criticism” (3). Structuralism is “a system of classification,” determining “how a general
contextual space should be partitioned” (3). Saussure, an early proponent of
structuralism in the field of linguistics, defines language as “a self-contained whole and
principle of classification” (1959: 9). Anderson describes the structuralist approach to
language as one in which the investigator “was supposed to collect a large corpus of
utterances, and then identify the similarities among them, as well as determine which
utterances ‘contrast’ with one another” (1988b: 151). Although generative linguistics is
more concerned with explaining how language works as an internal system rather than
with the empirical description of language as it is actually spoken, generative linguistics,
like structuralism, is also based on systems and rules.

However, although generative linguistics adopted the overall structuralist view of
morphology, early generative linguists, unlike the structuralists, did not see morphology
as basic to the study of language. Generativists came to regard morphology not as a
separate field of study, but rather as a part of other fields. They treated allomorphy in the
realm of phonology, and morphotactics in the realm of syntax. Anderson says that in
early generativist theories “morphotactics was taken to be just a (not particularly well-
defined) subpart of syntax within the grammar of a natural language” (1995: 16).
Generative phonology views a given physical morpheme as having a basic underlying
form, just as speech sounds have phonemes as underlying representations. In the
generativist view, the phonological rules of a language operate on the underlying
representation to produce morphemic variants, or allomorphs. Anderson, however,

continues in the generativist tradition but comes to the conclusion that “allormorphy

59



cannot be reduced to the operation of rules by the phonology” (42). He points out that
“When the operation of a given rule is conditioned by morphological factors, and refers
to the particular morphemes (or classes of morphemes),” that operation does not
“conform exactly to the same principles as one which is conditioned entirely by sound
structure” (42). There is a need, then, according to Anderson, to consider morphology as
a realm of study in its own right.

Syntacticians have had “sharp regard for the difference between domains internal
and external to the word” (Anderson 1995: 47). Chomsky’s Lexicalist Hypothesis
maintains that words are indivisible from the viewpoint of the syntax, that the syntax
cannot operate at the word level (Jackendoff 1972, Chomsky 1970), and that words come
fully formed from the lexicon. According to the Lexicalist Hypothesis, the properties of
individual lexical items are not available to syntactic operations, since, according to
Chomsky, lexical insertion takes place at S-structure (surface level) rather than at D-
structure (deep structure level).

Syntacticians thus came to accept that rules distinct from those of the syntax
operate in the lexicon to describe words. Thus, just as there is a need for morphology as
a distinct realm of inquiry in linguistics, there is a need for a theory of lexical rules that
form or describe words. Anderson argues that the rules of a given language “may divide
into two distinct subsets, one of which is responsible for the composition of words and
the other for phrases” (37). It is the former of these two subsets that Anderson is
concerned with, and it is the inflectional subset of these rules that the present analysis
deals with. If rules that are distinct from those of the syntax operate in the lexicon to

describe words, then we need a theory of lexical rules, or, in Aronoff’s and Anderson’s
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terms, we need a theory of Word-Formation Rules. Thus Anderson believes that the
development of a theory of morphological structure is an important, distinct object of
inquiry within linguistics.

Beard comments that “in the past few decades morphology has all but vanished
from the agenda of linguistic inquiry,” (1995: 1). Although early generativists essentially
ignored morphology as a relevant field of study, morphology is the foundation of
traditional linguistics. The modern disciplines of syntax and phonology arose from the
study of word structure, which traditional grammarians viewed as the central focus of the
study of how language works. Word structure is “the product of interacting principles
from many parts of the grammar: at least phonology, syntax, and semantics, in addition to
the ‘lexicon” (2). Morphology, then, at least in Anderson’s view, may not be localized,
located in its own separate component of the grammar, but may actually be represented in
various components of the grammar, and may be different for inflectional vs. derivational
morphology.

Although Anderson maintains that morphology is indeed a legitimate object of
study in linguistics, he regards as a distinct theoretical issue in itself the question of
whether morphology is a separate ‘component’ of a grammar (8). Like Anderson, the
present analysis of Spanish inflectional verbal morphology accepts the position that
morphology is indeed a valid and important aspect of language, but does not make the
claim that morphology constitutes a separate component of the mental grammar. The
present investigation and proposed model also concur with Anderson that “morphological

theory ought to have a rather different character than is commonly assumed” (9). The
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proposed model, like Anderson, views “morphology as the study of the relations between
words, rather than as the study of discrete minimal signs” (1).

The present morphological analysis of Spanish verbs, like Anderson’s model, is
concerned with “words as grammatical, rather than as phonological, entities” (9), and
also with words as semantic entities. The present study examines words as Saussurean
minimal signs and tries to determine whether words are composed of several linguistic
signs, each as a minimal unit of meaning as seen in the traditional view of morphology,
or whether words can or should be seen as composed of a single linguistic sign, as in
Saussure (trans. 1959) and Aronoff (1976, 1992). Like Anderson’s Extended Word-and-
Paradigm (EWP) model of morphology, the present model is a structured system of
morphological rules that eliminates word-internal boundaries. According to Anderson’s
‘a-morphous’ morphology (1995), the notion of words as comprising constituent minimal
signs is not valid and is flawed for a number of reasons, which are discussed in the next

section below.

3.2 Anderson’s a-morphous morphology.

Word structure according to early generativist grammar encompassed the premise
that: 1) the morpheme is the minimal sign (as in the structuralist view); 2) allomorphy
belongs to the phonological domain; 3) morphotactics belongs to the syntactic domain.
Hence, there was no theory of morphology in early generativist grammar, and no need for
a distinctly morphological study of allomorphy or of morphotactics. Early generativist

grammar, therefore, seemed to recognize the ‘morpheme’, but not ‘morphology’.
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Anderson (1995), however, takes the opposite stance: he recognizes morphology
but not morphemes, hence ‘amorphous’ morphology, meaning not ‘morphology without
form’, but rather ‘morphology without morphemes’. Anderson contends that “...the
morpheme itself (at least as classically construed) is not an appropriate element to serve
as the foundation for a general theory of word structure in natural language” (17).
According to Anderson, words as wholes, not morphemes, ought to be the objects of
inquiry in morphology. And so, along with Anderson, admitting that although we
“cannot claim to have a full theory of what ‘words’ are... we can proceed as if we knew
how to delimit words, as indeed we generally do” (21), and as a two-year-old generally
does, as the above mentioned student pointed out.

In structuralist terms, the morpheme is the elemental unit of morphological
analysis — ‘a linguistic form which bears no partial phonetic-semantic resemblance to any
other form” (Bloomfield 1933: 161; Anderson 1995: 49). In other words, according to
the structuralist definiton of the morpheme, a word cannot be divided further without
destroying the correlation between the phonetic symbol and the semantic content, the two
parts of the Saussurean linguistic sign. Even upon casual observation of a language, it is
obvious that many words across the language, especially morphologically complex
words, whether inflectionally complex or derivationally complex, show partial phonetic
and semantic resemblances to each other. Thus, a theory of word structure must account
for this observation. Bybee’s (1985, 1988) analogical model of morphology, as well as
Anderson’s a-morphous morphology, also takes into account this relatedness among the

words of a language, as will be seen more clearly below.
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66 ¢

In the classical sense, a morpheme was to be ““ ‘a minimal same of form and
meaning’ —an indivisible stretch of phonetic (or phonological) material with a unitary
meaning” (Anderson 1995: 49). This may seem consistent with the Saussurean sign, but
Saussure himself considered the notion of the linguistic sign to apply to the word or
complex form, not to simple forms, parts of words, or morphemes. Bloomfield
considered a ‘morpheme’ to have “determinate phonological content” (Anderson 1995:
49), as Bloomfield’s statement that “Any morpheme can be fully described (apart from its
meaning) as a set of one or more phonemes in a certain arrangement” (Bloomfield 1933:
167). In practice, however, Bloomfield seemed to consider allomorphs to represent the
same morpheme, and this view is closer to the later definition of the morpheme. He
states, for example, that “Strictly speaking, we should say that the morpheme... has two
(or, sometimes, more) different phonetic forms, ... and that each of these alternants
appears under certain conditions” (164).

According to Anderson, the post-Bloomfield definition of allomorph is “an
abstract name for a class of ‘morpheme alternants,” (Anderson 1995: 50). In other
words, allomorphs are different phonological forms for the same semantic meaning, and
these forms are in non-contrastive, or complementary, distribution. Thus, a ‘morpheme’
is an abstract concept or a class of alternants, just as a phoneme is an abstract concept
realized as a set of phonetic alternants. A ‘morph’, on the other hand, is the actual
phonological form; and an ‘allomorph’ is one of the alternant morphs corresponding to
the same morpheme. These three terms — morpheme, morph, and allomorph — are

roughly parallel to the concepts of phoneme, phone, and allophone, respectively.
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As Anderson (1995: 50) points out, the basic properties of the classical morpheme

were the following:

1) Morphemes are homogenous and indivisible atomic units of linguistic form.

2) Each morpheme in a given word is phonologically represented by exactly one
morph, and each morph represents exactly one morpheme; i.e., there is a one-to-
one correspondence between form and meaning.

3) The morphs themselves are consistently and uniquely (though not necessarily
biuniquely) related to surface phonetic form.

4) The morphemes are arranged into a hierarchy that accounts for the word’s internal
structure.

5) Words are exhaustively composed of morphemes.

Morphology, then, is “a set of statements about how these abstract elements are
distributed with respect to one another and organized into Immediate-Constituent
structures (the morphotactics); and about how each is realized, in terms of its
morphological and/or phonological environment (the statements about allomorphy)”
(Anderson 1995: 50-51). Agglutinating languages — or agglutinative cases within a given
language — are the neatest and easiest to fit into the above definitions of morpheme and
morphology, but not all languages and words fit so easily. In Spanish, for example,
although derivational morphology may be reasonably neat and predictable, inflectional
morphology is not so easily analyzed and does not exactly fit the second of the above

listed basic properties of the classical morpheme.
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If we accept the above classical view, we are presented with several problems
with the relation between meaning and form. In reality, there is not a one-to-one
correspondence between meaning and form in most cases. There is not simply a series of
separate and separable forms, with each representing a separate meaning. Spanish, for
instance, has cases of empty morphs, such as Spanish verb thematic vowels, for which
there is no link to meaning. Verbs may be a-class, e-class, or i-class, but these thematic
vowels serve only as a sort of “morphological glue” (Anderson 1995: 54). Spanish also
exhibits superfluous morphs, which are similar to empty morphs, except that they have a
meaning. This meaning, however, is irrelevant or incompatible, as in Spanish adverbs
with /mente/. The suffix /mente/ is attached to the feminine form of the given adjective,
although this feminine element — the /a/ in rdpidamente, for instance — has no relevance
in the synchronic semantic value of the word. In the historical development of the word,
however, the feminine adjective ending had to agree with /mente/, meaning ‘mind’
(Lathrop 1980: 153-154).

Cumulative morphs are another problem for a language such as Spanish. In the
case of cumulative morphs, there may be a single formative that represents more than one
semantic function, with the ratio of form to function ‘one to many’ instead of ‘one to
one’. Multiple signifiés correspond to the same signifiant, as in Spanish Preterite forms,
in which the form /6/ corresponds to the notion of 3 Singular as well as Past tense. The
morphs are not easily separated to correspond on a one-to-one basis with their
corresponding semantic values representing person, number, tense, mood, and aspect.
Thus we cannot say that these morphs are ‘minimal signs’, at least from the viewpoint of

the signifiant half of the linguistic sign. Another case of a one-to-many ratio between
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form and function is syncretism, for which a single formative may represent different
semantic values in different contexts, that is, in different parts of the overall inflectional
paradigm. In Spanish, the form canta, for example, represents both 3 Singular Present
Indicative and Singular Familiar Imperative; likewise, a form such as cantamos can be
either 1 Plural Present Indicative or 1 Plural Preterite.

There is also the problem of overlapping (‘portmanteau’) morphs (Anderson
1995: 54), or ‘multiple exponence’ (Spencer 1997: 51), for which the ratio of form to
meaning is ‘many to one’ instead of one to one. In this case, more than one form
corresponds to one meaning, as in English writfen, where the stem vowel change — from
/al/ to /I/ — as well as the /en/ ending signifies Past Participle. Similarly, in a Spanish
verb form such as supieron, the /sup/ segment as well as the /yero/ segment signifies
preterite function. Reciprocal conditioning, similar to portmanteau morphs above, is a
problem as well. In the case of reciprocal conditioning, two components of a given form
simultaneously depend upon each other to represent two or more signifiants, hence a
form-to-function ratio of ‘many to many’, and therefore also inconsistent with the strict
traditional concept of morpheme. The above example of supieron might be considered a
case of reciprocal conditioning, as well as overlapping morphs or multiple exponence,
since the /fu/ and the /eron/ parts of the word depend on each other to signify Past tense
(Preterite Indicative, more specifically), but the /eron/ part of the word also signifies
number and person. This case of a many-to-many ratio between form and function is
inconsistent with the strict traditional concept of the morpheme, as are the cases of one-

to-many and many-to-one ratios as discussed above.
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Anderson contends that all of the above “suggests that the principles underlying
the structuralist notion of the morpheme must be at least revised, if not abandoned”
(1995: 56). McCarthy (1981) also proposed revising the notion of what constitutes the
morphological analysis of a form, since the classical view sees morphemes as units of
phonological material that are concatenated to create full word forms. McCarthy
proposed that morphological and phonological analyses be viewed as coordinate but
independent. McCarthy’s model is known as ‘non-concatenative morphology’, as
opposed to purely affixational (concatenative) morphology. McCarthy’s non-
concatenative morphology considers the relationship between morphological and
phonological content as “a matter of associations within and among the planes of a
complex representation (rather than as the concatenation of phonologically instantiated
morphological units)” (Anderson 1995: 58-59).

Spencer (1997: 49-53) outlines the three structuralist models of morphology:
Item-and-Arrangement (IA), Item-and-Process (IP), and Word-and-Paradigm (WP). As
evidenced so far in this discussion, Anderson’s theory of morphology is not an item-and-
arrangement (IA) approach to morphology. IA approaches emphasize word analysis
rather than word formation and “sought to provide techniques for decomposing words
into their component morphemes” (Spencer 1997: 49). Anderson’s theory of morphology
essentially falls into the latter of the above three categories, Word-and-Paradigm, since
this is the one of the three that recognizes, like Anderson, that there is often a many-to-
many correspondence between morphological form and morphosyntactic function. A
Word-and-Paradigm theory of morphology contends that there are certain generalizations

about words and their relationships among each other that can only be explained at the
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level of the whole word rather than at the level of its alleged constituent morphemes. A
WP model recognizes the role of inflectional paradigms in the organization of a grammar.
According to Spencer, the “key to the WP approach is our notion of the morphosyntactic
word. Each inflected form has (at least) one morphosyntactic description (for example
‘past tense form’ or ‘dative singular of the masculine/neuter adjectival form’) and the
grammar then makes available paradigms that specify the formatives which correspond to
these categories” (Spencer 1997: 52). In a primarily agglutinating language the rules of
correspondence between form and function may be relatively simple, with one
morphosyntactic category for each formative and one formative for each morphosyntactic
category. However, there is no inherent need for such simplicity or for such one-to-one
correspondence, and, indeed, many languages are far more complex. A WP approach
easily handles such problems as those described above, such as syncretism and
overlapping exponence. The rules of a grammar can be written in such a way as to
account for such phenomena, since “the morphosyntactic description is separated from
the morphological formatives as such” (Spencer 1997: 52), given that the rules and
representations are based on whole words rather than on morphemes.

Although Anderson’s theory of morphology is different from Item-and-
Arrangement and Item-and-Process approaches in that it doesn’t recognize the morpheme
per se and because it fits reasonably well into the Word-and-Paradigm category above, it
is still essentially an Item-and-Process theory of morphology, because it is about
morphology as a process rather than about morphemes as things. A process view “adds
the relevant phonological material to a more basic stem” (Anderson 1995: 63). Anderson

(1995) argues the following:

69



If we accept the evidence that the range of morphological possibilities in natural
languages includes some processes that cannot properly be represented as the
addition of an affix, we must conclude that a general morphological theory should
admit both affixational and non-affixational rules. Since a process-based
approach naturally accommodates affixation, but not vice-versa, the alternative

we should prefer is to explore a theory of morphological processes (68).

Thus Anderson’s model, although it is a Word-and-Paradigm model of morphology,
especially as regards inflection, is also essentially an Item-and-Process model in that it
stresses morphological processes, as opposed to lists of morphemes in the traditional
sense. What is most significant here is that it is not an Item-and-Arrangement model, as
is the structuralist view of word structure.

“If morphology is indeed more adequately represented in the general case by
relations or processes than by discrete lexical-item affixes” (Anderson 1995: 69), as in
the traditional view of the morpheme, then there are broad implications for the grammars
of natural languages. “Instead of a lexicon of affixes, the morphology of a language
would then consist of a set of rules, each describing some modification of existing forms
that would relate them to other forms”(Anderson 1995: 69). For Anderson,
morphological changes and phonological changes are nothing more than rules that
modify the shape of a form. In this view, morphology is a set of rules rather than an
inventory of lexical items.

The model proposed in the present study assumes such an a-morphous, or

morpheme-less, approach to morphology, as will be seen more clearly when the model is
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fully presented. In the proposed model, for instance, segments of phonological material
are added onto the variable or the stem, but these segments do not by themselves
necessarily correspond neatly to any semantic content, as we will see. The present model
also concurs with Aronoff’s (1976) and Bybee’s (1985, 1988) word-based morphology,
in which the relation between the two parts of the Saussurean linguistic sign is based on
whole words rather than on morphemes, since as Anderson (1995) states, “... it is only at
the level of whole words that form is associated with meaning” (69). Actually, both the
forms and the meanings of words could be divided into smaller segments, such as
dividing the semantic content of the word boy into the components ‘young male human
being’. However, although the classical morpheme assumes that there is a one-to-one
correspondence between categories of meaning and aspects of form, this assumption is

rarely the case in natural human languages.

3.3. What is inflection?

Aronoff (1976, 1992) concludes that if the basic linguistic sign is the word and
not the morpheme, then morphological rules are relations between words, and these
morphological rules (meaning the Word-Formation Rules) specify changes in properties
that relate one word to another. A change in the form corresponds to some change in the
syntax and/or some change in the semantics of the word, such as a different subject or a
change from singular to plural.

But what is a word? Is it an existing surface word or something else entirely?
What about cases where the base form never shows up as a form itself, as with Spanish

verbs? If /apl/ is the base form for hablar, then this notion is inconsistent with Aronoff’s
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claim that the basic sign is the whole word rather than the morpheme, since the stem /af//
is the base form of this verb and carries the semantic value of ‘speak’. According to
Anderson (1995), Aronoff’s contention that the lexicon is ‘word-based’ rather than
‘morpheme-based’ only makes sense if the ‘words’ that feed into the Word-Formation
Rules are “surface words minus certain material” (75), or what we have earlier referred to
as lexical items in Anderson’s terms. Derived words, on the other hand, are made up of
stems that do not contain such surface inflectional material. Inflectional morphology is
physically peripheral to derivational morphology, occurring in the last level of word
formation. Inflectional processes are applied to words only after all derivational affixes
are added. Inflectional material or processes occur outside of derivational material or
processes; in other words, inflectional prefixes precede derivational ones, and inflectional
suffixes follow the derivational ones.

Anderson’s hypothesis regarding inflection and derivational processes is that
“Inflection is outside of derivation. Material introduced into a form F' as a consequence
of the morphosyntactic properties M of the position that F interprets presupposes the
prior application of all morphological processes involved in the derivation of the stem S
on which F'is based, and not vice versa” (Anderson 1995: 126). For example, Spanish
speakers don’t say *hablamosante, with the inflected hablamos as the stem, or
*hablanante, with the inflected hablan as the stem, but rather sablante, from the
uninflected stem /abl/ (speak) plus the derivational affix /ante/ (agentive, meaning ‘one
who does something’). In order to make this new derived word plural, we would add /s/
after the derivational processes have taken place, yielding not something like *hablsante,

but rather hablantes.
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In Anderson’s view, the ‘lexical items’ that are entered into the mental dictionary
of a language are “the class of (possibly complex) forms representing the output of rules
of derivation but prior to the operation of productive inflection” (Anderson 1995: 71). In
other words, Anderson’s lexicon is made up of words for which derivational processes (if
any) have already taken place, but before inflectional processes occur. Inflectional rules
are distinct from derivational rules in that derivational rules form lexical items, while
inflectional rules convert these lexical items into inflected surface words. Thus Anderson
modifies Aronoff’s word-as-morpheme proposal by arguing that “it is not words but
stems that function as the base of Word-Formation Rules” and that a stem is a “word
minus (productive) inflectional affixation” (Anderson 1995: 71). Of course, as noted
above, a given stem may already be morphologically complex in that rules of derivation
may have already applied to form a new stem from some other stem.

However, although Anderson distinguishes between derivational and inflectional
morphology as above, he himself admits that the two are not easily defined. Definitions
are often circular, as in stating that inflection is grammatical material (as opposed to
meaning-changing or word-class-changing material) that is added to a lexical stem,
while, conversely, a stem is a surface word minus inflectional material. Anderson points
out that “the traditional literature usually relies on a few examples to establish the
difference between inflection and other sorts of morphology rather than an explicit
definition” (1995: 77). In general, inflection doesn’t change word class, nor does it
change the basic meaning of the stem. Derivational processes change either the word
class, as in hablar ‘speak’ vs. hablante ‘speaker’, or they change the basic meaning, as in

ventaja ‘advantage’ vs. desventaja ‘disadvantage’. Thus, ‘semantic neutrality’ could be
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seen as a distinguishing factor of inflection. Although Anderson points out that even
plural inflections change the meaning to a certain degree, since dog and dogs are not the
same (79). Productivity is an “often cited basis for distinguishing inflection” (77), with
inflectional processes noted as more productive than derivational ones. Anderson points
out that the productivity criterion does not always hold up either, since some inflections
in some languages are not very productive, such as the /en/ plural ending of English oxen.
In addition, some derivational processes are indeed quite productive, as in the
nominalizing /ing/ in English, as in ‘UFO sightings’. A further observation is that “words
differing only in their inflection group together into paradigms” (79). But Anderson adds
that “this is of little help in identifying ‘inflection’ unless we know when words should be
said to belong to the same paradigm,” and the answer to the latter question is “when they
differ only in inflection” (1995: 79).

Bybee (1985) mentions ‘predictability of meaning’ as a criterion for inflection
(verbal inflection, at least) in that “The meaning of the category must be predictable with
every verb,” adding that “If the grammar lists the meanings of the combinations with
different stems, then the category is not inflectional” (27). This presumably might refer
to derivational affixes such as /in/, which may have a negating meaning as in incapacitar
‘incapacitate’ or a directional (‘into’) meaning as in ingresar ‘to deposit; to enter/come
in’ or inculcar ‘inculcate’. Verbal inflectional affixes, on the other hand, are essentially
predictable in meaning, as in the 1 Singular Present Indicative ending /o/. Although
verbal inflections may have a broad range of semantic possibilities and differing shades

of meaning, as discussed further in Chapter 4 of the present analysis, the different
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meanings for a given verb tense are all related to the same general sense of time, unlike
the difference between the two meanings of /in/ in the examples given above.

Inflection seems to be the kind of morphology that is manipulated by the rules of
syntax, but this goes against the notion in modern syntactic theory that the syntax cannot
manipulate the internal structure of words. The Lexicalist Hypothesis from the
generativist framework, as stated previously, maintains that the syntax neither
manipulates nor has access to the internal form of words (Anderson 1988: 10; Spencer
1997: 72-73), although early generativists did regard syntax as capable of acting at the
word level (Anderson 1995: 16). But Anderson contends that inflectional morphology
does seem to be manipulated by the syntax. To Anderson, his theory of inflection is a
theory about the apparent exceptions to the Lexicalist Hypothesis, since “inflection is
precisely that morphology with respect to which principles of syntax and of word
formation interact with particular grammars” (85). Anderson’s definition of inflectional
morphology is “the area in which principles of syntactic structure and of word formation
interact with one another; ...a theory of inflection is in some sense a theory of the ways
in which the maximally strong form of the Lexicalist Hypothesis must be relaxed” (100-
101).

For Anderson, then, inflection is where morphology and syntax overlap. But
what information is exchanged between morphology and syntax? Anderson (1995)
concludes that “there must be an analysis of at least some properties of words which is
accessible to the syntax™ (85). Anderson suggests, for example, that “we can allow the

subcategorization requirements of individual lexical items to play the role of expressing
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dependencies between ‘case assigners’ and the specific cases they require on some of
their arguments” (120).

We could use a similar subcategorization designation in the lexicon to assign
certain stem alternants to be used for certain tenses and even to specify verb class based
on theme vowel. Anderson cites “devices invoked by other theories, such as allowing
‘morphemes’ to subcategorize for the particular affix (or class of affixes) which they can
follow within a word” (124). For example, traer ‘bring” would be specified (or
subcategorized) as e/i-class, with the following stem alternants specified (subcategorized)
for the given contexts:

traig / [Pres Subj] [1 Sg Pres Indic]
traj / [Pret Indic] [Imperf Subj]
tra/ elsewhere

Bybee (1985, 1988), unlike Anderson, regards both derivational and inflectional
morphology as occurring in the lexicon, since she accepts a whole-word view of the
lexicon. The ‘whole word representation hypothesis’ describes the lexicon as “a full list
of the lexical forms previously encountered — whether they are morphologically simple or
complex” (Chialant and Caramazza 1995: 59). If both processes are part of the lexical
component, then the above discussion about the ambiguity of inflection vs. derivation is
not as important as it would be if derivation were in one component and inflection in
another. Bybee regards inflection and derivation not as separate categories, but as part of
a continuum, with full lexical expression on one end, syntactic expression at the other

end, and derivation and inflection in between. Bybee explains lexical expression as “the
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most highly fused means of expression,” and syntactic or periphrastic expression as “the
most loosely joined” means (1985: 12), as shown in the following continuum:
lexical --- derivational --- inflectional --- free grammatical --- syntactic

greater degree of fusion

For example, while one language might use a completely different word to
express ‘found out’ as opposed to ‘knew’, for example, another language might just make
an aspectual or inchoative distinction of the same verb, as in Spanish supo, which
essentially means ‘found out’ but is just a Preterite form of the verb saber ‘know’. Bybee
(1985) maintains that

there are two factors that determine the likelihood that a semantic notion will be

encoded as an inflectional category. First, the semantic notion must be relevant to

the meaning of the stem to which it attaches. Second, it must be a very generally
applicable semantic notion, or it simply will not apply to enough different items to

be inflectional (19).

In addition, Bybee observes from cross-linguistic evidence that the point at which certain
semantic/morphological distinctions happen to be on this continuum is specific to a given
language. She identifies nine morphological categories that may occur at varying
language-specific points on this continuum: valence, voice, aspect, tense, mood, number,
person, person (object), gender. Furthermore, she found in the cross-linguistic evidence
that the “degree of relevance in general” predicts the “order of occurrence of morphemes
with respect to a root or stem” (33). This observation is consistent with the general
notion that derivational morphemes occur closer to the stem than do inflectional

morphemes.
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All of the above categories except valence, voice, person (object), and gender are
encoded in what is traditionally regarded as inflectional morphology in Spanish. The
present analysis chooses somewhat arbitrarily to deal with Spanish inflectional
morphology to the exclusion of derivational morphology, based on the traditional and
somewhat intuitive notion of what is indeed ‘inflectional’. However, the decision to deal
only with inflection in the present analysis does not necessarily preclude the possibility of
a similar set of Word-Formation Rules for derivational morphological processes.

It is interesting and relevant that Alvar and Pottier (1983) point out that an
Infinitive “no es estrictamente verbo” (“is not a verb in the strict sense’) because “no
tiene tiempo ni persona” (‘it has neither tense nor person’) (215). In fact, since the
Infinitive lacks in verbal specification, it functions as a noun. Past and Present Participles
also lack tense and person, but they function as an adjectives and adverbs, respectively.
In this sense, then, Infinitives and Participles might be better regarded in the realm of
derivational morphology, although the present analysis does include them in its Word-
Formation Rules. Alvar and Pottier’s observation about Infinitives and Participles is
evidence of the lack of a clear distinction between inflectional and derivational
morphology, and their observation points out the somewhat arbitrary nature of the

decision regarding what is included in the present analysis.

3.4. Word-Formation Rules.
Anderson proposes that “the morphology of a language consists of a set of Word
Formation Rules [ WFR’s] which operate on lexical stems to produce other lexical stems

(which, if fully inflected, will be surface words)” (Anderson 1995: 71). In other words, in
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Anderson’s theory of inflection, there is an organized system of rules that determine the
phonological realization of morphological properties. Lexical stems + WFR’s = other
lexical stems + inflection = surface words. Morphology is a set of rules by which a word
is related to other words and to a basic lexical entry. Although Word-Formation Rules
may create semantically new lexical items, or new stems, by derivational processes, the
Word-Formation Rules we are concerned with in the present study are not those that form
lexical items. The present study is concerned with Word-Formation Rules that create
fully inflected surface words from a given lexical item or stem. Anderson regards the
operation of inflectional Word-Formation Rules as part of the process of lexical
interpretation, but he maintains that these inflectional Word-Formation Rules must take
place after the lexical interpretation of the stem, and after any derivational processes are
applied to the stem.

According to Anderson’s model, the grammar of a given language includes a set
of inflectional Word-Formation Rules that “operate to map lexical words (actually,
lexical stems) onto fully inflected surface words” (1995: 122). A given set of rules takes
as its input from the lexicon a stem (the signifiant half of the Saussurean linguistic sign),
along with its associated set of semantic features (the signifié half of the sign), including
morphosyntactic information that is to be realized by an inflected form of the given stem.
Each WFR operates on the stem to form a new stem reflecting the phonological result of
application of the given rule. The phonological result of application of a given rule or
rules may be the simple addition of affixal material, as in the addition of /s/ for the
formation of an English 3 Singular Present Indicative form, or the more complicated

addition of several phonological strings, which may or may not represent a one-to-one
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ratio between form and function. In addition to suffixation, which is typical of a
language such as Spanish, the phonological result of application of a rule may
alternatively be prefixation or even infixation in some languages, or it may even be some
other phonological change such as metathesis, substitution, deletion, or reduplication.
The structural description of a given rule includes conditions on the stem as well
as conditions on the affixes or other inflectional changes involving the part of the fully
inflected word that we traditionally call grammatical morphemes. For example, a given
rule might apply to verbs interpreting positions where a [+ Preterite] form is required.
“Each rule may be regarded as a sort of generalization of the notion of a “‘morpheme,’
whose form (or signifiant) corresponds to the rule’s Structural Change, and whose
content (or signifié) corresponds to its Structural Description” (Anderson 1995: 123).
These two aspects of the rule correspond to the bottom and top halves, respectively, of
the verb model in Anderson’s model, as well as in the model in the present analysis as
well. For example, in Anderson’s terms, for a rule such as the one shown in Figure 3.1,
the bottom half represents the form (the signifiant), or the rule’s structural change, while
the top half, on the other hand, represents the content (the signifié), or the rule’s structural

description.
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FIGURE 3.1. Sample Word-Formation Rule, representing a 1 Singular Present Indicative

Spanish verb form such as hablo, canto, bebo, vivo.

1) +1Sg
+ Pres

+ Indic

IX/ > /X + o/

Anderson argues that the traditional view of the morpheme is not adequate when
there are aspects of a word’s formal structure that cannot be represented as concrete
morphemes in the traditional sense. Spanish Preterite forms, for instance, are difficult to
divide into concrete morphemes, as Bull (1965: 118) shows in his three-part verb
analysis. Bull (112-120) shows that in most cases Spanish verbs can be neatly divided
into three parts in the following order: 1) the stem, which carries the semantic content of
the verb, 2) the tense/mood/aspect markers, and 3) the person/number markers. The

verbs hablar, cantar, beber, vivir, for example, can be divided as shown in Figure 3.2.
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FIGURE 3.2. Bull’s (1965) three-part verb analysis.

Stem Tense/Mode/Aspect Person/Number | Morphosyntactic
(Iexical symbol) (TMA) (P/N) information
Habl a S Pres Indic 2 Sg
Cant a mos Pres Indic 1 Pl/
Pret Indic 1 P1
Habl aba n Imperf Indic 3PI
Habl ara S Imperf Subj 2Sg
Beb ia is Imperf Indic 2P1
Viv i mos Pres Indic 1 Pl/
Pret Indic 1 P1

Spanish Preterite forms, however, cannot be so neatly divided as the above cases
can. Bull attributes this irregularity in the system to this observation: “During the
evolutionary phases through which Latin became Spanish, the Preterite did not undergo
the regularization process exhibited by the other tense forms” and thus “the tense-mode-
aspect slot is a mixture of debris left over from Latin” (118). The relevant point here is
that for most Preterite forms the stem can be isolated, but we cannot easily separate the
PN markers from the TMA markers. Consider the three Preterite paradigms shown in

Figure 3.3, for example.
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FIGURE 3.3. Preterite forms for three Spanish verbs.

Hablar Beber Vivir
Singular Plural Singular Plural Singular Plural
Hablé Hablamos Bebi Bebimos Vivi Vivimos
Hablaste Hablasteis Bebiste Bebisteis Viviste Vivisteis
Hablo Hablaron Bebio Bebieron Vivio Vivieron

The dilemma here is that the /é/and the /¢0/, for instance, seem to be a TMA
marker and a PN marker at the same time, as do the 2 Singular endings with /ste/. We
still see the familiar 1 Plural /mos/ and the 3 Plural /n/, but not the familiar 2 Singular /s/,
which occurs in virtually every other 2 Singular verb form in Spanish other than those of
the Preterite. (There seems to be a powerful force of regularization at work in some
varieties of Spanish, however, since the typical 2 Singular /s/ prevails in these varieties,
yielding forms such as *hablastes, *hicistes, and *bebistes.) Thus, since most of the
Preterite forms are cases of multiple exponence, in which one formative represents
several functions, there are indeed aspects of the formal structure of Preterite forms that
cannot be represented as concrete morphemes in the traditional sense.

In exploring new alternatives to the traditional view of morphemes and
morphology, Anderson cautions that we must at the same time “account (at least) for all
of the things that the concept of the morpheme and a morpheme-based morphology were
designed to cover” (1995: 71). There are two basic notions underlying the morphemic
account of word structure: 1) Words that are related in meaning are often related in form

as well. In traditional terms, this statement means that words related in meaning contain
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the same morphemes. (For example, the words unidentified, identified, identify, and
identification are all related in meaning and are also related phonologically in that they all
contain the sequence identify. Likewise, the words unidentified, uninhibited, and
unrealistic are morphemically related in that they contain the sequence /un/ and they all
have negative meanings related to their respective base word.) 2) The constituents of a
word’s form can be organized into a hierarchical structure that also represents the internal
organization of its meaning and relation to other words (71-72).

In Anderson’s model, as well as in the present analysis, we can see the formal
correlation among words that are related in form, such as in the rule shown in Figure 3.1,
which is an actual rule from a block in the model proposed in the present analysis. The
top half of this rule is the signifié half of the linguistic sign, while the bottom half is the
signifiant. Thus, this rule means that when the semantic features [1 Sg Pres Indic] are
present for any given lexical item (here meaning the stem, which is the X variable in this
rule), then the fully inflected form is the given stem plus /o/. This rule shows that words
whose semantic feature sets include the notions of first person Present Indicative, such as
hablo, canto, bebo, vivo, are related to each other in form. And, likewise, if we produce
an entire paradigm for any given verb, then we can also see the correlation among words
with the same lexical stem, meaning words whose base lexical items share the same
semantic value, such as hablo, hablas, habla, hablamos, habldis, hablan.

Anderson sees the constituents of words not as lists of morphemes, but rather as
operations on the form of words, such as the rule presented above. Thus, to Anderson,
“the formal constituents of complex words” are not “listed morphemes, but rather

operations on the form of words,” in other words, Word-Formation Rules. The formal
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constituents of a word are “a set of changes made by phonological rules” rather than a
“lexicon of listed word-like elements” (1995: 72). For Spanish hablas ‘speak’ [2 Sg Pres
Indic], for example, rather than seeing this word as a concatenation of /a$l/ and /as/, or as
/apl/+ /a/ + /s/, we might say that the lexical stem /afl/ undergoes a rule whereby /X/ >
/X + a+ s/, whenever the rule represents a verb with the property of being [+ a-class] [+
2 Sg] [+ Pres Indic]. There is a relationship between /af/as/ and /aflan/ in that they share
a base. But there is also a relationship between /aflas/ and /kantas/ ‘sing’ [2 Sg Pres
Indic], for example, in that they have both undergone the same morphological process,
and they share the features [+ a-class] [+ 2 Sg] [+ Pres Indic]. Rules such as the above
example “thus constitute the basis of relations among words within the total vocabulary
of a language” (Anderson 1995: 72). The present analysis, however, unlike Anderson,
regards all morphology as part of the organization of the lexicon, as in Bybee (1985,
1988), rather than regarding derivation in the lexicon and inflection in either the syntactic

or phonological component.

3.5. Ordering of Word-Formation Rules.

It is essential to ensure that the final inflected form contains all the right material
and that this phonological material occurs in the right order, in the right position, or, we
could say, with the right morphotactic organization. We must also make sure that regular
and irregular modes of inflectional marking are complementary, thus ensuring that there
are no overlaps or double marking, such as there would be if we said *fooked for English
Past tense of fake or *soyo for Spanish soy ‘be’ [1 Sg Pres Indic]. Likewise, we must

ensure that the rules do not produce inaccurate or unattested forms.
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Anderson (1988b, 1995), maintains that the ordering of Word-Formation Rules is
language-specific rather than being uniformly predictable from general principles, but his
Extended Word-and-Paradigm (EWP) model does present some general ordering
principles. Anderson comments that “The descriptive role of ordering in the current
context is the same as that of devices invoked by other theories, such as allowing
‘morphemes’ to subcategorize for the particular affix (or class of affixes) which they can
follow within a word” (1995: 124).

Anderson proposes that morphological rules of inflection be organized into
blocks. The blocks of individual rule-and-feature sets in Anderson’s model, and in the
model presented in the present study, are conjunctively ordered. ‘Conjunctive’ ordering
means that the blocks apply sequentially. Conjunctive/sequential ordering means that the
first block must apply before the second, the second before the third, and so forth, and if
no rule applies in any given block, then the stem proceeds to the next sequentially
ordered block unchanged. It should be noted here that although these ordering
stipulations imply a temporal sequence, the production of words in actual speech is, in
effect, practically simultaneous, since the time involved in producing a single word form
in normal speech is a mere fraction of a second.

Although the blocks themselves are conjunctively ordered as specified above, the
relation among rules within the same block is ‘disjunctive’. Disjunctive ordering means
that the rules within the blocks are mutually exclusive; the first applicable rule must
apply, and then no other rule in that block may apply after the application of that first
applicable one. This stipulation prevents any other rule in the same block from applying,

even though its respective structural description may fit. Disjunctive ordering means that
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“some pairs (or perhaps larger sets) of rules are subject to a condition of mutual
exclusivity, such that the applicability of one of them precludes the application of the
other(s)” (Anderson 1995: 45). There is no implication of temporal sequence in the mind
of the speaker, however. Disjunctive ordering in this case just means that “where rule Ri
precedes R;j in descriptive order this means that the change(s) performed by Rj
presuppose any changes performed by Ri to the form” (124).

Consider one of the blocks of rule-and-feature sets from the model proposed in
the present analysis, shown in Figure 3.4 below. This block is the first of several
conjunctively ordered blocks that produce the entire set of forms for the Present
Indicative, Present Subjunctive, Imperfect Indicative, and Imperfect Subjunctive for all
Spanish verbs with regular stems. If the lexical stem entering the block is /kant/ (sing),
for instance, then the first rule produces /kanto/ ‘sing’ [1 Sg Pres Indic], and this form
takes precedence over the more general Rule # 7 in the block, even though cantar is an a-
class verb. It is completely arbitrary and irrelevant that this Rule 1 happens to appear as
the first rule in the block in this example, however. The rules within the block could, in
fact, be placed in any order, since the rules within the blocks are disjuntively — rather than
conjunctively — ordered. The more specific rule applies before a more general rule; thus
we say that the rules in the block are disjunctively ordered. Since the blocks themselves,
on the other hand, are conjunctively ordered, this sample block, which is the first of

several blocks, must apply before the second and subsequent blocks can apply.
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FIGURE 3.4. A sample block of rule-and-feature sets from the proposed model., showing

disjunctive ordering of rules.

1) +1Sg 2) + Pres 3) + Pres 4) + Imperf
+ Pres + Subj + Subj + Indic
+ Indic + a-class + e/i-class + e/i-class
/X/ > /X + o/ X/ > /X +el /X > /X +a/ /X/ > /X +1ia/
5) | + Imperf 6) |+{1P/2Pl} 7) E—a-class ] 8) [+ e/i-class ]
+ Subj + i-class
+ e/i-class

X/ > /X +ye/

Xl > /X +1i/

X/ > /X +al

IXI > /X +el

As a result of this disjunctive ordering, the application of a rule that seems to fit

the structural description may be blocked by a more specific rule within that same block

of rules. The more specific rule must apply first within a block, before the more general

ones may be considered. The principle involved here is the so-called ‘Elsewhere’

Principle, commonly known and invoked in phonological and morphological theory (as

in Anderson 1969, Kiparsky 1973, Aronoff 1976, Anderson 1986, Zwicky 1986, and

others). The ‘Elsewhere’ Principle states that “Application of a more specific rule blocks

that of a later more general one” (Anderson 1995: 132). Or in Spencer’s words, we

“present all the exceptional cases first and then say that ‘elsewhere’, such-and-such [i.e.,

the general case] happens” (Spencer 1997: 215). Anderson notes, however, that




“application of a more specific rule does not block the application of an earlier more
general one,” but rather just the application of a /ater more general rule (1995: 132).

This ‘Elsewhere’ Principle applies in phonology, for example, in the following
description of the phonetic variations of the oral bilabial phoneme in Spanish:

B/ > [b] /#

{ /[nasal]

This means that the oral bilabial phoneme represented as /f/ is realized as a bilabial stop
[b] when it occurs at the beginning of an utterance or after a nasal, but that ‘elsewhere’
(in all other contexts, that is) it is realized as a bilabial fricative [B]. We might specify in
the rule that ‘/f/ = [B] elsewhere’, but this specification is redundant and unnecessary if
we recognize the Elsewhere Principle. We assume that /f/ is realized as [B] unless there
is a more specific rule that overrides this more general one. In some phonetic notations
this oral bilabial phoneme is represented as /b/. In that case, the Elsewhere Principle
cannot be invoked, and the notation must include the ‘elsewhere’ specification:

/b/ > [b] /#

/[nasal]
[B] /elsewhere

Anderson adopts the ordering system used for phonological rule systems, assuming that
ordering of rules can be left unspecified unless alternate ordering can produce different
results, or unless the ordering is not predictable from more general principles. We shall
see how this principle, as well as the Elsewhere Principle, applies in the verb model
presented in the present analysis as well as in Anderson’s theory of inflection, thus

minimizing the number of rules that need to be specified in the rule-and-feature blocks.
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To sum up the various types of disjunctive ordering discussed above, we shall say
that disjunctive ordering applies under the following conditions (from Anderson 1995:
143):
1) Between rules, by stipulation (reflecting the organization of rules into
blocks);
2) Between a specific rule and a later more general rule;
3) Between stems within a lexical stem set, where one stem is more specific than
another consistent with the requirements of the position under interpretation;
and

4) Between a specifically characterized lexical stem and a general rule.

It should be noted that all of the above types of disjunctive ordering are really just
alternate ways of stating the general stipulation of ‘more specific before more general’,
except for #1. The first ‘type’ of disjunctive ordering (# 1 above) means that the
organization of rules into blocks stipulates a certain order from the outset, meaning
ordering of the blocks themselves, although within the blocks t