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Abstract

Ab initio quantum chemistry has evolved into a matured field, with tools capable of

providing reliable predictions of molecular properties. Notwithstanding the progress, much

effort has been investigated in developing methodologies that address very challenging sys-

tems. Herein, three studies are presented, including both the application and development

of electronic structure theory. First, a study on nonahydridorhenate dianion and molecular

potassium and sodium rhenium hydride is reported using coupled cluster theory. Second,

the potential energy surface of the methylene internal rotation is carefully investigated for

n-propyl radical. The fundamental vibrational frequencies are predicted using second-order

vibrational perturbation theory, and energy levels of the methylene torsional motion are also

determined. Third, a multireference generalization of the driven similarity renormalization

group is introduced. A perturbative analysis of the corresponding equations leads to an

efficient and intruder-free multireference perturbation theory.
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Chapter 1

Introduction and Literature Review



1.1 Introduction

Computational quantum chemistry has matured from a highly specialized field into a

full-fledged, ubiquitous and indispensable tool that is capable of challenging experimental

findings. Thermochemical energetics can now be predicted within chemical accuracy (< 1.0

kcal mol−1) for most small molecules using the state-of-the-art electronic structure theory—a

tremendous feat.1 Despite the successes over the past several decades, electronic structure

theories are still developing to provide more accurate results and more efficient implementa-

tions for challenging systems such as medium- to large-sized biomolecules,2 transition-metal

clusters,3 and electronic excited states.4,5 In this chapter, some of the most widely used

theoretical methods are briefly overviewed, including single reference coupled cluster the-

ory,6 focal point analysis,7 and second-order vibrational perturbation theory.8 Moreover,

the recently proposed driven similarity renormalization group approach is also introduced.9

The central problem in quantum chemistry is to find accurate approximations for eigen-

functions and eigenvalues of the Schrödinger equation.10–12 The most general form of the

Schrödinger equation is the time-dependent expression,

i~
∂

∂t
Ψ(x, t) = ĤΨ(x, t), (1.1)

where ~ is the reduced Planck constant, Ĥ is the Hamiltonian operator of the system, and

Ψ(x, t) is the wave function that depends on the positions of particles (x) and the time (t).

For a time-independent Hamiltonian, the solution for Eq. (1.1) may be expressed as,

Ψ(x, t) = e−itĤ/~ψ(x), (1.2)

where e−itĤ/~ is the time-evolution operator, and ψ(x) obeys the time-independent Schrödinger
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equation,

Ĥψ(x) = Eψ(x). (1.3)

In the above equation, E gives the energy of the system, and for an N -electron M -atom

system the non-relativistic Hamiltonian with atomic unit is,

Ĥ = −1

2

N∑
i=1

∇2
i −

M∑
A=1

∇2
A

2MA

−
N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij
+

M∑
A=1

M∑
B>A

ZAZB
rAB

. (1.4)

In the above equation, rxy corresponds to the distance between particles x and y; MA is the

mass ratio between nucleus A and an electron, and ZA is the atomic number of nucleus A.

Unfortunately, there is no analytic solution for the time-independent Schrödinger equa-

tion except for hydrogenic atoms. A common simplification for Eq. (1.3) is to impose

the Born-Oppenheimer (BO) approximation, which is based on the wide separation in

classical time scales of electronic and nuclear motion due to the enormous mass differ-

ence between nuclei and electrons.11–13 Under the BO approximation, ψ(x) is written as

ψ(x) = ψe(r;R)ψnuc(R), where R is a set of nuclear coordinates and r is a set of electronic

coordinates. As a result, Eq. (1.3) can be solved in two steps: (1) for a fixed molecular

geometry, determine the electronic Schrödinger equation for ψe(r;R), which is R-dependent

parametrically,

(
−

N∑
i=1

∇2
i

2
−

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij

)
ψe(r;R) = Ee(R)ψe(r;R), (1.5)

and (2) solve the nuclear Schrödinger equation on the potential established by electrons,

(
−

M∑
A=1

∇2
A

2MA

+ Etotal(R)

)
ψnuc(R) = Enucψnuc(R), (1.6)
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where the total energy [Etotal(R)] is given by Etotal(R) = Ee(R)+
∑M

A=1

∑M
B>A(ZAZB/rAB).

In ab initio electronic structure theory, the simplest wave function model is the Hartree-

Fock (HF) model.12,14 The HF approximation employs a wave function consisting of a single

configuration of spin orbitals [a single Slater determinant (SD) or a single configuration state

function (CSF)]. For an N -electron system with a spin-orbital basis {φp} of dimension L, a

single SD wave function is

ψSD(x1,x2, · · · ,xN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣
φ1(x1) φ2(x1) · · · φN(x1)

φ1(x2) φ2(x2) · · · φN(x2)
...

...
. . .

...

φ1(xN) φ2(xN) · · · φN(xN)

∣∣∣∣∣∣∣∣∣∣∣
(1.7)

where xj is the composite coordinate of electron j, which contains both its spatial (rj) and

spin (ωj) coordinates. Those orbitals appearing in the HF wave function are called occupied

orbitals and the rest L − N orbitals are unoccupied (virtual). The electronic energy is

minimized with respect to the variations of the occupied spin orbitals. The resulting optimal

orbitals are eigenfunctions of the Fock operator with orbital energies as eigenvalues,

f(i)φ(xi) = εφ(xi), (1.8)

f(i) = −∇
2
i

2
−
∑
A=1

ZA
riA

+
∑
k 6=j

[Jk(i)−Kk(i)], (1.9)

where Jk and Kk are Coulomb and exchange operators, respectively. Note that f(i) is a one-

electron operator, and the electron-electron interaction is expressed in an average way such

that the i-th electron experiences the potential created by all other electrons. In practice,

a finite set of spacial molecular orbitals {χi(r)} is used, and each χi(r) is usually expanded

by a linear combination of Gaussian-type atomic basis functions. The introduction of a

basis leads the HF equation [Eq. (1.8)] to the Roothaan equation,15 which can be solved
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iteratively. This iterative procedure is called the self-consistent field (SCF) procedure.

The Hartree-Fock approximation is a very successful model that has been widely applied

to qualitative studies for molecular systems. Most of the total electronic energy can be

recovered from the HF wave function. The missing electronic energy is known as electron

correlation, and is due to neglecting the instantaneous interactions between electrons in the

HF approximation.12,14 Since SDs are proper N -electron basis functions for expanding any

N -electron wave function, a systematic approach to include electron correlations is express-

ing the wave function as a linear combination of SDs with different electronic configurations.

There are two approaches to address the electron correlation problem: (1) when HF approx-

imation provides a qualitative description of the wave function, correlations can be captured

by including excited configurations based on the HF reference; (2) when the strong mixing

of near-degenerate configurations occurs, a multiconfigurational wave function is required to

yield a qualitative description of the system. One usually speaks of dynamic correlations

for the first approach and static correlations for the second,14,16,17 yet there is no strict dis-

tinction between the two. The dynamic correlation is efficiently recovered by configuration

interaction (CI), perturbation theory, and coupled cluster theory, while the static correlation

is generally included by an active space.

1.2 Coupled Cluster Theory

Coupled cluster (CC) theory provides an efficient way to recover dynamic correlations.

CC is firstly introduced to quantum chemistry by Č́ıžek in the late 1960s6,18 and together with

Paldus in the early 1970s.19,20 During the past half century, CC has been well appreciated

to yield highly reliable results with affordable computational cost. Indeed, coupled cluster

theory with single, double, and perturbative triple excitations [CCSD(T)],21 perhaps the

most popular method in the CC family, is always referred as the “gold standard” in the

5



complete basis set limit.22 Nowadays, the CC hierarchy based on a HF reference has been

established,23–25 and the research focus has moved on to the multireference generalization

of CC theory.26 Due to the devastating scaling of CC methods, approximating the original

CC ansatz for larger systems is also an active area.27 Here we review the single reference CC

(SRCC) theory in brief.

The coupled cluster wave function is obtained by applying the exponential excitation

operator on the HF wave function,

|ΨCC〉 = eT̂ |ΨHF〉 , (1.10)

where T̂ is the excitation operator and if truncated at certain level n,

T̂ =
n∑
k=1

T̂k. (1.11)

In Eq. (1.11), the k-body component of T̂ is defined as

T̂k =
1

(k!)2

O∑
ij···

V∑
ab···

tab···ij··· â
†
aâ
†
b · · · âj âi, (1.12)

where ij and ab correspond to occupied and virtual orbital indices (i.e. i, j ∈ O and a, b ∈ V),

respectively. The cluster amplitude tab···ij··· is defined as tab···ij··· = 〈Ψab···
ij··· |T̂k|ΨHF〉, where Ψab···

ij··· is a

k-tuple excited determinant. The truncation level n of the excitation operator represents the

hierarchy of CC theory. For example, n = 2 recovers the CC singles and doubles (CCSD)

method; n = 3 reproduces the CC singles, doubles and triples (CCSDT) method, and

n = N recaptures the full configuration interaction (FCI) in which electrons are arranged in

all possible ways for a finite basis set.

To obtain the electronic energy, we insert Eq. (1.10) to the electronic Schrödinger equation

6



[Eq. (1.5)],

Ĥ |ΨCC〉 = ĤeT̂ |ΨHF〉 = EeT̂ |ΨHF〉 , (1.13)

and the energy is given by E = 〈ΨHF|Ĥ(1 + T̂ + T̂ 2/2)|ΨHF〉 under the intermediate nor-

malization condition.23–25 Alternatively, Eq. (1.13) can be written as,

e−T̂ ĤeT̂ |ΨHF〉 = H̄ |ΨHF〉 = E |ΨHF〉 , (1.14)

where the similarity transformed Hamiltonian H̄ is introduced and may be expanded using

the Baker-Campbell-Hausdorff (BCH) formula,

e−T̂ ĤeT̂ = Ĥ + [Ĥ, T̂ ] +
1

2
[[Ĥ, T̂ ], T̂ ] +

1

6
[[[Ĥ, T̂ ], T̂ ], T̂ ] +

1

24
[[[[Ĥ, T̂ ], T̂ ], T̂ ], T̂ ]. (1.15)

This BCH expansion naturally terminates at the term of quadruply nested commutator, and

the reason can be found in Refs. 23–25. The electronic energy is therefore,

E = 〈ΨHF|H̄|ΨHF〉 , (1.16)

and cluster amplitudes are determined by left projecting the excited determinants,

0 = 〈Ψab···
ij··· |H̄|ΨHF〉 . (1.17)

Coupled cluster theory is closely related to many-body perturbation theory (MBPT).23–25

A perturbative analysis of the CCSD equations shows that CCSD is complete up to the third

order of MBPT, but fails to include triple excitation contributions for completing the fourth-

order MBPT (MBPT4). In order to recover the full MBPT4, the E
[4]
T term is appended to the

CCSD energy. The resulting theory is called CCSD[T].23,28 The popular CCSD(T) contains

7



an additional energy contribution E
[5]
ST that appears at the fifth order and involves both single

and triple excitations. This fifth-order term has made CCSD(T) the most successful method

in the CC family, yet the reason for including this particular term is not straightforward. One

interesting explanation originates from an unusual perturbative analysis, where CCSD energy

is treated as the zeroth-order quantity.29 This analysis shows that E
[4]
T and E

[5]
ST naturally

arrive together in the third order, which provides a rationalization for the CCSD(T) theory.

1.3 Driven Similarity Renormalization Group

Besides the coupled cluster theory described above, renormalization group (RG) approach

has become a new active area in ab initio quantum chemistry. The most famous RG theory is

the density matrix renormalization group (DMRG),30 which is introduced to quantum chem-

istry in the late 1990s.31,32 DMRG is able to efficiently recover static correlations, and DMRG

performs extraordinarily well for noncritical one-dimensional systems. Another widely-used

RG approach, yet less familiar to quantum chemists, is the similarity renormalization group

(SRG) or flow-equation theory.33–35 SRG is developed based on continuous unitary trans-

formations that suppress off-diagonal matrix elements of the Hamiltonian, leading towards

a band-diagonal form. Solving the SRG equations requires integrations of the differential

equations, which is not numerically robust. From this perspective, the driven similarity

renormalization group (DSRG) approach is proposed recently.9 In this section, the single-

reference SRG equations and the fundamental ideas of DSRG are overviewed. A detailed

description of the DSRG and its multireference generalization are given in Chapter 4.

The SRG Hamiltonian [H̄(s)] is brought to a diagonal form via a continuous unitary

transformation [Û(s)] on the original bare Hamiltonian Ĥ,

H̄(s) = Û(s)ĤÛ †(s), (1.18)

8



where s is called the flow parameter and can be related to an energy cutoff. The following

boundary conditions are required, (1) H̄(0) = Ĥ, and (2) H̄(∞) has a structure that the

reference is fully decoupled with its excited configurations. The derivative of H̄(s) with

respect to s is given by the generator η(s) of the transformation Û(s),

dH̄(s)

ds
= [η(s), H̄(s)], (1.19)

and η(s) is anti-Hermitian η(s) = dÛ(s)
ds

Û †(s) = −η†(s). There are different ways to parametrize

η(s). The canonical form introduced by Wegner35 is η(s) = [H̄d(s), H̄(s)], where H̄d(s) is

the diagonal part of the SRG Hamiltonian.

The perturbative analysis of the single-reference SRG leads to a similar second-order

energy expression to the Møller-Plesset perturbation theory (MP2),

E(2)(s) =
1

4

∑
ijab

| 〈ij||ab〉 |2

∆ij
ab

[1− e−2s(∆ij
ab)

2

], (1.20)

where 〈ij||ab〉 is the antisymmetrized two-electron integral in physicists’ notation, and ∆ij
ab

is the Møller-Plesset energy denominator expressed in terms of orbital energies ∆ij
ab = εi +

εj−εa−εb. The superiority for Eq. (1.20) over the original MP2 is that E(2) will not diverge

even if ∆ij
ab goes to zero for finite values of s. Also notice that for |∆ij

ab| greater than the

energy cutoff Λ = 1/
√

2s, the second-order energy is barely changed compared to regular

MP2 energy. Contrarily, E(2)(s) is approximately zero when |∆ij
ab| � Λ. As a consequence,

s can be used to separate different energy scales.

At this point, it is clear that SRG is numerical robust even at perturbative level, yet

solving the set of differential equations will loose this robustness. Thus, we would like to

formulate a theory that keeps the good and discards the bad of the SRG, which has been

the fundamental motivation to develop the DSRG.9 In DSRG, the unitary operator Û(s) is

9



parameterized as the exponential of an anti-Hermitian operator Â(s):

Û(s) = eÂ(s), (1.21)

where Â(s) is truncated to particle rank n, i.e. Â(s) =
∑n

k=1 Âk(s), and its k-body com-

ponent is related to the k-body excitation operator in Eq. (1.12) Âk(s) = T̂k(s) − T̂ †k (s).

Analogous to the SRG, we require that Û(0) = 1 which is trivially satisfied by Â(0) = 0,

and Û(∞) fully decouples the reference from excited states.

DSRG postulates that the Hamiltonian is driven by an Hermitian source operator R̂(s).

Specifically, the non-diagonal part of the transformed Hamiltonian [H̄(s)]N,36,37 is equal to

the source operator for all values of s:

[H̄(s)]N = R̂(s). (1.22)

Once the source operator is specified, the DSRG equation [Eq. (1.22)] implicitly defines the

unitary transformation Û(s). The electronic energy is obtained by taking the expectation

value of the DSRG transformed Hamiltonian:

E(s) = 〈ΨHF|H̄(s)|ΨHF〉 . (1.23)

Note that Eqs. (1.22) and (1.23) are evaluated at fixed values of the flow parameter and do

not require numerical integration as in the case of the SRG.

1.4 Focal Point Analysis

Chemical accuracy (1.0 kcal mol−1) has long been pursued in computational thermo-

chemistry, which requires the usage of electron-correlation methods and large basis sets.

10



The most widely used approach to achieve chemical accuracy is perhaps the Gaussian-n

(Gn, n = 2, 3, 4) theory,38 which yields a typical accuracy of 1 – 2 kcal mol−1. However, a

few kcal mol−1 errors of the energetics will result in a huge difference for chemical kinetics,

such as rate constants and branching ratios. Besides, some methods in the Gn family involve

empirical parameters. Thus, a more accurate ab initio method is strongly needed, and focal

point analysis (FPA) is such an approach that is able to yield subchemical accuracy (0.1 kcal

mol−1) by systematically extrapolating the electronic energy to the ab initio limit.7,39–43

A core technique used in FPA is the basis set extrapolation. In FPA, a series of Dunning’s

correlation-consistent cc-pVXZ (or aug-cc-pVXZ or cc-pCVXZ) basis sets44–46 is employed

for extrapolation, where X is the cardinal number—the maximum angular momentum func-

tion presents in the basis set. The correlation-consistent basis sets are designed according to

the principal expansion14,17,47 which guarantees a smooth convergence to the complete basis

set (CBS) limit when increasing the value of X. For hydrogen atom, Kutzelnigg has shown

that one-electron even-tempered Gaussian basis sets converge according to ∼ e−a
√
n, where a

is a parameter, and n is the dimension of the basis set.48 FPA commonly utilizes an another

extrapolating formula based on numerical observations,49,50

EHF(X) = E∞HF + Ae−BX , (1.24)

where A, B, and E∞HF are fitting parameters, and E∞HF is the extrapolated CBS HF energy.

For two-electron convergence, the basis set incompleteness error decreases frustratingly

slow because expanding the wave function using Slater determinants fails to satisfy the

electron cusp condition.51 Consequently, the correlation energy [Ecorr(X) = Emethod(X) −

EHF(X)] converges to the CBS limit according to52,53

Ecorr(X) = E∞corr + CX−3, (1.25)

11



where C and E∞corr are parameters to be determined, and the latter is the extrapolated

correlation energy in the CBS limit. The electron correlation methods employed in FPA

follow the hierarchy of MP2, CCSD, CCSD(T), CCSDT, CCSDT(Q), etc. For higher levels

of theories, such as CCSDT and CCSDT(Q), it is generally unattainable to use large enough

basis sets for extrapolations. In such cases, the additive argument is assumed. Namely, the

energy difference is independent of basis set.

The focal point approach is computationally economical and flexible. FPA uses the

geometry optimized at the highest possible level of theory throughout, and no re-optimization

is performed. Observing the convergence step by step enables one to estimate the error bars

and to target the source of error immediately. One may stop further computations whenever

the desired accuracy is reached. Moreover, other extrapolation formulae may be employd in

FPA.54 In practice, additional corrections, such as diagonal Born-Oppenheimer correction55

and first-order relativistic corrections,56 are appended to the final extrapolated energy to

account approximations made in solving the electronic Schrödinger equation [Eq. (1.5)].1 If

enthalpies are of interest, the zero-point vibrational energy (ZPVE) should also be included.

Pragmatic examples of FPA are given in Chapter 3.

1.5 Second-Order Vibrational Perturbation Theory

An infrared spectrum originates when a molecule absorbs infrared radiations that are in

resonance with the transitions between vibrational levels. In order to obtain the vibrational

levels theoretically, the nuclear Schrödinger equation is solved on a potential energy surface

(PES) of dimension 3N − 6 (3N − 5) for an N -atom nonlinear (linear) molecule. The sub-

stantial degrees of freedom make the complete characterization of PES extremely difficult,57

and thus simplifications are demanded. In the most common cases, the nuclear motion is

considered to be restricted around the equilibrium position, and the potential energy can be
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expanded around this equilibrium,

V = V0 +
1

2

∑
ij

f ijRiRj +
1

6

∑
ijk

f ijkRiRjRk +
1

24

∑
ijkl

f ijklRiRjRkRl + · · · (1.26)

where Ri describes the displacement from its equilibrium, and {Ri} forms a set of complete

and nonredundant nuclear displacement coordinates.57 In Eq. (1.26), f ij, f ijk, and f ijkl

correspond to quadratic, cubic and quartic force constants, respsectively. The general form

of a n-th order force constant is given by

f

n︷ ︸︸ ︷
ij · · · =

∂nV0

∂Ri∂Rj · · ·︸ ︷︷ ︸
n

. (1.27)

Usually, a set of normal coordinates is used to decouple the classical vibrational motions,

and each vibrational mode is treated as a harmonic oscillator, i.e. V is truncated after the

quadratic term in Eq. (1.26). This harmonic approximation always overestimates the fun-

damental transition, and empirical scaling factors are introduced to reproduce experimental

values.58 A more elegant way is to include anharmonic effect by considering higher-order

force constants in the expansion as long as the harmonic model is an appropriate zeroth-

order approximation. This expansion naturally leads to the idea of perturbation theory. In

second-order vibrational perturbation theory (VPT2), the zeroth-order Hamiltonian is iden-

tical to the one under the harmonic approximation, and the cubic and quartic force constants

as well as Coriolis effects and centrifugal distortions are treated as the perturbation.8,59,60

The vibrational energy levels for asymmetric-top molecules are given by

G(v) = G0 +
∑
i

ωi

(
vi +

1

2

)
+
∑
i≥j

χij

(
vi +

1

2

)(
vj +

1

2

)
+ · · · , (1.28)

where higher-order terms are neglected. In the above equation, vi is the vibrational quantum
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number of the i-th mode, ωi is the i-th harmonic frequency, χij is the vibrational anharmonic

constant, and G0 is a scalar term independent with quantum numbers. The term G0 in

Eq. (1.28) is almost universally neglected, and it contains kinetic energy elements as well

as contributions from cubic and quartic force constants.1,42 According to Eq. (1.28), the

expression of ZPVE is given by:

G(0) = G0 +
∑
i

ωi
2

+
∑
i≥j

χij
4
, (1.29)

and the i-th fundamental transition (anharmonic frequency) is:

νi = G(vi = 1)−G(vi = 0) = ωi + 2χii +
1

2

∑
i 6=j

χij. (1.30)

The expressions of anharmonic constants for asymmetric-top molecules are

χii =
1

16
φiiii −

∑
j

φ2
iij(8ω

2
i − 3ω2

j )

16ωj(4ω2
i − ω2

j )
, (1.31)

χij =
1

4
φiijj −

∑
k

φiikφjjk
4ωk

−
∑
k

φ2
ijk

ωk(ω
2
i + ω2

j − ω2
k)

2∆ijk

+
∑
α

Bα(ζαij)
2

(
ωi
ωj

+
ωj
ωi

)
, (1.32)

where ∆ijk = (ωi+ωj +ωk)(−ωi+ωj +ωk)(ωi−ωj +ωk)(ωi+ωj−ωk), Bα is the equilibrium

rotational constant, ζαij is the Coriolis zeta constant that couples normal coordinates Qi and

Qj through the rotation about axis α, and φij··· is the force constant under dimensionless

normal coordinates.57,60 Careful examinations on Fermi and Darling–Dennison resonances8,61

are required in VPT2 calculations. The resonance problems are routinely solved by setting

up the effective Hamiltonian with deperturbed diagonal elements.8,62–64 Finally, we note that

VPT2 equations for symmetric-top molecules have also been derived.59
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1.6 Prospectus

We continue by presenting the first post-Hartree-Fock study on nonahydridorhenate di-

anion [ReH9]2− in Chapter 2. The equilibrium geometries and vibrational frequencies of

[ReH9]2− and M2ReH9 (M = Na, K) sandwich complexes are investigated using coupled

cluster methods with the new generation energy-consistent relativistic pseudopotentials and

correlation-consistent basis sets. Second-order vibrational perturbation theory (VPT2) is

used to address the anharmonic effect. The predicted geometries and vibrational frequencies

of [ReH9]2− generally agree with experiments, and including the counterions improves the

predictions of vibrational frequencies in the Re−H stretching region.

In Chapter 3, we carefully studied the potential energy surface (PES) of the methylene

hindered internal rotation for n-propyl radical. Four unique stationary points are charac-

terized on the PES, and their relative energies are obtained by highly accurate focal point

analysis. The energy levels of the methylene torsional motion are subsequently solved by

the one-dimensional vibrational Schödinger equation using the numerically exact Cooley-

Numerov approach. The band origins for eleven vibrational modes that are largely uncoupled

with the methylene internal rotation are predicted by VPT2.

In Chapter 4, we proposed the multireference (MR) generalization of the driven similarity

renormalization group (DSRG) approach. In order to gain some insight of the MR-DSRG

theory, a perturbative analysis is performed at the second order. The resulting perturbation

theory, termed DSRG-MRPT2, prevents the intruder-state problem, and yields results of

similar accuracy to other MR perturbation theories. A recommended range of the flow

parameter is also determined, which provides a benchmark for future computations.
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Chapter 2

The Remarkable [ReH9]
2− Dianion: Molecular

Structure and Vibrational Frequencies∗

∗C. Li, J. Agarwal, and H. F. Schaefer III, J. Phys. Chem. B 118, 6482 (2014) Reprinted here with
permission of the American Chemical Society.



2.1 Abstract

The equilibrium geometries and vibrational frequencies of the extraordinary [ReH9]2− di-

anion (D3h symmetry) are investigated using Hartree-Fock (HF) theory, coupled-cluster the-

ory with single and double excitations (CCSD) and coupled-cluster theory with single, dou-

ble and perturbative triple excitations [CCSD(T)]. The new generation of energy-consistent

relativistic pseudopotentials and correlation consistent basis sets [Re: cc-pVXZ-PP and H:

cc-pVXZ (X = D, T, Q)] are used. Anharmonicity was considered using second-order vibra-

tional perturbation theory. The predicted geometries and vibrational frequencies generally

agree with experimental findings. In order to stabilize the [ReH9]2− dianion, the M2ReH9

(M = Na, K) sandwich complexes (D3h symmetry) are studied at the CCSD(T)/VTZ (VTZ

= Re: cc-pVTZ-PP; H, Na, K: cc-pVTZ) level of theory. Compared to the [ReH9]2− dian-

ion, the predicted vibrational frequencies involving Re−H stretching modes are improved,

indicating the importance of considering counterions in electronically dense systems. The

natural bond orbital analysis shows that H only bonds with the center Re, and the 5d orbitals

of Re and 1s orbitals of H are major factors for the covalent Re−H bonding.

2.2 Introduction

Nonahydridorhenate dianion, [ReH9]2−, represents the first example of a nine-coordinate

soluble homoleptic transition metal hydride. Its structure is the well-known faced-tricapped

trigonal prism. [ReH9]2− is a remarkable dianion not only for the unusual coordination, but

also for the serpentine path leading to its discovery. An excellent review by R. B. King65

details the discovery of [ReH9]2−. Only a brief overview is provided here.

Rhenium was discovered in the mid 1920s and named after the river Rhine.66–68 Its

existence was predicted by Dmitri Mendeleev who placed rhenium together with manganese

and halogens in his original periodic table, because elements were organized according to the
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number of valence electrons.69 In 1937, to pursue the lower valence state of rhenium, Lundell

and Knowles utilized amalgamated zinc to reduce an acidified perrhenate (ReO−4 ) solution.70

Potentiometric titration of the resulting solution indicated the presence of a rhenium anion

(Re−), which was designated “rhenide”. The name is analogous to halide, since the lowest

valency of rhenium “followed” the halogen subgroup in Group VII of the periodic table

described previously. In 1947, Pauling suggested a structure of “rhenide” in which Re(−I)

might bond with four water molecules to form a square planar geometry, since Re(−I) is

isoelectronic with Pt(II).71 The first solid “rhenide”, KRe·4H2O, was isolated by Kleinberg

and co-workers using potassium metal as the reducing agent in aqueous ethylenediamine

solution.72,73 Shortly thereafter, Ginsberg and co-workers revealed that the solid “rhenide”

is actually a soluble potassium rhenium hydride.74–76 They also eliminated the possibility

of the existence for “rhenide” by analyzing the UV absorption spectrum.77 Eventually, in

1964, almost thirty years after the discovery of “rhenide”, potassium rhenium hydride was

structurally characterized as K2ReH9 (P 6̄2m space group) from X-ray crystallography and

neutron diffraction studies.78,79

Inspired by the discovery of K2ReH9, other types of cations have been used to extend

the [ReH9]2− family, including Na2ReH9, NaKReH9, ((C2H5)4N)2ReH9, BaReH9.80,81 For el-

ements of Group VII, K2TcH9 is the only known technetium compound incorporating similar

nine coordinate [TcH9]2− units.82 No analogous manganese compound has yet been reported,

while theoretical studies have suggested its viability.83,84 Among the above mentioned com-

pounds, BaReH9 has the highest (4.5:1) hydrogen to metal ratio. Unfortunately, because of

the high atomic weight of the metal atoms, the hydrogen content is only 2.7 wt%, too small

for use as a hydrogen storage material.85

Much experimental work has been devoted to understanding the internal vibrations of

the [ReH9]2− salts. Ginsberg and coworkers reported the solid-state IR spectra of M2ReH9

[M2 = Na2, NaK, K2, ((C2H5)4N)2] where much fewer bands were observed than the number

18



of D3h symmetry allowed transitions.75,80 To augment the limited IR data, White and Wright

measured inelastic neutron scattering (INS) spectra for K2ReH9 and Na2ReH9 at 90 K.86

The INS spectroscopy, being unrestricted by selection rules, strongly overlapped with the

IR spectra in the bending region. Shortly thereafter, Creighton and Sinclair measured the

Raman spectrum of K2ReH9 both in an oriented single crystal at 90 K and in aqueous

solution at 300 K.87 Moreover, they obtained the first fairly complete vibrational spectrum

of the [ReH9]2− dianion by combining the IR, INS and Raman spectra of K2ReH9. More

recently, Parker et al. investigated the vibrational spectrum of BaReH9 using IR, Raman

and INS spectroscopies and observed fewer bands than expected.88 This was interpreted as

the result of accidental degeneracies between the “missing” and “observed” modes since all

vibrations should be present in the INS spectrum.

Numerous theoretical researches have considered the structure and properties of the

[ReH9]2− dianion. In 1992, Shen and Partridge reported the first ab initio computations

on the isolated [ReH9]2− dianion using all-electron non-relativistic Hartree-Fock theory.89

The predicted geometry and vibrational frequencies showed only adequate agreement with

the above-described experimental work. Parker and co-workers studied the isolated dianion

using density functional theory (DFT) and encountered analogous discrepancies between

theory and experiment.88 They also investigated the BaReH9 unit cell with periodic DFT

computations that broadly reproduced the experimental fundamental transitions and con-

cluded that periodic computations were required to incorporate the long-range Coulomb

interactions. Other plane-wave based DFT calculations aimed to understand the electronic

structure,83,90 and to predict the structural changes under high pressure for BaReH9, dis-

cussing its potential as a high-temperature superconductor.91

In the current research, we have employed state-of-the-art theoretical methods to optimize

the molecular structure and to predict the vibrational frequencies of the isolated [ReH9]2−

dianion and the M2ReH9 (M = Na, K) sandwich complexes. Specifically, we report the

19



first post-Hartree-Fock studies using coupled-cluster theory to consider electron correlation

effects. Moreover, relativistic effects are included with the new energy-consistent pseudopo-

tentials of Peterson and co-workers. We have also analyzed the natural bond orbitals to

understand the electronic nature of these systems.

2.3 Computational Methods

The geometry optimization of the [ReH9]2− dianion was initially carried out using Hartree-

Fock (HF) theory, coupled-cluster theory with single and double excitations (CCSD)92

and CCSD with perturbative triple excitations [CCSD(T)]21,93,94 under D3h symmetry con-

straints. All D3h structures were subsequently shown to be equilibrium geometries by vibra-

tional analyses. The Dunning correlation consistent cc-pVXZ (X = D, T and Q) basis sets

were employed for the H atoms44 with the standard contractions, and Peterson’s cc-pVXZ-

PP (X = D, T and Q) basis sets were utilized for the Re atom with the new energy-consistent

relativistic pseudopotentials.95 Following the construction of the basis set, the outer-core

Hartree-Fock molecular orbitals, mainly arising from the atomic Re 5s25p6 orbitals, were

frozen for the electron correlation methods. The notation VXZ (X = D, T, Q) is used to

describe the above-mentioned mixed basis sets. Anharmonic vibrational frequencies for the

isolated dianion were computed at the CCSD(T)/VTZ level of theory using second-order

vibrational perturbation theory (VPT2).8,60 The requisite cubic and semi-diagonal quartic

force constants were obtained from finite differences of the numerical second derivatives.

Equilibrium geometries and harmonic vibrational frequencies were obtained using the Mol-

pro 2010.1 package.96 Anharmonic frequencies were evaluated with Cfour.97

The single-reference character of the molecular wavefunctions is confirmed by analysing

the coupled-cluster diagnostics (T1,98,99 D1
100) and maximum amplitudes (T1 max, T2 max),

as reported in Table 2.1. Wilson and co-workers’ recent study101 of 3d transition-metal
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containing molecules suggests that the diagnostic criteria are T1 < 0.05 and D1 < 0.15 for d-

block species using single-reference methods, in contrast to the original standards T1 < 0.02

and D1 < 0.05, developed for molecules containing first-row atoms.

Table 2.1: Coupled-cluster diagnostics and maximum amplitudes with respect to various methods
and basis sets for the [ReH9]2− dianion at the CCSD and CCSD(T) equilibrium geometries. As
described in the text, the basis sets VXZ = Re: cc-pVXZ-PP and H: cc-pVXZ (X = D, T, Q).

CCSD CCSD(T)

VDZ VTZ VQZ VDZ VTZ VQZ

T1 Diagnostic 0.019 0.019 0.020 0.019 0.019 0.020

D1 Diagnostic 0.032 0.035 0.036 0.032 0.035 0.036

T1 maxa 0.029 0.029 0.029 0.029 0.029 0.028

T2 maxa 0.046 0.034 0.034 0.047 0.034 0.028

a Absolute value of the largest T1 and T2 amplitudes.

In order to balance the multiply-charged nature of the [ReH9]2− dianion, two alkali metal

counterions were deliberately placed along the C3 axis of the [ReH9]2− molecule to form

M2ReH9 (M = Na, K) sandwich compounds (D3h symmetry). The optimized geometries

and harmonic frequencies were obtained at CCSD(T) level of theory with the cc-pVTZ-PP

basis set for the Re atom and cc-pVTZ basis sets for other atoms. Specifically, the contrac-

tions for alkali metals are Na(16s10p2d1f/5s4p2d1f) and K(20s14p3d1f/6s5p3d1f).102,103

In accordance with the design of the basis sets, frozen-core approximations were applied

for the coupled-cluster treatments. Computations for the M2ReH9 (M = Na, K) sandwich

complexes were performed with Cfour.97

The natural population analysis (NPA)104 and natural bond orbital (NBO)105,106 com-

putations for the [ReH9]2− dianion and M2ReH9 (M = Na, K) sandwich compounds were

carried out at the CCSD level of theory. To take advantage of the NBO 5.0 package107

interfaced with Qchem 4.1,108,109 we switched to the Los Alamos effective core potential

sets (LANL2DZ)110 for Re atom. The uncontracted LANL08(f) basis set111 was applied for

Re and the correlation consistent cc-pVTZ basis sets for other atoms. The frozen molecular

orbitals are defined in the manner previously mentioned (4 orbitals for [ReH9]2−, 14 orbitals
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for Na2ReH9 and 22 orbitals for K2ReH9).

2.4 Results and Discussions

2.4.1 Geometric Structure

Assuming the known D3h symmetry, the optimized structure of the [ReH9]2− dianion

has two symmetry independent hydrogens yielding a faced-tricapped trigonal prism (Figure

2.1). Six prism hydrogen atoms are located at the prism vertices and the other three cap

hydrogen atoms reside along the center of the prism rectangular faces. Experiments have

determined that the [ReH9]2− dianion occupies two distinct Wyckoff positions in the crystal

structure, namely the “a site” with D3h symmetry and the “d site” with C3h symmetry.79,112

Since Ginsberg and co-workers79 averaged the Re−H bond lengths for the two different Re

positions (a and d sites) and symmetry independent hydrogens (prism and cap hydrogens),

they necessarily obtained identical bond distances (1.68 Å) for Re−Hprism and Re−Hcap.

A more recent neutron diffraction experiment on the K2ReH9 crystal112 yields 1.674 Å for

Re−Hcap (r1) and 1.696 Å for Re-Hprism (r2), when only the average of two distinct sites

is taken. The detailed structural parameters are reported in Table 2.2 together with the

experimental data from the neutron diffraction measurements.

All ab initio methods present satisfactory agreement with experiment, considering that

our theoretical predictions are in the gas phase. As the basis set size increases, no dramatic

change of the geometry is observed. The disparity between the geometry obtained at the

highest CCSD(T)/VQZ level of theory and the neutron diffraction structure of Bronger

et al.112 is only 0.008 and 0.022 Å for the Re−Hcap and Re−Hprism distances, respectively.

Recently reported DFT computations also predict the geometry of the isolated dianion uding

various functionals and basis sets.88 Comparing to the experimental values,112 the Re−Hcap

and Re−Hprism bond lengths are overestimated by 0.015 − 0.026 Å and 0.022 − 0.039 Å,
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respectively.

Re
1.688
1.681
1.682
1.68
1.674

1.725
1.718
1.718
1.68
1.696

=89.8
90.3
90.4
93.6
88.7

r2

r2

r2

r2

r2

r2

r1
r1





== r2r1

CCSD (T)/VDZ
CCSD (T)/VTZ
CCSD (T)/VQZ
Ginsberg Expt.
Bronger Expt.

Figure 2.1: The equilibrium geometry of the isolated [ReH9]2− (D3h symmetry) dianion at the
CCSD(T) level of theory with cc-pVXZ-PP (X = D, T, Q) basis sets for the Re atom and the
corresponding cc-pVXZ basis sets for H atoms, along with experimental findings. Note that another
cap hydrogen atom is hidden in the back of the molecule from this side view. Bond lengths are in
Å and the bond angle is in degrees. More detailed information is given in the papers by Ginsberg79

and Bronger.112

Table 2.2: Equilibrium structural parameters for the isolated [ReH9]2− dianion using different
methods and basis sets. As described in the text, the basis sets VXZ = Re: cc-pVXZ-PP, H:
cc-pVXZ (X = D, T, Q); aug-VTZ = Re: aug-cc-pVTZ-PP, H: aug-cc-pVTZ.

HF CCSD CCSD(T) Experiment (K2ReH9 )

Parametera VDZ VTZ VQZ VDZ VTZ VQZ VDZ VTZ aug-VTZ VQZ Ref. 79]b Ref. 112c

r1(Re−Hcap) 1.673 1.668 1.668 1.683 1.676 1.677 1.688 1.681 1.686 1.682 1.68 1.674

r2(Re−Hprism) 1.720 1.716 1.717 1.722 1.715 1.715 1.725 1.718 1.721 1.718 1.68 1.696

Prism Angle θ 90.2 90.4 90.2 89.9 90.3 90.4 89.8 90.3 90.4 90.4 93.6 88.7

a Bond lengths are in Å and the prism angle is in degrees. See Figure 2.1 for detailed definition of all
geometrical parameters.

b The [ReH9]2− dianions are reported to occupy two distinct sites in the crystal structure. The experi-
mental geometry cited here is the average of the two sites and the two symmetry independent Re−H
bonds.79

c The experimental bond lengths and prism angle cited here are the average of the two sites. The two
symmetry independent Re−H bonds are not averaged out. The bond angle is obtained from the atomic
distances in Ref. [112].

In view of its low computational cost, the HF method makes reasonable predictions of

the molecular structure, within 0.02 Å of experimental bond lengths. Previous all-electron,
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Table 2.3: Comparison with previous research. Equilibrium structural parameters of the isolated
[ReH9]2− dianion using the HF method with different basis sets. As described in the text, the basis
sets VXZ = Re: cc-pVXZ-PP, H: cc-pVXZ (X = D, T, Q)

This worka Ref. 89b

Parameterc VDZ VTZ VQZ Basis I Basis III Basis V

r1(Re−Hcap) 1.673 1.668 1.668 1.689 1.687 1.687

r2(Re−Hprism) 1.720 1.716 1.717 1.741 1.742 1.743

Prism Angle θ 90.2 90.4 90.2 89.5 89.5 89.6

a VDZ = cc-pVDZ-PP for Re(8s7p6d1f/4s4p3d1f) and cc-pVDZ
for H(4s1p/2s1p); total of 83 basis functions. VTZ = cc-
pVTZ-PP for Re(10s9p8d2f1g/5s5p4d2f1g) and cc-pVTZ for
H(5s2p1d/3s2p1d); total of 189 basis functions. VQZ = cc-
pVQZ-PP for Re(14s11p10d3f2g1h/6s6p5d3f2g1h) and cc-pVQZ
for H(6s3p2d1f/4s3p2d1f); total of 369 basis functions.

b An all-electron, non-relativistic ab initio HF method was applied. Basis I
= DZ for Re(20s14p11d7f/17s11p8d2f) and TZ113 for H(5s/3s); total of
131 basis functions. Basis III = TZ for Re(23s17p14d9f/18s14p10d3f)
and QZ2P114 for H(6s2p/4s2p); total of 221 basis functions. Ba-
sis V = TZP+ for Re(24s20p15d10f/19s17p11d4f) and QZ2P+ for
H(7s2p/5s2p); total of 252 basis functions.

c Bond lengths are in Å and the prism angle is in degrees. See Figure 2.1
for detailed definition of all structural parameters.

non-relativistic HF computations89 also qualitatively agree with experiment, which may be

enhanced by a fortuitous error cancelation between missing relativistic and electron cor-

relation effects. On one hand, it is well-known that the non-relativistic methods strongly

overestimate the bond lengths for transition metal hydrides.115 Table 2.3 illustrates the im-

portance of relativistic effects (within the HF approximation) compared to previous research.

A 0.02 − 0.03 Å overestimation for both the Re−Hcap and Re−Hprism bond lengths is found

compared to the present computations with relativistic pseudopotentials. On the other

hand, the HF method underestimates the bond lengths compared to the electron-correlated

coupled-cluster method.116 Generally, increasing the treatment of dynamic correlation yields

elongated Re−Hcap bond distances (Table 2.2). However, the improvement for the Re−Hprism

distance is vague with respect to more complete treatments of electron correlation. Also note
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that the predicted Re−Hcap bond lengths agree with experiment perfectly while Re−Hprism

bonds are constantly too long. This divergence might be due to the exclusion of counterions

in our computations, a problem we explore later in this manuscript.

2.4.2 Vibrational Frequencies

The [ReH9]2− dianion has twenty-four vibrational normal modes, including nine Re−H

stretching modes (2A′1 + 2E ′ + A′′2 + E ′′), two torsional modes (A′′1 + A′2) and thirteen

bending modes (A′1 + 3E ′ + 2A′′2 + 2E ′′), which are described in Table 2.4. Both torsional

motions are IR and Raman inactive, but have been measured using INS spectroscopy. Those

vibrational modes with either E ′ or A′′2 symmetry are IR active. Normal modes of symmetry

A′1, E ′ and E ′′ are Raman active.

Table 2.4: Symmetries and descriptions for the vibrational modes of the isolated [ReH9]2− dianion.

Mode Symmetry Selection Rulesa Descriptionb

ν1 E′ IR, R Re−Hprism scissoring and wagging, Re−Hcap scissoring

ν2 E′ IR, R Re−Hprism scissoring and wagging, Re−Hcap scissoring

ν3 A′′2 IR Re−Hprism and Re−Hcap wagging

ν4 A′′1 ia Re−Hprism torsion

ν5 E′′ R Re−Hprism scissoring and wagging, Re−Hcap twisting

ν6 A′′2 IR Re−Hprism and Re−Hcap wagging

ν7 A′2 ia Torsion between Re−Hcap and Re−Hprism

ν8 A′1 R Symmetric Re−Hprism wagging

ν9 E′ IR, R Re−Hcap and Re−Hprism scissoring

ν10 E′′ R Re−Hprism scissoring, Re−Hcap twisting

ν11 A′′2 IR Asymmetric Re−Hprism stretch with Re−Hcap bend

ν12 E′ IR, R Asymmetric Re−Hprism stretch with Re−Hcap bend

ν13 E′′ R Asymmetric Re−Hprism stretch with Re−Hcap bend

ν14 A′1 R Out-of-phase symmetric Re−Hprism and Re−Hcap stretch

ν15 E′ IR, R Asymmetric Re−Hcap stretch

ν16 A′1 R Symmetric Re−Hprism and Re−Hcap stretch

a IR: Infrared active, R: Raman active, ia: Inactive.
b Description reported here is given from the view along the C3 axis.

The harmonic vibrational frequencies are reported in Table 2.5 for the isolated [ReH9]2−

dianion. Since Molpro does not provide analytic gradients or analytic second derivatives
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Table 2.5: Vibrational frequencies (cm−1) for the isolated [ReH9]2− dianion using different methods
and basis sets. As described in the text, the basis sets VXZ = Re: cc-pVXZ-PP, H: cc-pVXZ (X =
D, T, Q); aug-VTZ = Re: aug-cc-pVTZ-PP, H: aug-cc-pVTZ. Theoretical vibrational frequencies
are harmonic; experimental frequencies include anharmonic effects.

SCF CCSD CCSD(T) Experiment

K2ReH9 BaReH9

Mode VDZ VTZ VQZa VDZ VTZ VQZ VDZ VTZ aug-VTZ VQZ Ref. 87b Ref. 88c

ν1(E′) 391 389 388(18) 348 346 346 339 334 331 334 - -

ν2(E′) 724 723 719(337) 676 669 672 668 656 651 659 730?(IR) 684(IR)

ν3(A′′2 ) 739 734 738(535) 698 672 682 692 660 662 670 730?(IR) 740(IR)

ν4(A′′1 ) 875 878 864(0) 788 792 781 776 773 756 762 640(INS) 680?(INS)

ν5(E′′) 904 908 901(0) 823 815 813 809 793 786 790 - 801?(INS)

ν6(A′′2 ) 981 990 980(0) 885 878 876 867 850 845 848 - -

ν7(A′2) 1017 1030 1014(0) 904 913 909 883 884 873 881 810(INS) 860?(INS)

ν8(A′1) 1053 1040 1045(0) 992 955 961 978 933 927 938 991(R) 925(R)

ν9(E′) 1087 1092 1077(2) 977 982 981 959 955 949 956 - 983(R)

ν10(E′′) 1103 1110 1100(0) 992 992 997 973 965 959 970 1028(R) 1034(R)

ν11(A′′2 ) 1795 1769 1764(1665) 1798 1780 1776 1785 1770 1753 1766 1840(IR) 1830(IR)

ν12(E′) 1801 1775 1769(975) 1812 1796 1793 1801 1788 1774 1785 - 1870(IR)

ν13(E′′) 1842 1818 1814(0) 1851 1837 1837 1841 1828 1818 1829 1878(R) -

ν14(A′1) 1906 1883 1880(0) 1905 1892 1890 1893 1881 1866 1880 1923(R) -

ν15(E′) 2014 1999 2000(330) 1979 1971 1968 1960 1952 1932 1949 1925(IR) 1956(IR)

ν16(A′1) 2106 2097 2104(0) 2020 2018 2022 1992 1988 1974 1991 1985(R) 1992(R)

a The corresponding IR intensities (km/mol) at the HF/VQZ level of theory are given in
parentheses.

b The types of measurement are quoted in parentheses after each experimental value. The
Raman spectrum cited was obtained from a single crystal at 90 K. The IR spectrum was
recorded at 300 K from KBr discs. The INS data was originally measured on Na2ReH9

and K2ReH9 at 90 K by neutron energy loss using the beryllium filter spectrometer86 and
assigned by Creighton and Sinclair.87 The assignment of 730 cm−1 was uncertain in Ref. 87,
so the value is listed twice in this table followed by a question mark to ν2 or ν3.

c The techniques of measurement are quoted in parentheses after each experimental frequency.
The Raman spectrum was recorded from the BaReH9 sample in the glass ampoule at room
temperature. The IR spectrum was recorded at room temperature from KBr discs. The INS
spectrum was recorded at 20K in an argon glovebox. Although the INS spectroscopy results
for ν4, ν5 and ν7 could match the predicted values to some extent, they fail to match either
the symmetry or description with our isolated [ReH9]2− computations. Thus we label the
INS values with a question mark.

with effective core potentials, vibrational frequencies may suffer from numerical errors of

a few wavenumbers. As expected, higher levels of theory yield lower frequencies for most

vibrational modes as bond distances also lengthen. According to our HF/VQZ computations,
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it is not surprising that ν1, ν5, ν6 and ν9 are not detected via IR spectroscopy because of the

low or vanishing IR intensities. The computations for the isolated [ReH9]2− ion are harmonic

frequencies and refer to gas phase species, while the experiments deduce fundamentals for the

dianion in the solid state. Thus our theoretical results are not ready for precise comparisons

with experimental value, yet several modes show adequate agreement with experiments.

However, there are two serious problems. The first is the dramatic differences between the

present theory and the experiments by Parker and co-workers88 for the Re−Hprism stretching

modes ν11 and ν12. More importantly, most of our harmonic frequencies are lower than the

experimental fundamentals, suggesting a larger divergence when including the anharmonic

corrections. This becomes more conspicuous in DFT calculations whose frequencies in the

stretching region are smaller than the corresponding CCSD(T)/VQZ values by as much as 87

cm−1.88 As examined below, these deficiencies may also result from the missing counterions

in our treatment.

We have also determined the anharmonic corrections to the fundamental frequencies

for the dianion by employing second-order vibrational perturbation theory (VPT2). These

predictions are reported in Table 2.6. In Cfour, harmonic vibrational frequencies were

computed from finite differences of analytic gradients, while in Molpro they were evaluated

by the finite differences of energy points. The small differences (≤ 1 cm−1) between harmonic

vibrational frequencies observed in Tables 2.5 and 2.6 result from the numerical errors in

these different approaches. We note that no Fermi resonances were encountered. In general,

anharmonicity contributes ∼ 100 cm−1 for stretching modes and ∼ 45 cm−1 for bending

and torsional motions. The unphysically large correction for mode ν1 indicates the large

amplitude nature of this motion and the poor treatment that results from straightforward

VPT2 treatment.
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Table 2.6: Anharmonic second-order vibrational perturbation theory (VPT2) analysis for the
[ReH9]2− dianion at the CCSD(T)/VTZ level of theory. As described in the text, the basis set
VTZ = Re: cc-pVTZ-PP, H: cc-pVTZ

Theorya Experimentb

Mode Symmetryc ω ν ν − ω K2ReH9
87 BaReH9

88

ν1 E′(IR, R) 335 176 −159 - -

ν2 E′(IR, R) 657 641 −16 730?(IR) 684(IR)

ν3 A′′2(IR) 661 652 −9 730?(IR) 740(IR)

ν4 A′′1(ia) 774 734 −40 640(INS) 680?(INS)

ν5 E′′(R) 794 739 −55 - 801?(INS)

ν6 A′′2(IR) 850 809 −41 - -

ν7 A′2(ia) 885 841 −44 810(INS) 860?(INS)

ν8 A′1(R) 934 907 −27 991(R) 925(R)

ν9 E′(IR, R) 956 903 −53 - 983(R)

ν10 E′′(R) 966 921 −44 1028(R) 1034(R)

ν11 A′′2(IR) 1769 1674 −95 1840(IR) 1830(IR)

ν12 E′(IR, R) 1788 1704 −84 - 1870(IR)

ν13 E′′(R) 1829 1740 −89 1878(R) -

ν14 A′1(R) 1881 1784 −97 1923(R) -

ν15 E′(IR, R) 1953 1836 −116 1925(IR) 1956(IR)

ν16 A′1(R) 1988 1882 −107 1985(R) 1992(R)

a ω: harmonic frequencies, ν: anahrmonic frequencies.
b The experimental techniques are quoted in parentheses after each value,

and are summarized in detail in Table 2.5 notes b and c.
c Selection rules are given in parentheses. IR: Infrared active, R: Raman

active, ia: inactive.

2.4.3 Effects of Augmenting Basis Set

Often, in order to describe anionic species, specially designed diffuse basis sets are sought.

Therefore, we have employed the mixed aug-VTZ basis set (H: aug-cc-pVTZ;45 Re: aug-cc-

pVTZ-PP95) to re-optimize the geometry and compute the harmonic vibrational frequencies,

as shown in Table 2.2 and 2.5. No basis set linear dependency issue is encountered as

suggested by the smallest eigenvalue of the overlap matrix (1.8×10−5).117 Comparing to the

CCSD(T)/VTZ and CCSD(T)/VQZ results, CCSD(T)/aug-VTZ level of theory predicts
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0.003 − 0.005 Å longer bond distances and consequently lower (by as much as 20 cm−1)

vibrational frequencies. Since no dramatic change is observed when augmenting the basis

set, we validate the sufficiency of using the non-augmented basis sets to describe the [ReH9]2−

dianion.

2.4.4 M2ReH9 (M = Na, K) Sandwich Complexes

As discussed earlier, the imperfect agreement between theory and experiment for bond

lengths and several discrepancies in the vibrational frequencies may be related to the missing

cations in our study. Since multiply-charged anions are rarely viable in the gas phase,

a reasonable approach is to stabilize these species with counterions. One of the simplest

corrections is to consider the M2ReH9 (M = Na, K) sandwich complexes where [ReH9]2−

is capped with two alkali metal cations along the molecular C3 axis. As such, the D3h

symmetry is retained. However, this is not the experimentally observed structure in the

solid state.79,112 From the above reported computations for [ReH9]2−, the improvement is not

substantial when increasing the basis set from VTZ to VQZ. Therefore, we optimized the

geometries and evaluated the harmonic frequencies of the M2ReH9 (M = Na, K) sandwich

compounds at the CCSD(T)/VTZ (Re: cc-pVTZ-PP; H, Na, K: cc-pVTZ) level of theory

with the frozen-core approximations.

The optimized geometries are shown in Figure 2.2 and 2.3. The distances between Re and

the alkali metal atoms are 2.908 Å and 3.365 Å for Na and K at the respective equilibrium

structures. Compared to the CCSD(T)/VTZ optimized [ReH9]2− dianion, the Re−Hcap and

Re−Hprism bond lengths are shortened by 0.016 and 0.004 Å for Na2ReH9, and 0.014 and 0.007

Å for K2ReH9. The relatively unchanged Re−Hprism bond lengths validate our computational

methodology employed for the isolated dianion. Additionally, the more obvious changes in

the Re−Hcap bond lengths result from neglecting the direct interaction between cations and

Hcap, since in the crystal structure of K2ReH9, nine K neighbors of each [ReH9]2− form a
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C3  axis

Figure 2.2: The equilibrium structure of the Na2ReH9 molecule (D3h symmetry) optimized at the
CCSD(T)/VTZ level of theory. As described in the text, the basis set VTZ = Re: cc-pVTZ-PP;
H, Na: cc-pVTZ. Only unique bond lengths (in Å) and the H−Re−H prism angle (in degrees) are
shown.

C3  axis

Figure 2.3: The equilibrium structure of the K2ReH9 molecule (D3h symmetry) optimized at the
CCSD(T)/VTZ level of theory. As described in the text, the basis set VTZ = Re: cc-pVTZ-PP;
H, K: cc-pVTZ. Only unique bond lengths (in Å) and the H−Re−H prism angle (in degrees) are
shown.

faced-tricapped trigonal prism.79

Table 2.7 reports the harmonic vibrational frequencies for the M2ReH9 (M = Na, K)

sandwich compounds. No imaginary vibrational frequency is encountered, indicating that

the optimized structures are genuine minima. Since the equilibrium Re−H bonds are short-

ened in M2ReH9, the vibrational frequencies become generally larger than the corresponding

isolated [ReH9]2− values. The most substantial improvement is that all predictions involving

Re−H stretching modes provide better agreement with the experiments. This illustrates the

30



Table 2.7: Vibrational frequencies (cm−1) for the isolated [ReH9]2− dianion and M2ReH9 (M =
Na, K) at CCSD(T)/VTZ level of theory. As described in the text, the basis set VTZ = Re:
cc-pVTZ-PP; H, Na, K: cc-pVTZ. Theoretical frequencies are harmonic; experimental frequencies
include anharmonic effects.

Theory Experimenta

Mode Symmetryb[ReH9]2− Na2ReH9 K2ReH9 K2ReH9
87 BaReH9

88 Descriptionc

νi E′(IR, R) - 63 43 - - Re−M scissoring

νii A′1(R) - 236 166 - - Symmetric Re−M stretch

νiii A′′2 (IR) - 258 192 - - Asymmetric Re−M stretch

νiv E′′(R) - 360 324 - - Re−bend coupled with Re−M bend

ν1 E′(IR, R) 334 571 554 - - Re−Hprism scissoring and wagging, Re−Hcap scissoring

ν2 E′(IR, R) 656 769 738 730?(IR) 684(IR) Re−Hprism scissoring and wagging, Re−Hcap scissoring

ν3 A′′2 (IR) 660 766 759 730?(IR) 740(IR) Re−Hcap and Re−Hprism wagging

ν4 A′′1 (ia) 773 664 690 640(INS) 680?(INS) Re−Hprism torsion

ν5 E′′(R) 793 923 896 - 801?(INS) Re−Hprism scissoring and wagging, Re−Hcap twisting

ν6 A′′2 (IR) 850 1034 975 - - Re−Hprism and Re−Hcap wagging

ν7 A′2(ia) 884 890 900 810(INS) 860?(INS) Torsion between Re−Hcap and Re−Hprism

ν8 A′1(R) 933 1129 1077 991(R) 925(R) Symmetric Re−Hprism wagging

ν9 E′(IR, R) 955 1026 1004 - 983(R) Re−Hcap and Re−Hprism scissoring

ν10 E′′(R) 965 983 996 1028(R) 1034(R) Re−Hprism scissoring, Re−Hcap twisting

ν11 A′′2 (IR) 1770 1847 1858 1840(IR) 1830(IR) Asymmetric Re−Hprism stretch with Re−Hcap bend

ν12 E′(IR, R) 1788 1834 1848 - 1870(IR) Asymmetric Re−Hprism stretch with Re−Hcap bend

ν13 E′′(R) 1828 1877 1892 1878(R) - Asymmetric Re−Hprism stretch with Re−Hcap bend

ν14 A′1(R) 1881 1945 1956 1923(R) - Out-of-phase Re−Hprism and Re−Hcap stretch

ν15 E′(IR, R) 1952 2072 2053 1925(IR) 1956(IR) Asymmetric Re−Hcap stretch

ν16 A′1(R) 1988 2081 2067 1985(R) 1992(R) Symmetric Re−Hprism and Re−Hcap stretch

a The experimental techniques are quoted in parentheses after each value, and are summarized in detail in
Table 2.5 notes b and c.

b Selection rules are given in parentheses. IR: Infrared active, R: Raman active, ia: inactive.
c Descriptions for νi − νiv are given from side view. The rest are given from top view along the C3 axis.

significance of Coulomb interactions in predicting the structure and vibrations for multiply-

charged anions. Obviously, our simple sandwich model is still incomplete for the description

of the complicated bending region. Although the anharmonic frequencies for the sandwich

complexes are not computed explicitly, we may qualitatively estimate the anharmonic con-

tribution from our previous computations on the [ReH9]2− dianion. It is expected that

anharmonic corrections are able to explain the experimental values for modes ν15 and ν16,

yet inadequate to reproduce the whole spectrum.
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We note that previous theoretical work concerning the BaReH9 unit cell has been reported

from computations employing periodic DFT methods with plane-wave basis sets.83,88,91 The

PBE functional of Perdew, Burke and Ernzerh118 predicts a geometry where the Re−Hcap

and Re−Hprism distances differ by only 0.006 and 0.009 Å respectively, from the available

K2ReH9 experimental data. For the unscaled harmonic vibrational frequencies, periodic DFT

computations illustrate satisfactory agreement with experimental values,88 but, analogous

to our sandwich complexes, including the effects of an anharmonic potential energy surface

will reduce this agreement. Additional high-level computations for the complete cell are

encouraged to study the vibrational frequencies. However, this seems impractical at present

with coupled-cluster theory.

2.4.5 Bonding

The NBO partial charges and Wiberg bond indices are reported in Tables 2.8 and 2.9.

For the isolated dianion, the natural charge on Re is −0.71, compared to its formal +7

oxidation state. The prism hydrogens carry more electron density than the cap hydrogens, a

result that agrees with earlier reported Mulliken populations.89 As suggested by the Wiberg

bond indices, Re−Hcap and Re−Hprism are genuine covalent bonds with similar bond orders.

The small bond orders for the interactions between hydrogens confirms the assignment of

[ReH9]2− as a polyhydide, where no bond is formed between hydrogens. For the sandwich

complexes, the charges on Re and the Wiberg bond indices are very similar to those for the

isolated dianion. From the charges on the alkali metals, the interactions between [ReH9]2−

and M (M = Na, K) exhibit mainly ionic character, which further validates the present

theoretical treatments for the [ReH9]2− dianion. This is also supported by the minimal bond

indices between the alkali metal cation and the nearest prism hydrogens. Interestingly, the

cap hydrogens become less negatively charged, showing a degree of electron density transfer

to the prism hydrogens.
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Table 2.8: NBO natural partial charges for [ReH9]2− (D3h symmetry) and the M2ReH9 (M =
Na, K) sandwich compounds (D3h symmetry) at the CCSD/LANL08(f) (Re), cc-pVTZ (H, Na, K)
level of theory.

[ReH9]2− Na2ReH9 K2ReH9

Re −0.706 −0.722 −0.696

Hcap −0.098 +0.002 −0.014

Hprism −0.167 −0.193 −0.200

M N/A +0.938 +0.969

Table 2.9: Wiberg NBO bond indices for [ReH9]2− (D3h symmetry) and the M2ReH9 (M = Na,
K) sandwich compounds (D3h symmetry) at the CCSD/LANL08(f) (Re), cc-pVTZ (H, Na, K)
level of theory.a

[ReH9]2− Na2ReH9 K2ReH9

Re−Hcap 0.52 (1.665) 0.52 (1.650) 0.52 (1.652)

Re−Hprism 0.49 (1.705) 0.48 (1.704) 0.48 (1.700)

Hcap−Hcap 0.01 (2.884) 0.01 (2.858) 0.01 (2.861)

Hcap−Hprism 0.07 (1.920) 0.07 (1.883) 0.07 (1.888)

Hcap−H′prism 0.05 (3.108) 0.05 (3.128) 0.05 (3.119)

Hprism−Hprism 0.03 (2.071) 0.02 (2.183) 0.03 (2.154)

Hprism−H′prism 0.01 (2.430) 0.02 (2.292) 0.01 (2.319)

Hprism−H′′prism 0.07 (3.193) 0.07 (3.165) 0.07 (3.165)

M−Re N/A 0.01 (2.901) 0.01 (3.361)

M−Hprism N/A 0.02 (2.161) 0.01 (2.528)

a The corresponding inter-atomic distances (in Å) are given in
parentheses. Only bond indices greater than 0.01 are shown.
Hcap−Hprism is the bond index between a cap H and one of its
four nearest prism hydrogen atoms, while Hcap−H′prism is that
between a cap H and one of its two most distant prism hydro-
gens. Hprism−Hprism represents the two prism hydrogens that
are on the same end of the prism triangular face. Hprism−H′prism

denotes the two prism hydrogens that form the longer edge of
the prism rectangular face. Hprism−H′′prism refers to the two
prism hydrogens that yield the diagonal of the prism rectangu-
lar face.

The NBO results are reported in Table 2.10, which confirm nine Re−H covalent bonds,

with no bonding between hydrogens. The 5d, 6p and 6s orbitals of Re are responsible for

the Re−H bond formation, in which rhenium 5d orbitals contribute ∼ 60% of the hybridiza-

tion. Comparing the M2ReH9 (M = Na, K) sandwich compounds to the isolated dianion,
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Table 2.10: Natural bond orbitals for [ReH9]2− (D3h symmetry) and the M2ReH9 (M = Na, K)
sandwich compounds (D3h symmetry) at the CCSD/LANL08(f) (Re), cc-pVTZ (H, Na, K) level
of theory. Only bonding (BD) and anti-bonding (BD*) orbitals are shown.

Re−Hcap BD Re−Hprism BD Re−Hcap BD* Re−Hprism BD*

[ReH9]2−

Occupancy 1.612 1.618 0.331 0.361

Re Hybrids sp2.50d4.88f0.01 sp3.18d5.12f0.03 sp2.50d4.88f0.01 sp3.18d5.12f0.03

H Hybrids sp0.00d0.00 sp0.00d0.00 sp0.00d0.00 sp0.00d0.00

Na2ReH9

Occupancy 1.560 1.614 0.315 0.383

Re Hybrids sp2.44d4.85f0.01 sp3.03d5.37f0.05 sp2.44d4.85f0.01 sp3.03d5.37f0.05

H Hybrids sp0.01d0.00 sp0.00d0.00 sp0.01d0.00 sp0.00d0.00

K2ReH9

Occupancy 1.565 1.618 0.319 0.384

Re Hybrids sp2.45d4.79f0.01 sp3.06d5.34f0.06 sp2.45d4.79f0.01 sp3.06d5.34f0.06

H Hybrids sp0.01d0.00 sp0.00d0.00 sp0.01d0.00 sp0.00d0.00

significant changes on the occupancy are predicted, indicating charge transfer from Re−Hcap

bonding and Re−Hcap anti-bonding orbitals to the Re−Hprism anti-bonding orbitals.

2.5 Conclusions

In the current research, we have first predicted the equilibrium structure and vibrational

frequencies of the isolated [ReH9]2− dianion. The relativistic effects of the Re atom have

been considered by employing the new Peterson energy-consistent pseudopotentials.95 Reli-

able coupled-cluster methods have been applied to take into account the electron correlation

effects. These computations reveal the importance of both effects in determining the struc-

ture of the isolated [ReH9]2− dianion. Our geometry at the CCSD(T)/VQZ level of theory

only differs by 0.008 and 0.022 Å from the most recent neutron diffraction experiments for the

Re−Hcap and Re−Hprism bonds, respectively. Several harmonic frequencies for the isolated

dianion demonstrate satisfactory agreement with experimental transitions. This agreement
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diminishes when including anharmonicity. According to the NBO analysis, [ReH9]2− is a

polyhydride where hydrogens only form covalent bonds with the center Re. The Re−H

bonding arises mainly from the 5d orbitals of Re and the 1s orbital of H.

The naive M2ReH9 (M = Na, K) sandwich model slightly reduces the geometric dif-

ferences with experiment, and improves the vibrational frequencies in the Re−H stretching

region. Specifically for K2ReH9, the differences between our predictions and experiment are

0.007 and 0.015 Å for the Re−Hcap and Re−Hprism bond distances, respectively. The har-

monic frequencies become 60 – 100 cm−1 larger than those for the isolated dianion in the

Re−H stretching region and anticipative of further anharmonic corrections. These features

illustrate the importance of including the counterions in computations for such electronically

dense systems. However, the VPT2 treatment is unlikely to reproduce the full experimental

spectrum. It is hoped that this study will encourage further theoretical work on this unique

transition metal hydride.
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3.1 Abstract

The potential energy surface for methylene hindered internal rotation is examined for the

n-propyl radical, a molecule fundamental to combustion chemistry. Six stationary points are

identified, and four of them are unique: 1, 2, TS1 and TS2. The remaining two structures

1′ and TS1′ are mirror images with respect to 1 and TS1. Focal point analysis, converged

to the complete basis set limit of coupled-cluster theory with single, double, triple and per-

turbative quadruple excitations [CCSDT(Q)], is employed to obtain the relative energies of

these structures. A one-dimensional potential energy surface (PES) is constructed by explic-

itly mapping out a distinguished reaction path via constrained geometry optimizations. A

“double-well” feature is observed on the electronic PES, but under the adiabatic approxima-

tion, the enthalpic (0 K) PES becomes a regular single-well potential with the expected 180◦

periodicity. The corresponding one-dimensional vibrational Schrödinger equation is solved

using the Cooley-Numerov approach to obtain vibrational states of the methylene torsional

motion. The predicted barrier for internal rotation is 105.5 cm−1 and 137.2 cm−1 for the

electronic and enthalpic surfaces, respectively. Anharmonic (fundamental) vibrational fre-

quencies are predicted for structure 1 using second-order vibrational perturbation theory,

and the band origins for eleven modes are reported. Comparison with previous electron spin

resonance and infrared spectroscopic work, in addition to other theoretical investigations, is

made where possible.

3.2 Introduction

The n-propyl radical is an archetypical intermediate in both high and low temperature

combustion chemistry. In the high temperature regime, it is the simplest alkyl radical that

can undergo both C−C and C−H β-scission reactions.119–121 In cool flames, the reaction of

n-propyl radical with multiple equivalents of O2 is central to maintaining low-temperature
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combustion. Larger species can also undergo multiple oxidations, but n-propyl peroxy radical

is the smallest species with enough degrees of freedom to isomerize to a •QOOH (hydroperoxy

radical) intermediate via an energetically favorable six-membered ring transition state for

intramolecular hydrogen-atom abstraction.122–128 As such, experimental and theoretical work

on n-propyl radical can probe the reactivity observed in larger species with a compound that

displays simpler spectra and is tractable with high-accuracy theoretical methods.

C

C C

H5

H6

H7

H4

H3

H1

H2



Figure 3.1: Sketch of the n-propyl radical structure. The out-of-plane angle of Cβ−H1CαH2 is
defined as χ to illustrate possible pyramidalization of the radical center.

Only four vibrational modes of the n-propyl radical have been observed. In a series of

early matrix-isolation infrared (IR) spectroscopy studies, Pacansky and co-workers assigned

three C−H stretching modes and a lower frequency mode corresponding to pyramidal bend-

ing of the radical center.129,130 The observed transitions were centered at 3100.0 and 3017.5

cm−1 (α-CH2), 2812.5 cm−1 (β-CH2), and 530.0 cm−1 (see Figure 3.1 for labeling). These

features reveal that the radical center possesses sp2 hybridization and is easily distorted.

The characteristic low vibrational frequency of the β-CH stretching mode also indicates

an elongated C−H bond distance, when compared to a typical sp3 hybridized C−H bond.

Paddon-Row and Houk postulated that the analogous bond-lengthening effect seen in the

ethyl radical was the result of hyperconjugation.131

Electron spin resonance (ESR) spectroscopy has also been utilized to study the methylene

internal rotation of n-propyl radical, which is the rotation (angle θ, Figure 3.2) of the radical

center around the carbon backbone (−CH2CH3). ESR spectra measured in solution at 93
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H

H CH 3

H H

θ

Figure 3.2: Newman projection for the n-propyl radical along Cα−Cβ axis. The half-filled pπ
orbital on alpha carbon is perpendicular to the α-CH2 plane. Note, if the out-of-plane angle χ is
zero, θ − 90◦ is equivalent to ϕ, else it differs by less than 2◦. ϕ is the angle between the CαCβCγ

and H1CαH2 planes.

K and 133 K suggest a θ = 90◦ conformation where the α hydrogen atoms on the radical

center are in the plane containing all three carbon atoms and non-equivalent.132–134 This

structure, which includes equivalent β hydrogen atoms by symmetry (Cs), was supported

by an ab initio study from Ellinger et al.135 A different ESR spectrum was obtained at

lower temperatures (4 K) in an argon matrix.136 This work by Adrian, Cochran and Bowers

showed that the α hydrogen atoms are interchangeable due to internal rotation, and more

than one equilibrium structure exists. As such, the α hydrogen atoms become magnetically

equivalent on average and the β hydrogens are nonequivalent. Subsequent theoretical work

by Pacansky and Dupuis at the Hartree-Fock (HF) level with a small basis set (4-31G)

supported their assertion.137 Discrepancies between the spectra observed in liquid and argon

matrix environments are believed to be the result of increased radical-solvent interactions

present in the liquid phase.137,138

Later theoretical work aimed to predict the barrier for methylene internal rotation, which

was experimentally estimated to be approximately 0.4 kcal mol−1 by studying the tempera-

ture dependence of β hydrogen atom hyperfine splittings from ESR spectra.134,139 In 1988,
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Claxton and Graham140 fitted several HF energy points to a Fourier series that included

0, 2, 4, and 6-fold symmetry terms. They obtained a barrier of 0.10 kcal mol−1 including

the zero-point energies under an adiabatic approximation. More recently, in 2010, Turovt-

sev and Orlov reported a value of 0.313 kcal mol−1 from 50 electronic energy points at the

B3LYP/6-311++G(3df,3pd) level of theory represented with a Fourier series of the form

V =
12∑
n=0

Vn cosnτ1.141

In this research, we also examine the methylene hindered internal rotation and report

geometric parameters for stationary points from computations at the coupled-cluster level

of theory. Subsequently, we computed the relative energy differences between those points

using focal point analysis (FPA)7,39–43 in order to extrapolate energies to the complete basis

set (CBS) limit. We have also constructed a one-dimensional potential energy function, fitted

by a Fourier series of the form V =
16∑
n=0

Vn cos 2nτ , with respect to the distinguished reaction

coordinate for the methylene hindered internal rotation. The potential energy function

was adopted in the vibrational Schrödinger equation to obtain the energy states of the

methylene torsional motion. Finally, to augment the limited available IR spectroscopy data,

we report eleven anharmonic (fundamental) frequencies of n-propyl radical from coupled-

cluster computations using second-order vibrational perturbation theory (VPT2).8,60

3.3 Computational Methods

Optimized geometries for the stationary points along the methylene internal rotation

coordinate were obtained using coupled-cluster theory with single, double and perturbative

triple excitations [CCSD(T)].21,29,93,94 Tight convergence (RMS force < 10−8 Eh/a0) was

employed throughout. Dunning’s correlation-consistent triple-ζ (cc-pVTZ) basis set44 was

used to describe the C and H atoms, and the 1s-like orbitals on the carbon atoms were

frozen in the correlation energy computations in accordance with the design of this basis.
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An unrestricted Hartree-Fock (UHF) reference wave function was utilized since minimal spin

contamination was encountered (〈S2〉 ≤ 0.763). Stationary points were characterized by

vibrational analysis; 1 and 2 are true minima while TS1 and TS2 are first-order saddle

points. The single-reference nature of the molecular wave functions was verified by analyz-

ing the coupled-cluster T1 diagnostics98,99 (T1 =
√
|t1α|2+|t1β |2

Ncorr
≤ 0.014) and the largest T2

amplitudes (T2,max ≤ 0.022).

Relative energy differences among the rotamers were obtained using focal point anal-

ysis (FPA), which gives a prescription for systematically extrapolating electronic energies

to the ab initio limit. This procedure is described in detail elsewhere.7,39–43 Several cor-

rections were appended to the extrapolated energies from our valence FPA results. A core

correlation correction (∆core) from differencing all-electron CCSD(T)/cc-pCVTZ46,142 and

frozen-core CCSD(T)/cc-pCVTZ energies was appended. A zero-point vibrational energy

correction (∆ZPVE) was included from harmonic frequency computations at the CCSD(T)/cc-

pVTZ level of theory. Mass velocity and Darwin one-electron terms (∆rel) computed at the

CCSD(T)/cc-pVTZ level of theory were also appended to account for the use of a non-

relativistic Hamiltonian.56 Finally, a diagonal Born-Oppenheimer correction (∆DBOC), de-

termined at the HF/cc-pVTZ level of theory, was included to account for the use of clamped

nuclei.55,143

To explicitly construct the PES for a description of the methylene hindered internal

rotation, a distinguished reaction path (DRP) was generated by a series of constrained

geometry optimizations at the MP2/cc-pVTZ level of theory. A linear combination of two

torsional angles, τ1(H1−Cα−Cβ−Cγ) and τ2(H2−Cα−Cβ−Cγ) described in Figure 3.1, was

chosen as the distinguished reaction coordinate, τ = 1
2
(τ1 + τ2 + 180) (in degrees). The

electronic PES was first generated by CCSD(T)/cc-pVQZ single-point computations and

then scaled slightly to reproduce the FPA relative energetics [SI, Eq. (5)]. Since τ dominates

the total energy distribution of the methylene torsional motion, a DRP projected vibrational
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analysis144 was employed to evaluate the ZPVE curve, obtained from harmonic MP2/cc-

pVTZ computations along the path. The resulting energy points were precisely fitted to

a Fourier series of the form
16∑
n=0

Vn cos 2nτ to express the potential energy V in terms of

the reaction coordinate τ , as well as to ensure a smooth connection between the stationary

points. We comment that the MP2/cc-pVTZ harmonic ZPVE corrections along the DRP are

sufficiently accurate since they agree with the CCSD(T)/cc-pVTZ harmonic ∆ZPVE values

within 4 cm−1 for the stationary points. The potential energy function V (τ) was subsequently

employed in the vibrational Schrödinger equation to obtain several low-lying vibrational

states of the methylene torsional motion using the Cooley-Numerov approach.145–147 The

modulation of the reduced mass along the DRP was accounted for by utilizing a fitted

function G(τ) [SI, Eq. (3)] and its derivative in the kinetic energy operator.

Anharmonic vibrational frequencies were computed for 1 using second-order vibrational

perturbation theory (VPT2).8,60 First, harmonic frequencies were computed using CCSD(T)

with an atomic natural orbital basis set148 of C(13s8p6d4f/4s3p2d1f) and H(8s6p4d/4s2p1d)

quality, termed ANO1. Recent work has shown that this generally contracted basis outper-

forms similarly sized Dunning basis sets44 for the prediction of vibrational frequencies.149

Requisite cubic and quartic components of the force field, among other parameters, were

then obtained from finite differences of second derivatives computed using CCSD(T) with

the smaller ANO0 basis [C(13s8p6d/3s2p1d) and H(8s6p/2s1p)]. Analytic second derivatives

with a UHF reference were used throughout.150

Restricted open-shell Hartree-Fock (ROHF) and second-order Z-averaged perturbation

(ZAPT2)151 single-point energies were obtained using the Mpqc 3.0.0 package.152 Coupled-

cluster computations were performed with Cfour.97 Higher-order CCSDT and CCSDT(Q)

energies were obtained using the MRCC program of Kállay,153,154 interfaced with Cfour.

The projected frequency analyses along the DRP utilized the Intder program.144,155 The

Fourier fit of the PES and the Cooley-Numerov computations were performed using Mathe-
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matica 9.156

3.4 Results and Discussions

3.4.1 Stationary Points

We have identified six stationary points along the methylene hindered internal rotation

coordinate at the CCSD(T)/cc-pVTZ level of theory. The fitted potential connecting these

points relative to ϕ is depicted in Figure 3.3; the symmetry and “double well” nature of the

electronic potential energy surface is clear. The internal rotation coordinate is demarcated

with ϕ (in degrees), which is a measure of methylene rotation about the carbon backbone.

Specifically, ϕ is a five-atom coordinate measuring the angle between the methylene plane

and the plane containing all three carbon atoms. If the out-of-plane angle χ (defined in

Figure 3.1) is zero, ϕ is equivalent to the τ angle defined in the Computational Methods

section. Along the DRP, ϕ is very close to τ with discrepancies less than 2◦ (SI, Tables S4

− S7), and thus V (τ) and V (ϕ) are indistinguishable in Figure 3.3. Note, that the distal

methyl unit (γ-CH3) always remains in a staggered position.

Of the six stationary points, four are unique: 1, TS1, 2 and TS2. The remaining two

structures, 1′ and TS1′, are energetically equivalent to 1 and TS1, respectively, but are

reflected over the mirror plane containing all three carbon atoms. Rotamers 1 and 1′ are

connected by TS2, and form a double well potential within the minimum region. Both 1

and 1′ connect to the higher energy region, to rotamer 2, via TS1′ and TS1, respectively.

This electronic potential energy surface is analogous to that suggested by Turovtsev and

Orlov.141

Our optimized stationary points are shown in Figure 3.4. The Cα−Cβ bond lengths for

all conformations are shorter than the experimental C−C single bond in propane (1.5209

Å),157 indicating a bond order greater than one, which is in good agreement with previous
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Figure 3.3: The fitted potential energy curve along the distinguished reaction coordinate τ . (a,
blue) Electronic energy curve. (b, red) Enthalpic (0 K) energy curve. ϕ, which is the angle between
the CαCβCγ and H1CαH2 planes, differs from τ by less than 2◦, and thus indistinguishable on the
scale of the figure. See Tables S4 − S7 in SI for detailed ϕ and τ values along the DRP.

theoretical work.137,140,158 Except for TS2, which retains Cs symmetry, the other structures

prefer small degrees of pyramidalization at the alpha carbon (Cα). The out-of-plane angle

χ provides a measure of this distortion and varies in absolute value up to 9.52◦ (Figure

3.4). The preferred non-planar orientation can be interpreted as a result of hyperconjuga-

tion between the half-filled pπ orbital of the radical center (defined in Figure 3.2) and the

σ orbitals involved in C−H or C−C bonding.131 For rotamer 1, pyramidalization increases

the favorable overlap between the singly-occupied pπ orbital and the Cβ−H3 σ orbital. The

result is a longer Cβ−H3 bond length compared to the same methylene unit in propane. A

hyperconjugation argument for pyramidal distortion is also supported by the stabilization

energy from donor-acceptor interactions, which we find in natural bond orbital (NBO) anal-

ysis106 (SI, Table S1). Curiously, σ-pπ overlap would be maximized if the two orbitals were
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Figure 3.4: CCSD(T)/cc-pVTZ optimized stationary points of the n-propyl radical internal ro-
tation about the radical center. Bond lengths are in Å and bond angles are in degrees. χ is the
out-of-plane angle of Cβ−H1CαH2. ϕ is the angle between the CαCβCγ and H1CαH2 planes.

coplanar, but a dihedral angle (pπ−Cα−Cβ−H3) of −7.98◦ rather than 0◦ is preferred. This

indicates the balance between favorable hyperconjugation and unfavorable steric repulsion

from neighboring atoms.

Using a similar interpretation, the slight pyramidalization of conformer 2 is caused by

the hyperconjugation between the pπ orbital of the α-CH2 group and the σ orbital of Cβ−Cγ
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bond. This conclusion is supported by comparing the Cβ−Cγ bond lengths between 2 (1.5423

Å) and TS2 (1.5291 Å), recognizing that the Cβ−Cγ bond in TS2 cannot hyperconjugate.

Maximizing the C−C hyperconjugation results in rotamer 2 being slightly lower in energy

than TS1, suggesting its importance in determining the geometry in the high-energy re-

gion. For the transition state TS1, H2H3 is nearly eclipsed and the overlap of pπ orbital

of the radical center with either the Cβ−Cγ or Cβ−H σ orbital results in lesser degrees of

pyramidalization.

3.4.2 Relative Energies

The small energy differences between rotamers necessitates a rigorous, high-accuracy

treatment of the energy. We report the relative energies between stationary points from ex-

trapolated single-point computations using coupled-cluster methods that include up to single,

double, triple, and perturbative quadruple excitations with correlation-consistent basis sets

up to cc-pV6Z.159 The focal point analysis (FPA) approach was utilized for extrapolation, as

described in the Computational Methods section. In each extrapolation we observe oscilla-

tory convergence to within 2 cm−1. Our results are listed Tables 3.1 − 3.3; the extrapolated

electronic energy (∆E[CCSDT(Q)/CBS]) is shown in bold at the right of the table in the

row labeled “CBS LIMIT”, while the final electronic energy (∆Ee), which includes core

(∆core), relativistic (∆rel), and diagonal Born-Oppenheimer (∆DBOC) corrections, is shown

below. The enthalpy at 0 K (∆Efinal) is also reported by adding the ZPVE correction to

∆Ee. We note that the ZPVE correction (∆ZPVE) contains an adiabatic approximation

wherein the mode along the methylene internal rotation coordinate (ω24) is omitted (ZPVE

= 1
2

23∑
i=1

ωi).
140,160 This adiabatic approximation is supported by an obvious separation of

classical time scales between the lowest-frequency mode (ω24) and the other vibrations by at

least a factor of two for all stationary points and structures along the DRP.

Claxton and Graham140 predicted that rotamer 2 is the local minimum on the electronic
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Table 3.1: Extrapolated energies (in cm−1) for the relative energy difference between TS2 and 1
of n-propyl radical.

Basis Set ∆EHF δ[MP2] δ[CCSD] δ[CCSD(T)] δ[CCSDT] δ[CCSDT(Q)] ∆E[CCSDT(Q)]

cc-pVDZ −61.8 +35.6 −7.3 −3.0 −0.0 −0.2 [−36.8]

cc-pVTZ −58.3 +51.3 −13.1 −2.2 [−0.0] [−0.2] [−22.5]

cc-pVQZ −59.3 +58.2 −15.4 −1.3 [−0.0] [−0.2] [−18.0]

cc-pV5Z −59.5 +60.2 [−15.4] [−1.3] [−0.0] [−0.2] [−16.3]

cc-pV6Z −59.6 +61.4 [−15.4] [−1.3] [−0.0] [−0.2] [−15.0]

CBS LIMIT [−59.6] [+63.2] [−15.4] [−1.3] [−0.0] [−0.2] [−13.3]

∆Ee = ∆E[CCSDT(Q)/CBS] +∆core[CCSD(T)/cc-pCVTZ]

+∆rel[CCSD(T)/cc-pVTZ] +∆DBOC[HF/cc-pVTZ]

= −13.3 + 1.5− 0.2− 0.3 = −12.3 cm−1

∆Efinal = ∆Ee + ∆ZPVE[CCSD(T)/cc-pVTZ]a= −12.3 + 22.3 = 10.0 cm−1

a The zero-point energy contribution from the vibration along the methylene internal rotation coordinate
is excluded.

Table 3.2: Extrapolated energies (in cm−1) for the relative energy difference between 2 to TS1 of
n-propyl radical.

Basis Set ∆EHF δ[MP2] δ[CCSD] δ[CCSD(T)] δ[CCSDT] δ[CCSDT(Q)] ∆E[CCSDT(Q)]

cc-pVDZ +45.5 −36.8 +10.9 +2.0 +0.0 +0.2 [+21.8]

cc-pVTZ +41.3 −47.6 +15.2 +1.6 [+0.0] [+0.2] [+10.7]

cc-pVQZ +41.5 −54.9 +16.8 +0.9 [+0.0] [+0.2] [+4.5]

cc-pV5Z +41.4 −56.6 [+16.8] [+0.9] [+0.0] [+0.2] [+2.7]

cc-pV6Z +41.3 −57.2 [+16.8] [+0.9] [+0.0] [+0.2] [+2.0]

CBS LIMIT [+41.3] [−58.1] [+16.8] [+0.9] [+0.0] [+0.2] [+1.1]

∆Ee = ∆E[CCSDT(Q)/CBS] +∆core[CCSD(T)/cc-pCVTZ]

+∆rel[CCSD(T)/cc-pVTZ] +∆DBOC[HF/cc-pVTZ]

= 1.1− 1.4 + 0.2 + 0.2 = 0.1 cm−1

∆Efinal = ∆Ee + ∆ZPVE[CCSD(T)/cc-pVTZ]a= 0.1− 19.3 = −19.2 cm−1

a The zero-point energy contribution from the vibration along the methylene internal rotation coordinate
is excluded.

PES, lying 4.1 J mol-1 (0.34 cm−1) below 1 at the UHF/3-21G level of theory. Our focal

point analysis, extrapolated to CCSDT(Q)/CBS, illustrates that 1 is actually 105.4 cm−1

lower in energy than 2. We find very small barriers for the transition state structures in both

the low- and high-energy regions; 12.3 cm−1 for the transition of 1 to TS2 and a striking 0.1
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Table 3.3: Extrapolated energies (in cm−1) for the relative energy difference between TS2 to 2 of
n-propyl radical.

Basis Set ∆EHF δ[MP2] δ[CCSD] δ[CCSD(T)] δ[CCSDT] δ[CCSDT(Q)] ∆E[CCSDT(Q)]

cc-pVDZ +29.8 +67.4 −47.1 −13.4 −0.6 −1.8 [+34.2]

cc-pVTZ +35.4 +98.3 −49.9 −12.6 [−0.6] [−1.8] [+68.8]

cc-pVQZ +32.2 +113.6 −49.8 −11.1 [−0.6] [−1.8] [+82.4]

cc-pV5Z +31.7 +114.6 [−49.8] [−11.1] [−0.6] [−1.8] [+82.9]

cc-pV6Z +31.8 +116.4 [−49.8] [−11.1] [−0.6] [−1.8] [+84.8]

CBS LIMIT [+31.8] [+119.0] [−49.8] [−11.1] [−0.6] [−1.8] [+87.4]

∆Ee = ∆E[CCSDT(Q)/CBS] +∆core[CCSD(T)/cc-pCVTZ]

+∆rel[CCSD(T)/cc-pVTZ] +∆DBOC[HF/cc-pVTZ]

= 87.4 + 7.0− 0.6− 0.7 = 93.1 cm−1

∆Efinal = ∆Ee + ∆ZPVE[CCSD(T)/cc-pVTZ]a= 93.1 + 77.3 = 170.4 cm−1

a The zero-point energy contribution from the vibration along the methylene internal rotation coordinate
is excluded.

cm−1 for the transition of 2 to TS1. The internal rotation barrier on the electronic PES is

105.5 cm−1 (1→ TS1), showing surprising agreement with a previous theoretical prediction

(110 cm−1) at the B3LYP/6-311++G(3df,3pd) level of theory.141

As previous research suggests,140 the nature of the PES changes when including the

ZPVE. By including the harmonic ∆ZPVE correction at the CCSD(T)/cc-pVTZ level of

theory, and using the adiabatic approximation, TS2 becomes the global minimum instead

of 1. Furthermore, rotamer 2 becomes the highest energy species instead of TS1. As a

consequence, the potential energy curve transforms from a double-well potential to a regular

single-well potential with 180◦ periodicity (Figure 3.3). The ZPVE of the methylene torsional

motion is 33.2 cm−1, illustrated in Figure 3.5, obtained by solving the vibrational Schrödinger

equation using the fitted enthalpic (0 K) potential energy function V (τ). This ZPVE value

is subsequently appended to the FPA enthalpy change of TS2 → 2. The barrier height

that results is 137.2 cm−1, a substantial improvement from the previous value of 428 J mol-1

(35.8 cm−1) obtained at the UHF/3-21G level140 when compared to the ESR estimate ∼

48



0.4 kcal mol−1 (140 cm−1).134,139 Moreover, the energy ordering of the enthalpic PES agrees

with ESR experiments in cyclopropane solution at 133 K, where rotamer TS2 was suggested

to be the preferred orientation.133,134 We note that even higher levels of theory and larger

basis sets may be required to further quantify the nature of the PES. Recent development in

explicitly correlated methods may be helpful for this kind of problem by including auxiliary

corrections.
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Figure 3.5: Vibrational wave functions for the methylene torsional motion of the n-propyl radical,
superimposed on the fitted enthalpic (0K) potential energy curve along the distinguished reaction
coordinate τ . The energy levels are: 33.2 cm−1 (n = 0), 109.7 cm−1 (n = 1), 161.9 cm−1 (n = 2),
and 277.2 cm−1 (n = 3) where n is the vibrational quantum number.

Our primary goal in determining the correct ordering of the aforementioned stationary

points is to identify an appropriate reference geometry for vibrational analysis so that we may

augment existing data on n-propyl radical. In experiments, the minimum energy conformer

is most likely to be observed, but we identify two such structures depending on whether the

electronic or enthalpic PES is considered (1 or TS2, respectively). The difference in harmonic

frequencies between 1 and TS2 is shown at the CCSD(T)/cc-pVTZ and CCSD(T)/ANO1

levels of theory in Table S2 of the SI. We find that for the twelve modes largely uncoupled
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from the methylene torsional motion (discussed in detail in the following section), only one

(ω6) yields a large difference between the two rotamers (> 25 cm−1). Frequencies of the

remaining eleven modes differ by only 1 cm−1 on average. Consequently, and given the

added difficulty in determining the anharmonic corrections for a transition state, we have

chosen 1, the global minimum on the electronic PES, for our analysis.

3.4.3 Vibrational Frequencies

As discussed in the Computational Methods section, the fundamental frequencies for 1

were determined by appending an anharmonic correction obtained at the CCSD(T)/ANO0

level of theory to harmonic frequencies obtained at the CCSD(T)/ANO1 level. During the

course of our VPT2 analysis, we encountered a large, unphysical anharmonic correction for

the mode corresponding to torsional motion of the radical center about the carbon backbone.

We previously observed this phenomenon in our analysis of the ethyl radical.161 As with

that work, removing the offending mode (ν24 in this case) from the VPT2 analysis – that is,

neglecting its contribution to the anharmonic constants χrs – highlights those modes that are

strongly coupled with the methylene torsional motion. We find that after removal, ν1, ν5, ν7,

ν15 and ν17 - ν23 shift on average by 30 cm−1. The remaining twelve modes, are shifted by only

1.2 cm−1 on average. We interpret those modes to be less coupled to the methylene torsional

motion, and therefore our prediction of their fundamental frequencies should be more reliable.

For instance, we suggest a value of 3021.2 cm−1 for the predominantly uncoupled symmetric

α-CH stretch (ν2), which is in excellent agreement with the value from matrix-isolation

studies (3017.5 cm−1).129,130

We report the anharmonic frequencies and harmonic intensities for eleven modes of 1

in Table 3.4, all of which are largely uncoupled from the torsional motion. One mode, ν6,

has been omitted due to disagreement between the harmonic frequencies of 1 and TS2,

as previously discussed. A list of frequencies for all the modes, including the change after

50



removing ν24, may be found in Table S3 of the SI, for reference. Among the modes listed

in Table 3.4, no Fermi resonances were observed using the criteria |φiik| > 80 cm−1 and

|2ωi − ωk| < 50 cm−1 for Type I and |φijk| > 80 cm−1 and |ωi + ωj − ωk| < 50 cm−1 for

Type II interactions. Resonances were observed among the remaining modes. Treatment is

given in the SI using the standard procedure8 of diagonalizing the corresponding effective

vibrational Hamiltonian where the deperturbed values are set to be the diagonal elements.

Table 3.4: Selected harmonic and anharmonic (fundamental) frequencies (cm−1) for 1 (C1) of the
n-propyl radical.

Theory Experiment

Mode Description ωANO0
a νANO0

b ∆ANO0
c ωANO1

d νe Int.f Ref. [129]g

ν2 symmetric α-CH stretch 3152.9 3025.8 −127.2 3148.3 3021.2 13.8 3017.5

ν3 asymmetric γ-CH stretch 3131.9 2983.3 −148.6 3117.1 2968.5 26.1

ν4 asymmetric γ-CH stretch 3126.1 2978.9 −147.3 3110.6 2963.4 32.9

ν8 γ-CH3 scissor 1512.0 1499.7 −12.3 1508.6 1496.3 3.2

ν9 γ-CH3 twist 1505.7 1463.8 −41.9 1502.5 1460.6 6.0

ν10 β-CH2 scissor 1480.9 1435.2 −45.7 1476.4 1430.6 1.2

ν11 α-CH2 scissor 1470.5 1436.9 −33.6 1472.3 1438.8 2.1

ν12 γ-CH3 umbrella 1415.3 1381.6 −33.7 1410.0 1376.3 2.0

ν13 β-CH2 wag 1363.0 1329.2 −33.8 1363.6 1329.8 2.1

ν14 β-CH2 twist 1280.0 1246.6 −33.4 1276.7 1243.4 0.1

ν16 asymmetric C−C stretch 1091.7 1066.9 −24.8 1093.8 1069.1 0.1

a Harmonic vibrational frequencies obtained at the CCSD(T)/ANO0 level of theory.
b Fundamentals computed at the CCSD(T)/ANO0 level of theory excluding the contribution of mode ν24

in VPT2 analysis.
c ∆ANO0 = νANO0 − ωANO0.
d Harmonic vibrational frequencies computed at CCSD(T)/ANO1 level.
e ν = ωANO1 + ∆ANO0.
f Harmonic IR intensities (km mol−1) at the CCSD(T)/ANO1 level of theory.
g Observed in an argon matrix at 8 K.

Of the values reported in Table 3.4, we find the C−H stretching motions (ν2, ν3, and ν4)

to be the most intense. As such they should be readily observable in future experimental

studies. Interestingly, the asymmetric C−C stretch along the carbon backbone (ν16) has a

small but non-zero intensity. If observed, this mode would provide an important benchmark

for unsaturated molecules of this type. The analogous C−C mode in ethyl radical (C2H5),
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for example, has been assigned to frequencies ranging from 1025 cm−1 to 1185 cm−1.161,162

We previously predicted that the origin of this ambiguity was the result of a nearly zero

computed intensity. For reference, our reported value for the C−C stretching mode in ethyl

radical (1047 cm−1) falls roughly 20 cm−1 lower than that for ν16 of n-propyl (1069 cm−1);

the Cα−Cβ bond length increases by a thousandth of an Angström in propyl radical (from

1.4923 Å to 1.4932 Å).

Importantly, by solving the vibrational Schrödinger equation, we obtain the energy levels

for the methylene torsional motion (ν24). Four low-lying energy levels are found, which are

33.2 cm−1 (n = 0), 109.7 cm−1 (n = 1), 161.9 cm−1 (n = 2), and 277.2 cm−1 (n = 3), where

n is the vibrational quantum number. The prediction for the fundamental transition of the

torsional motion is thus 76.5 cm−1, which is the energy difference between the first (n = 0)

and the second (n = 1) energy levels. This fundamental transition lies in the far-infrared

region and has not been observed so far. The first overtone, which is predicted to be 128.7

cm−1, may also be observable. Far-infrared measurements of transitions between the highly

anharmonic torsional states of n-propyl would not only have diagnostic merit but would also

provide fundamental tests of vibrational adiabaticity for a multi-mode system.

3.5 Summary

We report four unique stationary points (1, 2, TS1 and TS2) along the methylene hin-

dered internal rotation coordinate of n-propyl radical using high-accuracy coupled cluster

methods. Except for TS2, which possesses Cs symmetry, all other stationary points ex-

hibit pyramidal distortion at the radical center. Relative energies between rotamers were

determined by focal point analysis extrapolated to the CCSDT(Q)/CBS limit. Notably, the

minimum energy rotamer shifts from 1 on the electronic potential energy surface (PES) to

TS2 on the enthalpic (0 K) PES, clearly indicating the strong influence of the zero-point

52



vibrational energy correction. Our final predictions place the barrier height for internal rota-

tion at 137.2 cm−1, which agrees with prior ESR experiments (∼ 140 cm−1). We also report

eleven fundamental frequencies for n-propyl radical, those modes that we find to be largely

uncoupled from the highly anharmonic torsional motion of the radical center. Comparison

of our predicted symmetric α-CH stretching mode, for example, to available experimental

spectra observed in an argon matrix yields agreement within 4 cm−1. As only four modes

have been previously reported from experimental work, our results significantly augment the

available data. Finally, the anharmonic frequency for the methylene torsional motion is pre-

dicted to be 76.5 cm−1 by explicitly solving the corresponding one-dimensional vibrational

Schrödinger equation; yet this mode has not been observed experimentally. The results

presented herein should serve to further guide characterization of this important molecule.
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4.1 Abstract

We introduce a multireference version of the driven similarity renormalization group

(DSRG) approach [F. A. Evangelista, J. Chem. Phys. 141, 054109 (2014)] based on a

generalized reference wave function and operator normal ordering [W. Kutzelnigg and D.

Mukherjee, J. Chem. Phys. 107, 432 (1997)]. We perform a perturbative analysis of the

corresponding equations at second order and derive a novel multireference perturbation the-

ory, termed DSRG-MRPT2. The DSRG-MRPT2 energy equation can be written in a simple

and compact form and can be solved via a non-iterative procedure that requires at most the

three-body density cumulant of the reference. Importantly, even at the perturbation level,

the multireference DSRG is free from the intruder-state problem. We propose an optimal

range of the DSRG flow parameter that consistently yields reliable potential energy curves

with minimal non-parallelism error. We find that the DSRG-MRPT2 can describe the po-

tential energy curves of HF and N2, and the singlet-triplet gap of para-benzyne with an

accuracy similar to that of other multireference perturbation theories.

4.2 Introduction

Multireference (MR) electronic structure theories163–165 are indispensable tools for accu-

rately describing near-degenerate electronic states. Multireference methods usually separate

electron correlation into two contributions:166 (1) static correlation, which arises from the

strong mixing of near-degenerate configurations (determinants), and (2) dynamic correlation,

which is associated with small contributions of excited configurations that mostly model the

short-range structure of the wave function and dispersion interactions. Static correlation

effects can be captured by multideterminantal wave functions.30,167–173 However, quantita-

tively accurate predictions require the simultaneous treatment of both static and dynamic

electron correlation.

55



Dynamic correlation effects are commonly introduced via multireference versions of per-

turbation theory174–182 (MRPT), configuration interaction (MRCI),163,183,184 coupled cluster

theory (MRCC),185–193 and other approaches.194–197 At the core of most multireference the-

ories of dynamic correlation is the similarity transformation of the Hamiltonian (Ĥ) via a

wave operator Ω̂:

Ω̂ : Ĥ → H̄ = Ω̂−1ĤΩ̂, (4.1)

which yields a transformed Hamiltonian H̄. The purpose of the similarity transformation is

to fold a large number of degrees of freedom into the effective Hamiltonian, a small part of

H̄ that is “decoupled” from the rest of the operator. The effective Hamiltonian describes

only a manageable number of states and can be diagonalized to obtain ground and excited

state wave functions.

Multireference theories based on effective Hamiltonians are known to suffer from two im-

portant problems. The first is the intruder-state problem,198–200 which is encountered when

states that lie within and outside the space spanned by the effective Hamiltonian become

near degenerate. From the perspective of perturbation theory, intruders correspond to ex-

cited configurations with vanishing energy denominators. As a consequence, the first-order

wave function contains unphysical (often diverging) contributions from excited configura-

tions. The intruder-state problem may be alleviated in MRPT by introducing an empirical

level-shift parameter that regularizes the offending denominators.201,202 For nonperturbative

approaches, several techniques have been developed to deal with intruders.198

The second difficulty faced by MR effective Hamiltonian theories is the mismatching be-

tween the number of wave function parameters and the number of conditions that can be

derived from projections of the Schrödinger equation. For instance, state-specific MRCC

theories186–189,203,204 contain redundant wave function parameters, and additional sufficiency

conditions must be enforced to ensure a unique solution. Another example is that of
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internally-contracted multireference theories,26,205–209 in which excitation operators are lin-

early dependent and must be orthonormalized. For nonlinear theories, the elimination of lin-

ear dependencies introduces numerical instabilities and leads to the appearance of “bumps”

in potential energy surfaces.194,195,197,206,207 One solution to the problem of redundant pa-

rameterization is to impose many-body conditions. This approach originates in early works

of Lindgren210 and has been used by Nooijen and collaborators to formulate various coupled

cluster approaches.191–193,211

(b) Renormalized Hamiltonian(a) Bare Hamiltonian

Flow parameter

Figure 4.1: Example of the evolution of the two-body components of the transformed Hamiltonian
[H̄rs

pq (s)] as a function of the flow parameter s in the single-reference driven similarity renormal-
ization group. H̄rs

pq (s) is represented as a plot of the matrix M[pq],[rs](s) = H̄rs
pq (s) where [pq] and

[rs] are composite indices. The composite indices are divided into three sets: occupied-occupied
([ij]), occupied-virtual ([ia]), and virtual-virtual ([ab]), and the matrix plot shows nine distinct
blocks that originate from various combinations of composite indices. For increasing values of s,
the DSRG achieves an increasing decoupling of the block corresponding to H̄ ij

ab(s) = 〈Φab
ij | H̄(s) |Φ〉,

which is responsible for the coupling of the reference (Φ) to doubly excited determinants (Φab
ij ).

Electron correlation approaches based on the renormalization group (RG) have recently

found interesting applications in quantum chemistry. For example, the density-matrix renor-

malization group30,168–170 (DMRG) has been applied successfully to molecules that are be-

yond the scope of the traditional complete active space self-consistent field167 (CASSCF)

method.3,212,213 In this work we are concerned with a different RG technique introduced

recently by one of us: the driven similarity renormalization group (DSRG).9 The DSRG

builds on the similarity renormalization group (SRG), developed independently by G lazek

and Wilson33,34 and Wegner.35,214 The DSRG is an alternative approach to treat dynamic
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correlation effects in many-body theories and is based on a series of infinitesimal unitary

transformations of the Hamiltonian. The extent of this continuous transformation is con-

trolled by a flow parameter s, which can be related to an energy cutoff.9,215,216 Figure 4.1

illustrates the DSRG transformation of a many-body operator—represented here as a matrix

in which the elements are sorted according to the orbital energies. In this example, it can be

seen that as the flow parameter increases, the DSRG transformation gradually zeros certain

elements of H̄(s) that couple a closed-shell reference to doubly excited determinants [H̄ ij
ab(s)].

As the DSRG transformation progresses, it reduces the elements of H̄ ij
ab(s) with large energy

denominators and then proceeds to those with small denominators. In this way, if the DSRG

transformation is halted at a finite value of s, it will never attempt to zero the elements of

H̄ ij
ab(s) with zero energy denominators.

The SRG has found several applications in nuclear physics217–219 and in this context it was

recently extended to treat open-shell nuclei.220 However, until recently the only application of

the SRG to quantum chemistry consisted in a study of the water molecule by White.215 In our

previous work,9 the single-reference SRG and DSRG were implemented and benchmarked on

ground state equilibrium properties of several diatomic molecules. Our study established that

the SRG with one- and two-body operators [SRG(2)] has an accuracy that is intermediate

between that of coupled cluster with singles and doubles23,24,92 (CCSD) and CCSD with

pertubative triples corrections21,29,93,94 [CCSD(T)]. We also discovered that the SRG cannot

easily converge calculations on C2 and F2, and it appears to predict a nonbonded energy

minimum for F2. These difficulties arise from the fact that the solutions of the SRG approach

are found by numerical integration of a set of ordinary differential equations.9,34,35,215 In

certain cases this set of differential equations is ill-conditioned and numerical integration

stalls. This problem was the original motivation that lead us to develop the DSRG. In the

DSRG, the unitary transformation of the Hamiltonian is parameterized indirectly by a source

operator. The source operator can be written in a closed form, and thus, the DSRG equations
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consist of a set of polynomial equations that can be solved with well established numerical

approaches developed for coupled cluster theory. In our benchmark study, the DSRG was

shown to yield results that are similar to those obtained from the SRG. In addition, we found

no instance in which the DSRG equations fail to converge or yields anomalous results.

The goal of this work is to extend the DSRG approach to a general multireference wave

function. In order to explore the pivotal properties of the multireference DSRG (MR-DSRG)

theory, we conduct a perturbative analysis of the corresponding equations at second order.

The resulting DSRG second-order multireference perturbation theory (DSRG-MRPT2) has

several attractive features: (1) it is size extensive, (2) it can be evaluated in a non-iterative

fashion, and (3) it demands at most three-particle density cumulant.221–225 We will start

by formulating the general DSRG approach based on a multireference wave function in

Sec. 4.3.2, where the generalized normal ordered operators221,226,227 and many-body condi-

tions191,210,211 are employed. In Sec. 4.3.3, we derive the DSRG-MRPT2 equations. What

follows is a discussion of the formal properties of the MR-DSRG in Secs. 4.3.4 and 4.3.5. In

Sec. 4.4, we apply the DSRG-MRPT2 to compute the dissociation curves of hydrogen fluo-

ride and nitrogen molecules along with their spectroscopic constants, and the singlet-triplet

separation of the para-benzyne molecule. Finally, in Sec. 4.5 we will discuss our findings and

propose future extensions of the MR-DSRG theory.

4.3 Theory

4.3.1 Synopsis of the DSRG Theory

In the unitary DSRG formalism,9 the bare Hamiltonian (Ĥ) is brought to a diagonal

form by a continuous unitary transformation:

Ĥ → H̄(s) = Û †(s)ĤÛ(s), (4.2)
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where H̄(s) is the transformed Hamiltonian and Û(s) is a unitary operator that depends on

a time-like parameter s defined in the range [0,∞). At the beginning of the transformation

(s = 0) we require that Û(0) = 1̂ so that the DSRG Hamiltonian coincides with the bare

Hamiltonian. In the limit of s → ∞ we instead require that the unitary transformation

exactly decouples the reference from excited states.

The unitary DSRG9 postulates that the flow of the Hamiltonian is driven by an Her-

mitian s-dependent source operator R̂(s). More specifically, the non-diagonal part of the

transformed Hamiltonian [H̄(s)]N, is equal to the source operator for all values of s:

[H̄(s)]N = R̂(s). (4.3)

Therefore, once the source operator is specified, the DSRG equation [Eq. (4.3)] implicitly

defines the unitary transformation Û(s). The non-diagonal part of H̄(s) contains those

Hugenholtz diagrams closed from the bottom and from the top, which correspond to pure

excitation and de-excitation components of the Hamiltonian, respectively.36,37 The electronic

energy is obtained by taking the expectation value of the transformed Hamiltonian:

E(s) = 〈Φ|H̄(s)|Φ〉 . (4.4)

It is important to notice that the DSRG equation [Eq. (4.3)] and the energy [Eq. (4.4)] are

evaluated at fixed values of the flow parameter and do not require numerical integration like

in the case of the SRG.

4.3.2 Formulation of the DSRG Based on A Generalized Reference Wave

Function

In this section, we will formulate a unitary version of the DSRG using the formalism of

generalized normal ordering.221,226–229 For a detailed introduction to the generalized normal
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Figure 4.2: Definition of orbital spaces and their corresponding orbital indices used in this work.

ordering we direct the reader to Refs. 203,221,226–229. Additionally, we provide a summary

of this topic in the Supporting Information. Following the conventional definition of active

space, the spin orbitals {φp, p = 1, · · · , N} are partitioned into three distinct subsets: core

(C), active (A), and virtual (V), of dimensions NC, NA, and NV, respectively. For conve-

nience, we also consider the sets of generalized hole (H) and particle (P) spin orbitals, defined

as H = C∪A and P = A∪V, of size NH and NP, respectively. Figure 4.2 summarizes the

orbital spaces and the corresponding orbital index notation used in this work.

The generalized Fermi vacuum Φ used to define the operator normal ordering is a linear

combination of Slater determinants (Φµ) weighted by the coefficients {cµ},

|Φ〉 =
d∑

µ=1

cµ |Φµ〉 , (4.5)

where, without loss of generality, |Φ〉 is normalized to one. The determinants that enter in

the definition of Φ are chosen to form a complete active space of dimension d, M0 = {Φµ, µ =

1, · · · , d}. That is, we consider all determinants Φµ with occupied core orbitals and a given

61



number of active electrons (nact) distributed in the active orbitals:

|Φµ〉 = âuâv · · ·︸ ︷︷ ︸
nact

C∏
m

âm |〉 , (4.6)

where |〉 is the true vacuum and âp (âp) is a second quantized creation (annihilation) operator.

The second-quantized bare Hamiltonian written in the normal ordered form with respect

to the vacuum Φ is

Ĥ = E0 +
∑
pq

f qp{âpq}+
1

4

∑
pqrs

vrspq{âpqrs}, (4.7)

where E0 = 〈Φ| Ĥ |Φ〉 is the energy of the reference Φ and f qp is the matrix element of the

generalized Fock matrix. The latter is computed from the standard one-electron integrals

(hpq = 〈φq| ĥ |φp〉), the antisymmetrized two-electron integrals (vpqrs = 〈φrφs||φpφq〉), and the

one-particle density matrix of the reference (γpq = 〈Φ|âpâq|Φ〉):

f qp = hqp +
∑
rs

vqsprγ
r
s . (4.8)

In Eq. (4.7), the creation and annihilation operators are written in a compact form,

âab···ij··· = âaâb · · · âj âi, (4.9)

and normal ordering of the operators is indicated by curly braces.

The DSRG transformed Hamiltonian [H̄(s)] may be expressed in the normal ordered

form with respect to Φ and in general it will be the sum of a scalar term [H̄0(s)] and various

k-body operators [H̄k(s)] with rank k as high as the total number of electrons:9,191

H̄(s) = H̄0(s) + H̄1(s) + H̄2(s) + H̄3(s) + · · · , (4.10)
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where a generic k-body operator H̄k(s) is defined as:

H̄k(s) =
1

(k!)2

∑
pqrs···

H̄rs···
pq···(s){âpq···rs···}. (4.11)

The unitary operator Û(s) is conveniently parameterized as the exponential of an anti-

Hermitian operator Â(s):

Û(s) = eÂ(s), (4.12)

where Â(s) is truncated to a given substitution level n:

Â(s) =
n∑
k=1

Âk(s). (4.13)

Each k-body component of Â(s) [Âk(s)] is related to an excitation operator [T̂k(s)]:

Âk(s) = T̂k(s)− T̂ †k (s), (4.14)

T̂k(s) =
1

(k!)2

H∑
ij···

P∑
ab···

tij···ab···(s){â
ab···
ij··· }. (4.15)

The cluster amplitudes [tij···ab···(s)] are tensors anti-symmetric with respect to the individual

permutation of upper and lower indices. In the definition of T̂k, internal amplitudes corre-

sponding to substitutions involving only active spin orbitals are excluded,

txy···uv··· = 0, u, v, x, y ∈ A (4.16)

since their effect is to relax the coefficients that define the reference wave function (cµ).

The source operator [R̂(s)] contains contributions from normal ordered many-body op-
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erators of different rank:

R̂(s) = R̂1(s) + R̂2(s) + · · · . (4.17)

There is no scalar contribution in Eq. (4.17) since R̂(s) contains only excitation and de-

excitation operators. In accordance with the boundary conditions imposed onto Û(s), we

impose the following requirements onto R̂(s): (1) when s = 0, the non-diagonal component

of H̄ is identical to the bare Hamiltonian,

R̂(0) = [H̄(0)]N = ĤN; (4.18)

(2) when s→∞, the non-diagonal elements of the Hamiltonian vanish,

R̂(∞) = [H̄(∞)]N = 0. (4.19)

So far, we have not explicitly identified the expressions for the source operator. For

R̂k(s), we adopt the same parametrization as our previous work, which is determined from

a perturbative analysis of the single-reference SRG equations,9

rij···ab···(s) = [H̄ ij···
ab···(s) + tij···ab···(s)∆

ij···
ab···]e

−s(∆ij···
ab···)

2

, (4.20)

and rab···ij··· (s) = [rij···ab···(s)]
∗. In Eq. (4.20) ∆ij···

ab··· is a generalized Møller–Plesset denominator

defined in terms of the diagonal components of the Fock matrix (εp = fpp ),

∆ij···
ab··· = εi + εj + · · · − εa − εb − · · · . (4.21)

Eqs. (4.2)–(4.4) and (4.10)–(4.20) define our unitary multireference DSRG approach. No-

tice that the DSRG flow equation [Eq. (4.3)] is a set of many-body conditions, and it should
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be interpreted as equating the various normal ordered operator components of [H̄(s)]N and

R̂(s). When the left-hand-side of the DSRG flow equation [Eq. (4.3)] is expanded using

the Baker–Campbell–Hausdorff (BCH) formula and the operator components are equated

to that of the source operator, one obtains a set of polynomial equations in the amplitudes

tij···ab···(s). In the unitary version of the DSRG, these equations do not truncate, so practical

implementations have to resort to use an approximated BCH formula.194,230 Alternatively,

it is possible to formulate a coupled cluster version of the multireference DSRG, in which

the unitary transformation is replaced by a similarity transformation carried out by the

exponential of an excitation operator. Nevertheless, these considerations do not affect the

perturbative analysis of the DSRG equations carried out in this work. It is also not obvi-

ous that the MR-DSRG equations based on the source operator given in Eq. (4.20) always

have a solution. However, our previous work9 on the single-reference DSRG showed that

solutions of the non-perturbative equations can be found even in challenging cases. For ex-

ample, the dissociation curve of H2O was computed with the single-reference DSRG without

encountering convergence problems.

The source operator can be used to illustrate some of the features of the DSRG approach.

In both the SRG and the DSRG, the time-like parameter s has a unit of [energy]−2 and can be

associated with an energy cutoff defined as Λ = s−1/2.9,216 The many-body components of H̄

that couple the reference |Φ〉 to internally-contracted excited configurations âab···ij··· |Φ〉 can be

identified with the matrix elements H̄ ij···
ab···(s). For a fixed value of s, the elements of H̄ ij···

ab···(s)

with |∆ij···
ab···| larger than Λ are approximately zero. On the contrary, if |∆ij···

ab···| � Λ, then the

corresponding H̄ ij···
ab···(s) is in general non-zero. Thus, in the DSRG (and SRG) the parameter

s can be used to separate different energy scales of the Hamiltonian, which are expressed as

the energy difference between the reference and its excitations or de-excitations. The partial

decoupling of the Hamiltonian achieved by the DSRG sets this formalism apart from other

nonperturbative many-body approaches. Moreover, this feature is also what guarantees the
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avoidance of the intruder-state problem in multireference many-body approaches based on

the DSRG. This aspect is investigated further in Secs. 4.3.4 and 4.4.3.

4.3.3 Perturbative Analysis of the MR-DSRG Equations

Some of the features of the MR-DSRG theory can be appreciated by conducting a per-

turbative analysis of the corresponding equations. We will restrict this study to the case of a

fixed reference, that is we ignore the relaxation of the coefficients cµ that enter the definition

of |Φ〉 in Eq. (4.5). Our analysis begins by partitioning the bare Hamiltonian [Eq. (4.7)] into

a zeroth-order term Ĥ(0) plus a first-order perturbation Ĥ(1) dependent on the parameter ξ,

Ĥ = Ĥ(0) + ξĤ(1). (4.22)

The zeroth-order Hamiltonian includes the reference energy (E0) and a one-body operator

[F̂ (0)],

Ĥ(0) = E0 + F̂ (0), (4.23)

where F̂ (0) contains the diagonal blocks of the Fock matrix corresponding to the core, active,

and virtual orbitals:

F̂ (0) =
C∑
mn

fnm{âmn }+
A∑
uv

f vu{âuv}+
V∑
ef

f fe {âef}. (4.24)

This choice of F̂ (0) guarantees that Ĥ(0) is invariant with respect to separate rotations of

core, active, and virtual orbitals. To simplify the structure of F̂ (0), we work in the basis

of semi-canonical orbitals, defined in such a way that the core, active, and virtual blocks

of the generalized Fock matrix are diagonal.231,232 Thus, the zeroth-order generalized Fock
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operator is simply

F̂ (0) =
∑
p

εp{âpp}, (4.25)

and it can be expressed using only a set of orbital energies {εp}, which are the diagonal

elements of the generalized Fock matrix, εp = fpp . The resulting first-order Hamiltonian then

contains the one- and two-body terms F̂ (1) and V̂ (1),

Ĥ(1) = Ĥ − Ĥ(0) = F̂ (1) + V̂ (1), (4.26)

where the one-body operator F̂ (1) involves only the off-diagonal contributions (e.g. coupling

orbitals in C and V, etc.) and the two-body operator V̂ (1) corresponds to the full two-body

operator V̂ = 1
4

∑
pqrs v

rs
pq{âpqrs}.

The perturbation theory derived from the many-body formulation of MR-DSRG is ob-

tained by writing the DSRG energy and flow equations [Eqs. (4.3) and (4.4)] as depending

on the perturbation ordering parameter ξ:

E(s, ξ) = 〈Φ|H̄(s, ξ)|Φ〉 , (4.27)

R̂(s, ξ) = [H̄(s, ξ)]N = [e−Â(s,ξ)ĤeÂ(s,ξ)]N, (4.28)

where the source operator [R̂(s, ξ)], the anti-Hermitian operator [Â(s, ξ)], and the energy

[E(s, ξ)] are expanded in power series of ξ:

R̂(s, ξ) = R̂(0)(s) + ξR̂(1)(s) + ξ2R̂(2)(s) + · · · , (4.29)

Â(s, ξ) = Â(0)(s) + ξÂ(1)(s) + ξ2Â(2)(s) + · · · , (4.30)

E(s, ξ) = E(0)(s) + ξE(1)(s) + ξ2E(2)(s) + · · · . (4.31)
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Expanding the transformed Hamiltonian [H̄(s, ξ)] and subsequently collecting terms with

the same power of ξ yields the working equations for the MR-DSRG perturbation theory.

The zeroth-order DSRG equation is satisfied by the trivial solution Â(0)(s) = 0, which

implies that zeroth-order energy corresponds to the energy of the reference,

E(0)(s) = 〈Φ|H̄(0)(s)|Φ〉 = 〈Φ|E0 + F̂ (0)|Φ〉 = E0, (4.32)

where we have employed the fact that F̂ (0) is normal ordered with respect to the vacuum Φ.

The first-order contribution to the energy is null,

E(1)(s) = 〈Φ|Ĥ(1) + [Ĥ(0), Â(1)(s)]|Φ〉 = 0, (4.33)

since Ĥ(1) is normal ordered with respect to Φ and Â(1)(s) does not contain internal excita-

tions. The first-order DSRG equation

R̂(1)(s) = [H̄(1)(s)]N =
(
Ĥ(1) + [Ĥ(0), Â(1)(s)]

)
N
, (4.34)

leads to the following expressions for the first-order amplitudes:

ti,(1)
a (s) =

[
f
i,(1)
a +

A∑
ux

∆x
ut
iu,(1)
ax (s)γxu

][
1− e−s(∆i

a)2
]

εi − εa
, (4.35)

t
ij,(1)
ab (s) =

v
ij,(1)
ab [1− e−s(∆

ij
ab)

2
]

εi + εj − εa − εb
. (4.36)

Notice that when |∆ij
ab| (or |∆i

a|) greater than the energy cutoff Λ = s−1/2, the first-order

amplitudes resemble the equations of open-shell perturbation theory. Eqs. (4.35) and (4.36)

were derived using the generalized Wick’s theorem, and details are provided in the Supporting

Information.
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The first non-trivial correction to the energy appears at second-order with respect to the

perturbation parameter ξ,

E(2)(s) = 〈Φ|[Ĥ(1), Â(1)(s)]|Φ〉+
1

2
〈Φ|
[
[Ĥ(0), Â(1)(s)], Â(1)(s)

]
|Φ〉

=
1

2
〈Φ|[H̃(1)(s), Â(1)(s)]|Φ〉 , (4.37)

where we used Eq. (4.34) to simplify the energy expression and introduced a modified first-

order effective Hamiltonian, H̃(1)(s) = Ĥ(1)(s) + R̂(1)(s), with s-dependent non-diagonal

components:

f̃ i,(1)
a (s) =f i,(1)

a [1 + e−s(∆
i
a)2 ] + [

∑
ux

∆x
ut
iu,(1)
ax (s)γxu ]e−s(∆

i
a)2 , (4.38)

ṽ
ij,(1)
ab (s) =v

ij,(1)
ab [1 + e−s(∆

ij
ab)

2

]. (4.39)

The various terms that contribute to the DSRG-MRPT2 energy are reported in Table 4.1.

These energy contributions are given in terms of the modified one- and two-body integrals

[f̃
i,(1)
a (s) and ṽ

ij,(1)
ab (s)], the one-particle density matrix (γ), the one-hole density matrix

defined as the difference between identity matrix and one-particle density matrix (η = 1−γ),

and the two- and three-body cumulants (λ2, λ3) of the reference wave function.

The first-order amplitude equations [Eqs. (4.35) and (4.36)] together with the expres-

sions for the second-order energy [Eq. (4.37) and Table 4.1] define the second-order MR-

DSRG perturbation theory (DSRG-MRPT2). It is worth pointing out several advantages

of the DSRG-MRPT2 method. The first-order amplitudes and E(2) can be computed via

an efficient non-iterative procedure that, in most common situations (NA � NC < NV)

and excluding the cost of integral transformation, is dominated by a term proportional to

O(N2
HN

2
P). Although our formulation of the DSRG-MRPT2 requires at most the three-

particle density cumulant (λ3), resulting in a O(N6
ANV) scaling, this is not expected to be
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a major bottleneck when NA < 20–30 orbitals. However, we also consider an approximate

version of the DSRG-MRPT2 in which the three-body cumulant is neglected from the E(2)

equations. This approximation avoids the O(N6
A) memory cost required to store λ3 and

reduces the scaling of E(2) with respect to the number of active orbitals down to O(N4
AN

2
V).

Also notice that a novel renormalization term [R̂(1)(s)] appears in the expression of E(2).

In our numerical studies we found that for finite values of s, R̂(1)(s) has the net effect of

increasing the magnitude of the second-order correlation energy. As s → ∞, the energy

contribution from R̂(1)(s) gradually vanishes.

We end this section by pointing out connections between the s→∞ limit of the DSRG-

MRPT2 and other perturbation theories. In the general case, DSRG-MRPT2 (s → ∞) is

analogous to Brandow’s second-order multireference many-body perturbation theory (MR-

MBPT2),233 with the difference that in the former case the reference is a multideterminantal

wave function instead of a core closed-shell determinant. When the model space consists

of a single high-spin open-shell determinant, the DSRG-MRPT2 (s → ∞) reproduces the

second-order restricted open-shell Møller–Plesset (ROMP) theory of Amos, Andrews, Handy

and Knowles,234 while in the case of a single closed-shell determinant, the DSRG-MRPT2

(s→∞) is identical to the second-order Møller–Plesset (MP2) energy.

4.3.4 Avoidance of Intruders in the DSRG

An analysis of the amplitude expressions of Eqs. (4.35) and (4.36) in the limit of small

energy denominators elucidates the mechanism by which the MR-DSRG avoids the intruder-

state problem. For example, as |∆ij
ab| → 0, the t

ij,(1)
ab (s) amplitude can be expressed as a

Taylor series of f(z) = (1− e−z2)/z expanded in the dimensionless variable z =
√
s∆ij

ab:

t
ij,(1)
ab (s) = v

ij,(1)
ab

√
sf(z) = s v

ij,(1)
ab ∆ij

ab +O[s
3
2 (∆ij

ab)
3], (4.40)
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Table 4.1: DSRG-MRPT2 zeroth- and second-order energy expressions. All quantities are given
in terms of the one-particle density matrix (γpq ), the one-hole density matrix (ηpq ), the two-body
cumulant (λuvxy), and the three-body cumulant (λuvwxyz ) of the reference (Φ). The Einstein convention
for the summation over the repeated indices is employed. See Figure 4.2 for the definition of the
orbital spaces and their corresponding indices.

Term Energy Expression

E(0) fqp γ
p
q − 1

2v
rs
pq γ

p
r γ

q
s + 1

4v
rs
pq λ

pq
rs

1
2 〈[F̃
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(1)
1 (s)]〉 +f̃
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j (s)t
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1
2 〈[Ṽ
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(1)
1 (s)]〉

+ 1
2 ṽ

ev,(1)
xy (s)t
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e (s)λxyuv

− 1
2 ṽ
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my (s)t
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x (s)λxyuv

1
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+ 1
2 f̃
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x (s)t

uv,(1)
ey (s)λxyuv

− 1
2 f̃
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m (s)t
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xy (s)λxyuv

1
2 〈[Ṽ

(1)(s), Â
(1)
2 (s)]〉

+ 1
4 ṽ

cd,(1)
kl (s)t
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ab (s)γki γ

l
jη

a
c η

b
d

+ 1
8 ṽ

cd,(1)
xy (s)t

uv,(1)
ab (s)ηac η

b
dλ

xy
uv

+ 1
8 ṽ

uv,(1)
kl (s)t

ij,(1)
xy (s)γki γ

l
jλ

xy
uv

+ṽ
vb,(1)
jx (s)t

iu,(1)
ay (s)γji η

a
bλ

xy
uv

+ 1
4 ṽ

uv,(1)
iz (s)t

iw,(1)
xy (s)λxyzuvw

+ 1
4 ṽ

wa,(1)
xy (s)t

uv,(1)
az (s)λxyzuvw

and similarly for the t1 amplitude equation. Eq. (4.40) shows that for finite values of s small

energy denominators cannot cause the DSRG-MRPT2 first-order amplitudes to diverge. As

a consequence, E(2)(s) is also well behaved when one or more energy denominators approach

or become equal to zero. This feature of the DSRG-MRPT2 is due to the term f(z) in

Eq. (4.40), which may be viewed as a subtle way to regularize the energy denominators. We

also notice that the function f(z) is odd with respect to z and goes to zero as z → 0. For

a fixed value of v
ij,(1)
ab when the energy denominator ∆ij

ab goes from zero to infinity, t
ij,(1)
ab (s)

first increases and then decreases. As a result, the DSRG regularization may introduce

“ripples” in potential energy surfaces. However, this problem cannot be avoided because

any odd regularization function that yields a finite amplitude in the limit ∆ij
ab → 0 will

have a discontinuity at the origin and—even worse—will introduce “jumps” in potential
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energy surfaces. This happens, for example, if the regularized denominator takes the form

g(z) = (1− e−|z|)/z.

Both the perturbative and non-perturbative versions of the DSRG (and the SRG) are

inherently intruder free, and this feature differentiates them from regularization techniques

commonly applied a posteriori to address the intruder-state problem in multireference per-

turbation theories.201,202,235 The DSRG-MRPT2 regularized denominator may also be related

to the restrained denominator MP2 of Ohnishi, Ishimura, and Ten-no,236 which has been em-

ployed to improve the accuracy of intermolecular interaction energies computed with MP2.

This approach uses a modified denominator of the form max(τ,∆ij
ab), where τ is an energy

threshold set equal to approximately 2.4 Eh. Interestingly, this energy threshold falls within

the optimal range of energy cutoff identified in this work (Λ ∈ [1, 3] Eh).

How should one choose the flow parameter s? This question will be addressed in two

ways. Here we provide boundaries on s that are deduced by imposing conditions on the

DSRG transformation, while in Sec. 4.4.3 we study how the choice of s affects the accuracy

of the DSRG-MRPT2 energy. In general, the choice of s is dictated by two requirements.

On one hand, the amount of correlation energy recovered by the DSRG increases with s,

and so this quantity should be chosen to be as large as possible. On the other hand, if s is

too large, the DSRG will be more sensitive to small energy denominators. Our objective is

to determine an upper bound on s that guarantees that the DSRG transformation avoids

the appearance of intruder states, corresponding to large t amplitudes. To this end, we seek

a condition on s to ensure that the absolute value of the DSRG amplitudes is less than a

certain maximum value (tmax):

‖tij,(1)
ab (s)‖max < tmax, (4.41)

where ‖ · ‖max indicates the elementwise max norm of a tensor. To impose Eq. (4.41) we first
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notice that the following inequality holds:

‖tij,(1)
ab (s)‖max ≤ ‖vij,(1)

ab ‖max max
z
|f(z)|

√
s. (4.42)

A sufficiency condition that satisfies Eq. (4.41) can be derived by imposing:

‖vij,(1)
ab ‖max max

z
|f(z)|

√
s < tmax. (4.43)

Using the fact that the maximum of |f(z)| with respect to z is max
z
|f(z)| = (1− e−c2)/c =

0.6382, where c = 1.1209, we arrive at the following condition:

s <

[
tmax

0.6382 ‖vij,(1)
ab ‖max

]2

. (4.44)

Eq. (4.44) can be used to derive an upper bound for s. A reasonable choice of tmax is

0.1, which is equivalent to require that no excited configuration has a weight larger than

1%. Furthermore, we assume that the maximum value of two-electron integral for valence-

valence excitations is around 0.1 Eh (‖vij,(1)
ab ‖max ≈ 0.1). Under these assumptions we obtain

the condition s < 2.46 E−2
h , which is equivalent to an energy cutoff Λ > 0.64 Eh. We take

this result as an indication that s should be chosen to be of the order of one E−2
h or less.

4.3.5 Formal Aspects of the MR-DSRG

In this section we discuss formal properties of the MR-DSRG, including the invariance

of the energy with respect to orbital rotations, size consistency and extensivity, and vacuum

relaxation effects. The source operator used in this work [Eq. (4.20)] is identical to the one

previously used in the single-reference DSRG,9 and it is not orbital invariant. However,

we have recently discovered that it is possible to write a more general version of the source

operator that is orbital invariant and that coincides with Eq. (4.20) in a semi-canonical orbital
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basis. Since in the DSRG-MRPT2 it is always computationally advantageous to work with

a diagonal zeroth-order operator, the issue of restoring orbital invariance has little practical

importance. Therefore, we leave this topic for future work on nonperturbative versions of

the MR-DSRG.

Since all quantities that enter the MR-DSRG energy and amplitude equations are con-

nected, this theory and the DSRG-MRPT2 are size extensive. The connectivity of the

MR-DSRG equations also implies that if the molecular orbital basis is localized on separate

molecular fragments, then the sum of the energy of isolated fragments is equal to the energy

computed on a supramolecular species composed of noninteracting fragments.237 Size consis-

tency was confirmed numerically on the systems H2 · · ·H2 and HF· · ·HF using a four-electron

in four-orbital active space for the supramolecular species and a two-electron in two-orbital

active space for the individual fragments.

Finally, we comment on the issue of relaxation of the reference in the MR-DSRG and

other multireference theories based on generalized normal ordering. Any formalism that ex-

presses the exact wave function (|Ψ〉) as a wave operator Ω̂ applied to a multideterminantal

reference, |Ψ〉 = Ω̂ |Φ〉, must either allow the reference to relax by treating the expansion

coefficients as variables, or include internal amplitudes that can change the weight of the

reference determinants in Ω̂. The first option is usually the most convenient, and it produces

theories that are numerically robust. For example, this approach is at the basis of recent

formulations of the internally-contracted multireference theories.26,206–209,238 Reference re-

laxation effects can be introduced in the MR-DSRG following the same approach used in

other internally-contracted multireference theories. In practice this requires solving the MR-

DSRG equations and diagonalizing H̄ in the model space until a self-consistent solution is

reached. As the reference changes, so do the density matrix, the cumulants, and the normal

ordered operators. Alternatively, the DSRG transformed Hamiltonian can be diagonalized in

a space of determinants (configurations)—generally much larger than the model space—that
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accounts for orbital and reference relaxation. This strategy is followed for example in several

multireference coupled cluster methods developed by Nooijen and co-workers.190–193

4.4 Results

4.4.1 Dissociations of Hydrogen Fluoride and Nitrogen

The accuracy of DSRG-MRPT2 was initially tested on the potential energy curves of

the X 1Σ+ state of hydrogen fluoride and the X 1Σ+
g state of the nitrogen molecule. A

two-electron two-orbital CASSCF [CASSCF(2,2)] reference was employed for HF, while a

six-electron in six-orbital CASSCF [CASSCF(6,6)] reference was used for N2. Compar-

isons with second-order complete-active-space perturbation theory (CASPT2),174,175,239 the

partially contracted variant of second-order n-electron valence perturbation theory (pc-

NEVPT2),178–181 Mukherjee second-order perturbation theory (Mk-MRPT2),186,187,203,204,240

internally-contracted multireference configuration interaction with singles and doubles183,184

and Davidson’s correction241 (ic-MRCISD+Q) and full configuration interaction (FCI) were

made where possible. All computations employed Dunning’s correlation-consistent cc-pVDZ

basis set.44 The 1s-like CASSCF molecular orbitals on nitrogen and fluorine atoms were

excluded from the correlation treatment. The DSRG-MRPT2 method was implemented as a

plugin to the Psi4242 package. CASSCF,243,244 CASPT2, pc-NEVPT2, ic-MRCISD+Q and

FCI results were obtained using the Molpro 2010.1 package,96 while Mk-MRPT2 energies

were computed with Psi4.242

The potential energy curves (PECs) for the lowest singlet state of HF and N2 are de-

picted in the upper panel of Figures 4.3 and 4.4, respectively. In the case of N2, we use

ic-MRCISD+Q as the benchmark since it is more affordable and is known to provide highly

parallel results compared to FCI.184,246 As illustrated in Figure 4.4, ic-MRCISD+Q (the

black curve) deviates from FCI results245 (gray dots) by at most 1.8 mEh at rN-N = 4.2a0.
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Potential energy curves for the multireference DSRG-MRPT2 were computed at s = 0.5

E−2
h , which corresponds to an energy cutoff Λ = 1.4 Eh. We momentarily postpone a more

detailed discussion of the choice of s to Sec. 4.4.3. However, our choice of the value of s is
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consistent with our finding that the optimal range for s is roughly [0.1,1] E−2
h . In addition to

the DSRG-MRPT2 energy, we also show the potential curve computed at the MR-MBPT2

level of theory, which is obtained as the s→∞ limit of the DSRG-MRPT2.

Table 4.2: Spectroscopic constants for the X 1Σ+ state of HF and the X 1Σ+
g state of N2 computed

using various methods and the cc-pVDZ basis set. Equilibrium distances (re, in Å), the harmonic
frequencies (ωe, in cm−1), and anharmonicity constants (ωexe, in cm−1) are given as deviations from
reference values reported at the bottom of each section. The 1s-like molecular orbitals of fluorine
and nitrogen were excluded from the correlation treatment. The value of the flow parameter s used
in the DSRG-MRPT2 computations is indicated in parentheses.

Method re ωe ωexe

HF

CASSCF(2,2) 0.0008 −81.3 10.2

CASPT2 0.0000 0.7 −0.1

pc-NEVPT2 0.0035 −15.1 −8.2

Mk-MRPT2 0.0041 −39.5 −6.1

DSRG-MRPT2 (0.1) −0.0004 24.2 −2.4

DSRG-MRPT2 (0.5) −0.0026 10.3 1.4

DSRG-MRPT2 (1.0) −0.0065 15.0 6.4

DSRG-MRPT2 (0.1,λ3=0) −0.0010 40.3 −3.3

DSRG-MRPT2 (0.5,λ3=0) −0.0036 38.5 −2.0

DSRG-MRPT2 (1.0,λ3=0) −0.0075 41.6 1.5

ic-MRCISD+Q 0.0000 −0.8 −0.1

FCI 0.9203 4143.2 92.9

N2

CASSCF(6,6) −0.0060 43.9 −0.3

CASPT2 −0.0012 4.4 0.3

pc-NEVPT2 0.0000 −4.1 0.6

Mk-MRPT2 −0.0012 8.9 0.1

DSRG-MRPT2 (0.1) −0.0032 23.9 −0.0

DSRG-MRPT2 (0.5) −0.0013 −1.3 0.7

DSRG-MRPT2 (1.0) −0.0021 10.0 1.2

DSRG-MRPT2 (0.1,λ3=0) −0.0046 38.7 −0.1

DSRG-MRPT2 (0.5,λ3=0) −0.0040 30.5 0.2

DSRG-MRPT2 (1.0,λ3=0) −0.0045 44.0 0.7

ic-MRCISD+Q 1.1204 2321.4 14.9

For both HF and N2, the DSRG-MRPT2 method yields continuous curves that parallel

the benchmark results. On the contrary, it is striking to see that intruders are pervasive in
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the MR-MBPT2 curves. In the case of HF, intruders significantly shift the energy minimum

to longer bond distances. In the case of N2, intruders plague the entire potential energy curve

and render it useless. Notice that in the vicinity of the intruders, both the MR-MBPT2 and

DSRG-MRPT2 curves were sampled on a very fine grid, and that the latter shows no dis-

continuities. We also note that CASPT2, pc-NEVPT2 and Mk-MRPT2 yield smooth PECs

for both the X 1Σ+ state of HF and the X 1Σ+
g state of N2. It is known in CASPT2 that

the choice of zeroth-order Hamiltonian [Ĥ(0)] affects the presence of the intruder state.181

For example, when Ĥ(0) is a one-particle Hamiltonian, CASPT2 computations of excited

states are prone to the intruder-state problem.201 Mk-MRPT2 is guaranteed to be free from

intruders only for the ground electronic states.240 In NEVPT2178,181 the absence of intrud-

ers is generally guaranteed by the use of Dyall Hamiltonian,247 which contains the active

components of the two-body interaction.

The DSRG-MRPT2 is compared to other multireference perturbation theories in the

lower panel of Figures 4.3 and 4.4, where we plot the energy error (∆E) computed with

respect to the benchmark curves. The DSRG-MRPT2 error remains fairly constant, and the

resulting non-parallelism errors (NPE) are 4.5 and 18.1 mEh for HF and N2, respectively.

The same figures for pc-NEVPT2 (6.7 and 2.2 mEh), Mk-MRPT2 (4.1 and 9.0 mEh), and

CASPT2 (0.2 and 8.7 mEh) show that these methods tend to be more accurate than the

DSRG-MRPT2, especially in the case of N2. We also notice that neglecting the three-body

cumulant in the DSRG-MRPT2 (λ3 = 0), produces potential energy curves of HF and N2

with larger absolute errors, especially at intermediate bond lengths. At large bond distances

λ3 appears to play a minor role. This is in agreement with prior observations that the odd-

rank density cumulants for N2 vanish in the limit of infinite bond distance.248 The NPE for

the DSRG-MRPT2 (λ3 = 0) method also increases and it is about twice as large as that of

DSRG-MRPT2: 7.7 and 27.1 mEh for HF and N2, respectively.

Table 4.2 reports the spectroscopic constants of HF and N2 for different methods obtained
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by a polynomial fitting of single point calculations. As in the case of the potential energy

curves, our DSRG-MRPT2 theory yields results comparable to those obtained from other

second-order perturbation theories. For example, the harmonic frequencies of HF and N2

predicted by DSRG-MRPT2 (s = 0.5) only differ from the benchmark values by 10.3 and

−1.3 cm−1, respectively. Spectroscopic constants are relatively insensitive to the choice of s:

computations that use s = 0.5 E−2
h yield results that are in good agreement with the ones

obtained using s = 0.1 and 1.0 E−2
h . For N2 we notice that the magnitude of the deviation of

re and ωe for different values of s is similar to the one observed in the uncorrected CASPT2

method with a level shift.201

Results obtained neglecting the contributions of the three-body cumulants are also re-

ported in Table 4.2. This approximation slightly deteriorates the quality of the properties,

but the largest deviations in bond length and the vibrational frequency are smaller than

0.002 Å and 20 cm−1, respectively. This observation suggests that neglecting the three-body

cumulant might be a viable approximation that would be especially convenient when treat-

ing very large active spaces. However, additional benchmark results are necessary to assess

the consequences that neglecting λ3 has on the quality of the DSRG-MRPT2 results.

4.4.2 Singlet-Triplet Splittings of p-Benzyne

As an example application of the DSRG-MRPT2 to medium-size molecules, we consid-

ered the singlet-triplet splitting (∆EST) of para-benzyne, which has been studied extensively

both experimentally249 and theoretically.204,208,209,250–255 The simplest active space for such

diradical system is the two-electron in two-orbital complete active space CAS(2,2) that in-

volves only the σ and σ∗ orbitals. However, we also report results obtained with an active

space that includes the six π orbitals [CAS(8,8)]. To examine the robustness of the current

perturbation theory, we employed three values of the flow parameter (0.1, 0.5, 1.0 E−2
h ) and

compared the results of DSRG-MRPT2 with other MRPT methods including CASPT2, pc-
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Figure 4.5: Equilibrium structures of p-benzyne optimized at the Mk-MRCCSD/cc-pVTZ level of
theory in Ref. 208. Bond lengths are in Å and bond angles are in degrees. The 1s-like molecular
orbitals on carbon atoms were kept frozen.

NEVPT2 and Mk-MRPT2. The singlet and triplet geometries were taken from Ref. 208 and

are shown in Figure 4.5. These structures were optimized at the Mk-MRCCSD/cc-pVTZ

level of theory using CASSCF(2,2) and ROHF references for the singlet and triplet states,

respectively. All computations utilized the cc-pVTZ basis set44 and the six 1s-like molecu-

lar orbitals on carbon atoms were excluded from the correlation treatment. The computed

singlet-triplet splittings include a zero-point vibrational energy (ZPVE) correction (+0.3 kcal

mol−1) taken from Ref. 208.

The results of our computations are reported in Table 4.3. For the small active space,

both CASPT2 and pc-NEVPT2 show satisfactory agreement with the photoelectron spec-

troscopy experiment, while the DSRG-MRPT2 (s = 0.5) and Mk-MRPT2 underestimate

∆EST by more than 1.0 kcal mol−1. In the case of Mk-MRPT2, relaxing the reference

brings ∆EST closer to values computed with nonperturbative methods like Mk-MRCCSD

and ic-MRCCSD(T). The large relaxation effects observed for Mk-MRPT2 suggest that

DSRG-MRPT2 might also benefit from the relaxation of the reference. However, as dis-

cussed earlier, this introduces some new aspects in the formulation of the theory. The

singlet-triplet splitting computed with the DSRG-MRPT2 shows little variation when s goes

from 0.5 to 1.0 E−2
h (2.62 and 2.96 kcal mol−1, respectively), however, the value obtained
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Table 4.3: Adiabatic singlet-triplet splittings (∆EST, in kcal mol−1) of p-benzyne using various
methods with cc-pVTZ basis set. ZPVE corrections (+0.30 cm−1) are included from Ref. 208. All
results used the geometries taken from Ref. 208 and that are also reported in Figure 4.5. The value
of the flow parameter s used in the DSRG-MRPT2 computations is indicated in parentheses.

Method ∆EST

CAS(2,2)

CASSCF 0.32

CASPT2 4.49

pc-NEVPT2 3.66

Mk-MRPT2 2.44

Mk-MRPT2 (relaxed) 4.91

DSRG-MRPT2 (0.1) 1.25

DSRG-MRPT2 (0.5) 2.62

DSRG-MRPT2 (1.0) 2.96

DSRG-MRPT2 (0.5,λ3=0) 2.10

Mk-MRCCSDa 5.20

Mk-MRCCSD(T)a 4.45

ic-MRCCSD(T)b 5.18

CAS(8,8)

CASSCF 2.38

CASPT2 5.72

pc-NEVPT2 4.78

DSRG-MRPT2 (0.1) 3.15

DSRG-MRPT2 (0.5) 4.23

DSRG-MRPT2 (1.0) 4.36

DSRG-MRPT2 (0.5,λ3=0) 3.33

Exp.c 3.8± 0.4

a From Ref. 208.
b From Ref. 209.
c From Ref. 249.

when s = 0.1 E−2
h is smaller (1.25 kcal mol−1). This is likely to be a consequence of the

fact that the DSRG transformation computed with s = 0.1 neglects important contributions

from low-lying excited configurations that fall under the energy cutoff Λ = 3.2 Eh.

All ∆EST values increase for the corresponding MRPT methods when employing the

larger active space. The DSRG-MRPT2 (s = 0.5) method based on a CASSCF(8,8) reference
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Figure 4.6: Energy error for the DSRG-MRPT2 [∆E(r, s) = EDSRG−MRPT2(r, s) − Eref(r)] for
(a) HF against FCI and (b) N2 against ic-MRCISD+Q as a function of the bond length (r) and
flow parameter (s). Numerical ranges reported in the plot indicate the lower and upper limits
of a contour area. Results were computed using the cc-pVDZ basis set. The CASSCF(2,2) and
CASSCF(6,6) references were utilized for HF and N2 computations, respectively. The fluorine and
nitrogen 1s molecular orbitals were excluded from the correlation treatment.

predicts ∆EST = 4.23 kcal mol−1, which is in excellent agreement with the 3.8 ± 0.4 kcal

mol−1 experimental estimate. Other MRPT methods yield results that are more in line with

the state-of-the-art multireference coupled cluster results. Recent work has shown that the

selection of the active space plays a less important role in nonperturbative theories. For

example, ∆EST of p-benzyne predicted by the ic-MRCCSD(T) theory with the cc-pVDZ

basis set only differs by less than 0.2 kcal mol−1 between CAS(2,2) and CAS(8,8).209

4.4.3 Intruder Avoidance and Sensitivity of the Flow Parameter

In this section, we will discuss how the choice of the flow parameter s affects the accu-

racy of the DSRG-MRPT2 energy. Figure 4.6 show contour plots of ∆E(r, s), the energy

differences between DSRG-MRPT2 and the benchmark methods as a function of the bond

distance (r) and the flow parameter (s). The white region corresponds to ∆E(r, s) = 0, while

the areas in red and blue show regions where ∆E(r, s) is positive and negative, respectively.
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The magnitude of this energy deviation is proportional to the saturation of the color.

As illustrated in Figure 4.6, when s is increased from 0 to about 0.1 E−2
h , the DSRG-

MRPT2 gradually includes dynamical correlation effects and the error decreases. For s >

10 E−2
h , we notice a significant increase in the error and the appearance of valleys and hills.

In the limit s → ∞, we observe intruder states appear as an energy denominator becomes

singular. An inspection of the contour plots in Figure 4.6 reveals that when s is in the range

[0.1, 1.0] E−2
h the DSRG-MRPT2 shows the smallest absolute error and provides potential

energy curves with consistent deviations from the benchmark results.

We conclude this section with a more general discussion of the dependence of the DSRG

results with respect to the flow parameter. It is important to point out that, above all,

the DSRG is a technique to separate dynamical and static correlation effects. The former

are included in the scalar energy [E(s)], while the latter are retained in the many-body

components of H̄(s). Since the DSRG transformation is unitary, when the exact H̄(s) is

diagonalized, its eigenvalues will show no dependence on the flow parameter. This discussion

leads us to two observations. First, one way to reduce the dependence of the DSRG energy

on the value of s is to retain certain components of H̄(s) and diagonalize the resulting

approximate operator. The partial decoupling achieved by the DSRG transformation implies

that as s grows, the matrix elements between the reference and excited configurations become

sparser (for example, see Figure 4.1). Therefore, the effort required to reintroduce the

contributions from near-degenerate configurations that are not included in E(s) is expected

to be small. Second, since the perturbative theory derived in this work completely neglects

the contributions of H̄(s), it provides a way to study the dependence of the DSRG energy on

s in the worst case scenario. Our results then provide an upper bound for the dependence

of the DSRG results on the choice of s.
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4.5 Discussions and Conclusions

This work is a contribution to the development of electron correlation methods based on

the renormalization group approach. We have proposed a multireference driven similarity

renormalization group (MR-DSRG) theory to account for dynamic electron correlation in

near-degenerate electronic states. The multireference DSRG is based on a multideterminan-

tal reference wave function and uses the generalized operator normal-ordering of Mukherjee

and Kutzelnigg.221 The MR-DSRG approach is closely related to internally-contracted mul-

tireference theories, yet distinct in two crucial aspects. First, the MR-DSRG produces a

continuous transformation of the Hamiltonian that is controlled by a flow parameter (s)

that can be related to an energy cutoff (Λ = s−1/2). For finite values of s the MR-DSRG

suppresses those excitations that correspond to a denominator smaller than Λ. This is a

common feature of renormalization group approaches and it permits the MR-DSRG to avoid

the intruder-state problem. Second, the MR-DSRG is a many-body formalism,190–192 and

as such it avoids issues connected to linear dependence of the excitation operator found in

other internally-contracted multireference theories.

As a preliminary study of the MR-DSRG, we derived and implemented a companion

second-order perturbation theory (DSRG-MRPT2) based on a CASSCF reference wave func-

tion. The DSRG-MRPT2 equations are surprisingly simple. In the semi-canonical basis the

energy and first-order amplitudes can be obtained via a non-iterative procedure, and the

DSRG-MRPT2 requires at most the one-particle density matrix to evaluate the amplitudes

and the three-particle density cumulant to compute the second-order correlation energy. A

formal analysis of the DSRG-MRPT2 equations shows that divergences in the first-order

amplitude equations are prevented by a term that regularizes the energy denominators.

A formal argument and a numerical study were used to establish a reliable range of

the flow parameter. This is s ∈ [0.1, 1] E−2
h , or alternatively when expressed in terms
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of the energy cutoff, Λ ∈ [1, 3] Eh. Within this optimal range, the DSRG-MRPT2 gives

results that are slightly inferior to those obtained with other multireference perturbation

theories, including CASPT2, pc-NEVPT2, and Mk-MRPT2. For example, the equilibrium

distance, the harmonic frequency, and the anharmonicity constant of HF computed at the

DSRG-MRPT2 level differ from the FCI figures only by 0.0012 Å, 6.2 cm−1, and 4.4 cm−1,

respectively. For the adiabatic singlet-triplet splitting (∆EST) of para-benzyne, the predic-

tion of DSRG-MRPT2 based on an eight-electron in eight-orbital active space is within 0.5

kcal mol−1 from the experimental value249 and consistent for values of the flow parameter

in the range [0.5,1.0] E−2
h . A simplified DSRG-MRPT2 method in which the three-particle

cumulant is neglected191 has also been considered. This approximation reduces the computa-

tional complexity of DSRG-MRPT2 [from O(N6
ANV) to O(N4

AN
2
V)] without compromising

the separability properties of the energy. Our results show that neglecting λ3 increases the

nonparallelism error by a factor of two.

There are several aspects of the DSRG-MRPT2 (and the MR-DSRG) that can be im-

proved and deserve further investigation. Given the fact that the final results are sensitive

to the flow parameter used in a calculation, it might be desirable (especially in the case of

the DSRG-MRPT2) to seek a procedure that reduces the sensitivity of the final results with

respect to s.201 We expect the nonperturbative MR-DSRG approach to be less sensitive to

intruders. If this is the case, then it will be possible to perform computations with values of s

that are larger than the ones used for the DSRG-MRPT2, and no corrections due to the finite

value of s will be required. Future work will also have to assess if it is possible to formulate

improved source operators, and more importantly, find ways to reduce the s-dependence of

the energy by retaining certain components of the DSRG transformed Hamiltonian.

In summary, our analysis of the DSRG-MRPT2 method motivates further developments

of the DSRG approach, in particular of the nonperturbative version, which may be a com-

petitor to other internally-contracted multireference theories. At the same time this work
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also suggests several new directions of inquiry. Given the simplicity of the DSRG-MRPT2

equations, this method should easily lend itself to very efficient implementations that take

advantage of integral factorization techniques.256–260 Our results on para-benzyne motivate

the formulation of the DSRG-MRPT2 with a relaxed reference. It would also be interesting

to explore extension of the DSRG-MRPT2 to excited states, in particular to state-averaged

or multi-state versions of the theory. These new methods may provide superior results when

applied to study potential energy surfaces near conical intersections.
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Chapter 5

Concluding Remarks



Ab initio electronic structure theory is central to modern quantum chemistry, and its

development has essentially benefited all fields of chemistry. Quantum chemistry is still

evolving to tackle more challenging systems where all kinds of interesting chemistry occur.

In this dissertation, we have demonstrated the interplay between the theory and experiment

from different perspectives. On one hand, the highly reliable coupled cluster theory has been

applied to construct the potential energy surface, on which the vibrational frequencies are

obtained from the second-order vibrational perturbation theory. This approach is completely

ab initio and the results can be systematically improved. Consequently, our computational

results can assist experimentalists assigning and interpreting vibrational spectra. On the

other hand, experimental values will always be the benchmark for any theoretical model.

For instance, the DSRG-MRPT2 predicted value agrees well with the experimental singlet-

triplet gap of p-benzyne, which not only validates itself as a viable perturbation theory, but

also motivates us for future developments of the DSRG theory.

In the first work on nonahydridorhenate dianion, we applied the state-of-the-art method

to obtain the geometry and vibrational frequencies. As expected, the molecular dianion

model is oversimplified, which fails to fully reproduce the experimental findings obtained

from a potassium rhenium hydride crystal. To include the effect from the counterions, the

nonahydridorhenate dianion is capped with two alkali metal cations to form a sandwich

complex, and the results greatly improved from that of the dianion itself. However, the

sandwich model is still naive because atoms are arranged periodically in crystals. This

fundamental discrepancy can only be eliminated by computing the electronic structure under

periodic boundary conditions. Although Hartree-Fock theory and density functional theory

are available for periodic systems, they have made limited impact in the solid-state chemistry.

On the contrary, correlated methods for such systems are largely undeveloped because of the

devastating scalings. Thus, efficient implementations of these correlation methods seem very

promising and may revolutionize the field of solid-state chemistry.
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In the second work, our initial goal is reporting anharmonic frequencies of the n-propyl

radical to augment the experimental spectra. In order to find the reference geometry for

vibrational analysis, we carefully studied the potential energy surface of the methylene in-

ternal rotation. This internal rotation is a large amplitude motion, which breaks down the

harmonic approximation. As a result, second-order vibrational perturbation theory failed to

reproduce the whole spectrum. Eventually, we are able to report the band origins of eleven

modes that are largely uncoupled with the methylene torsional motion. The comparison

of our predicted values to the available experimental spectrum in an argon matrix yields

a perfect agreement. Other predicted anharmonic frequencies thus serve as a guidance for

future experimental characterizations.

In the last work, we extended the driven similarity renormalization group approach to

an arbitrary multireference wave function. We conducted a perturbative analysis of the

MR-DSRG equations at the second order, resulting in the DSRG-MRPT2 theory. The pro-

posed perturbation theory is size extensive, and its energy can be obtained in a noniterative

fashion with the same asymptotic cost to the single reference MP2. Numerical results show

that DSRG-MRPT2 performs similarly to other multireference perturbation theory includ-

ing CASPT2, NEVPT2, and Mk-MRPT2. This encouraging result motivates us to further

develop of the DSRG approach. The nonperturbative version of the theory is especially of

interest, which may be competitive to other internally contracted multireference nonpertur-

bative theories. In this case, a code generator seems necessary to address the considerable

number of terms involved in the equations. From the DSRG-MRPT2 point of view, its

simplicity should lend itself to highly efficient implementations with the help of density fit-

ting. Furthermore, it would also be advantageous to choose other forms of the zeroth-order

Hamiltonian and to incorporate the reference relaxation effect.
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Chem. Phys. 2005, 122, 134105.

[183] Knowles, P. J.; Werner, H.-J. Chem. Phys. Lett. 1988, 145, 514–522.

[184] Werner, H.-J.; Knowles, P. J. J. Chem. Phys. 1988, 89, 5803–5814.

[185] Jeziorski, B.; Monkhorst, H. J. Phys. Rev. A 1981, 24, 1668–1681.

[186] Mahapatra, U. S.; Datta, B.; Mukherjee, D. Mol. Phys. 1998, 94, 157–171.

[187] Mahapatra, U. S.; Datta, B.; Mukherjee, D. J. Chem. Phys. 1999, 110, 6171–6188.
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