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Abstract

The central focus of this thesis is on the index of genus one curves. We prove existence

of such curves with prescribed index over fields finitely generated over Fp(t). The proof is

by induction on the transcendence degree. This generalizes – and uses as the base case of

an inductive argument – an older result on the number field case. There is a separate base

case in every positive characteristic p, and these use work on the conjecture of Birch and

Swinnerton-Dyer over function fields.
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CHAPTER 1

Introduction

The main result of this thesis is about the existence of genus one curves with prescribed

index over fields finitely generated over Fp(t). We would like to introduce and motivate

these concepts by looking at a couple of examples, over the more familiar field Q:

Example 1.0.1. Consider the plane cubic

C : 3x3 + 4y3 + 5z3 = 0.

It is a very well known fact, going back to Selmer [Sel51] that C does not have points over

Q (although it has points over every completion of Q). Clearly C has points defined over

cubic extensions of Q: for example, by letting y0 = −1, z0 = −1 we find, solving for x, that

if x0 = 3
√

3 then the point (x0, y0, z0) is in C(Q(x0)). Of course, any finite extension L/Q(x0)

will also have the property that C(L) 6= ∅, so we can produce infinitely many examples of

extensions L/Q such that C(L) 6= ∅, all of which will have 3 | [L : Q]. Making different

choices of pairs y0, z0 ∈ Q will produce infinitely many other examples of (a priori) cubic

extensions. A natural question arises at this point is: can we do better; that is, can we find

a quadratic extension L/Q such that C(L) 6= ∅?

In general, given an algebraic curve C defined over a field K, one can ask what is the
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smallest degree of a finite field extension L/K such that C has a point defined over L. This

number is called the index of C, and measures in some way the failure of C of having a

K-rational point, as clearly, a curve C/K has index 1 if and only if has a K-rational point.

The example above is of a curve of index 3 over Q. The next one, which is due to Cassels,

is a curve of index 4 over Q.

Example 1.0.2. Consider the following curve D, which is the intersection of two quadrics

in P3,

D :

 3x2 = −11y2 − t2,

−33z2 = −11y2 + t2

It is not hard to prove that D does not have points defined over Q. We can easily find some

quartic points on D, for example (x0, y0, z0, t0) = (
√
−11,

√
3, 1, 0) is a point defined over the

quartic number field Q(
√

3,
√
−11). Cassels [Cas63] showed that in fact D has index 4.

E. Artin conjectured, and Lang and Tate proved [LT58, Proposition 7] that for every

integer r there exist infinitely many genus one curves of with index r, defined over some (!)

field. In particular, their methods left the question open over fields of arithmetic interest,

such as number fields or function fields. And it remained open for almost 50 years! Clark

[Cla06] proved that there exist genus one curves of any prescribed index over any number

field. The proof required to find certain elliptic curve E/Q with certain desirable properties

(see §3.2 for more details).

One of the main goals in this thesis is to consider the existence of genus one curves over

fields which are finitely generated over Fp(t). In Chapter 2, working towards a generalization

of the proof given in [Cla06], we provide an example of a elliptic curve E defined over Fp(t)

for each prime number p, with these “desirable” properties. Specifically the elliptic curve has

trivial Mordell-Weil and Tate-Shafarevich groups.

The result from Chapter 2 should be considered as a “base case” of an inductive argument.
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In Chapter 3 we consider the “inductive step” of this induction, namely, we prove that if

K/Fp(t) is a finitely generated field extension, then there are infinitely many genus one

curves of any prescribed index over K.

The results of Chapters 2 and 3 are contained in a forthcoming paper [CL], written jointly

with Clark. In that paper we prove that there are genus one curves of any prescribed index

over any infinite, finitely generated field. Besides expanding on the background material, we

present here an independent exposition, focusing on the positive characteristic case.
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CHAPTER 2

The Mordell-Weil and Tate-Shafarevich groups of certain

elliptic curves over Fp(t)

2.1 Introduction

In this chapter we will prove the following result:

Theorem 2.1.1. For every prime number p, the elliptic curve

E : y2 + txy + t3y = x3 + t2x2 + t4x+ t5

defined over Fp(t) has E(Fp(t)) = 0 and X(Fp(t), E) = 0.

As discussed in the introduction, the motivation to prove such a result comes the following

result in [Cla06].

Theorem. Let K be a number field and E/K an elliptic curve with E(K) = 0 andX(K,E) =

0. Then for every number field L/K and every positive integer n, there are infinitely many

genus one curves defined over L of index n.

Taking L = K = Q in the previous statement provides a positive answer to an old

question of Lang and Tate [LT58], where they were able to prove the existence of genus
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one curves with prescribed index, but where the ground field cannot be fixed in advanced.

Luckily, there are examples of elliptic curves over Q that satisfy the hypotheses of this

theorem, so Clark concludes

Corollary. There are genus one curves of any prescribed index over any number field.

Aiming to extend the result of Clark to the function field case, Theorem 2.1.1 provides,

for every prime p, an example of an elliptic curve E over each “base field” K = Fp(t) satisfying

these same hypotheses: E(K) = X(K,E) = 0. In Chapter 3, we prove that under these

hypotheses, the analogue of Clark’s result holds, and then, by an inductive argument, we

give a positive answer to Lang and Tate question for function fields:

Corollary (Corollary 3.6.2). There are genus one curves of any prescribed index over any

field finitely generated over Fp(t).

The organization of the chapter is as follows: in §2.2 we review some background material

necessary to compute the Mordell-Weil and Tate-Shafarevich group of an elliptic curve over

a global field. Then in §2.3 putting together these results (some of which are available only

in the function field case) we give the proof of Theorem 2.1.1.

2.2 Preliminaries

2.2.1 Tate’s Algorithm

Let K be a field which is complete with respect to a discrete valuation v, and let Ov the

valuation ring and kv be the residue field of K. Let E/K be an elliptic curve given by a

Ov-integral minimal Weierstrass equation. This equation defines a scheme of SpecOv, which

if E has bad reduction at v, might not be regular. By blowing up the singularity, one gets a

regular scheme C/ SpecOv , whose generic fiber, C × Spec(K) is E/K , and whose special fiber,

C × Spec(kv) is a union of curves (not necessarily reduced) over kv.
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Kodaira and Néron [Nér64, §17], when the residue field is perfect and not of characteristic

2 or 3, classified the possible geometries of the special fiber of these regular schemes according

to the number of reduced geometric components and the multiplicities of each component.

There are only a finite number of possible configurations, which are called the Kodaira types,

and they are assigned one of the following Kodaira symbols : I0, In (n ≥ 1), II, III, IV, I∗0,

I∗n (n ≥ 1), IV∗, III∗ and II∗. Note that the symbols In and I∗n correspond to a family of

reduction types.

Tate [Tat75], under the same restrictions on the residue field, carrying out explicitly

the necessary blow ups to resolve the singularities, has given a procedure to determine the

Kodaira type of the special at a place of bad reduction. When the residue characteristic is

not 2 nor 3, and the Weierstrass equation is minimal, the Kodaira symbol can be read off

from Table 2.1 (taken from [Szy04, Table 1]). If the Weierstrass equation is not minimal at v,

Tate’s algorithm also carry out the necessary changes of coordinates to reduce the valuation

of the discriminant, and computes a minimal model.

Table 2.1: Kodaira types for Tate’s algorithm (char kv 6= 2, 3)
I0 In II III IV I∗0 I∗n IV∗ III∗ II∗

a1 0+ 1+ 1+ 1+ 1+ 1+ 1+ 1+ 1+

a2 0+ 1+ 1+ 1+ 1+ 1 2+ 2+ 2+

a3 1+ 1+ 1+ 1+ 2+ 2+ 2+ 3+ 3+

a4 1+ 1+ 1 2+ 2+ 3+ 3+ 3 4+

a6 1+ 1 2+ 2+ 3+ 4+ 4+ 5+ 5

b2 0 1
b4 1 3
b6 1 2 4 5

c4 0 1 2 3
c6 1 2 3 4 5

∆ 0 n 2 3 4 6 6 + n 8 9 10

The entries of the columns 2-10 correspond to the valuations of the entries in the first

column, where the ai’s, bi’s and ci’s correspond to the usual quantities associated to a
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Weiertrass equation [Sil09, p. 42]. The expression v(x) = a+ means v(x) ≥ a. An empty

entry means that the valuation is arbitrary. So for example, in column 2 we see that the

only restriction for reduction type I0 (good reduction) is for the discriminant to be a unit in

Ov.

The Magma command LocalInformation returns (among other things) the Kodaira symbol

at the places of bad reduction. We make use this function for residue characteristic p = 2, 3,

as Table 2.1 does not determine the reduction type in these cases. In [Szy04] there are similar

tables that work in characteristic 2 and 3.

In the following example we explain how Table 2.1 can be used to determine the Kodaira

symbols.

Example 2.2.1. Let p ≥ 5, and consider the elliptic

E ′ : y2 + txy + ty = x3 + tx2 + tx+ t

over Fp(t). One computes

∆(E ′) = −t2(t5 + 10t4 − 2t3 − 117t2 − 8t+ 432) and j(E ′) =
t3(t3 + 8t2 − 8t− 48)3

∆

So E ′ has bad reduction at (t), (1/t) and the divisors of t5 + 10t4 − 2t3 − 117t2 − 8t + 432.

Notice that the valuation of the discriminant at these places is respectively 2, 5 and ≤ 5, so

the Weierstrass equation is minimal at the places of bad reduction.

From Table 2.1 it is clear that E ′ has reduction type II at (t), since that is the only

column of the table with v(a6) = 1 and v(∆) = 2. At the place at infinity, the valuation of

the j-invariant is negative, so the reduction at this place is multiplicative and we conclude

that it has reduction type I5 at this place. Notice that reduction type I5 is also the only

possibility with v(∆) = 5. Finally, the reduction type at the divisors of (t5 + 10t4 − 2t3 −
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117t2− 8t+ 432) depends on the multiplicity of each divisor, which generically is of type I1.

The only exceptions to this generic case occur for p = 157 (with reduction type II at (t+ 6))

and p = 2297 (with reduction type I2 at (t+ 1008)).

2.2.2 The torsion subgroup of elliptic curves over global fields

We consider the p-primary and prime-to-p torsion subgroups separately. In general, for a

group G and a integer m we denote by G[m∞] and G[m′] the m-primary and prime-to-m

torsion subgroups of G, respectively.

To control the p-primary subgroup of an elliptic curve over a field of characteristic p, we

use the following result.

Lemma 2.2.2. Let K be a field of characteristic p > 0, and let E/K be an elliptic curve. If

E(K)[p∞] 6= 0, then j(E) ∈ Kp.

Proof. If P ∈ E(K) is a point of order pa, then pa−1P has order p, so it suffices to consider

the case a = 1. Let P ∈ E(K) be a point of order p. Let E ′ = E/〈P 〉 be the quotient

of E by the cyclic group generated by P . We have a separable isogeny Φ : E → E ′ with

kernel 〈P 〉 and of degree p. If Φ̂ : E ′ → E is its dual isogeny, we have a factorization of

multiplication by p on E as

[p] : E
Φ−→ E ′

Φ̂−→ E.

Since [p] : E → E is inseparable of degree p2, we must have that Φ̂ is inseparable of degree p.

But an elliptic curve in characteristic p has a unique inseparable isogeny of degree p, namely

the quotient by the kernel of Frobenius, so Φ̂ must be the Frobenius map on E ′, and thus

E ∼= (E ′)(p) and j(E) = j((E ′)(p)) = (j(E ′))p ∈ Kp.

We get as an immediate consequence:
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Corollary 2.2.3. Let E be an elliptic curve over Fp(t). If j(E) /∈ Fp(tp), then E(Fp(t))[p∞] =

0.

Proof. As Fp(t)p = Fp(tp), it follows from Lemma 2.2.2 that E(Fp)[p∞] = 0.

Now we describe how to control the prime-to-p subgroup of an elliptic curve over a

global field, not necessarily of the form Fp(t). We recall a standard technique -as described

in [Sil94, Remark 9.2.2], for example- to bound the torsion subgroup of an elliptic curve

defined over a global field.

Let K be a global field, v a finite place of K, Kv be the completion of K at v and E/K

an elliptic curve over K. Since E(K)[p′] ↪→ E(Kv)[p
′], it suffices to find a place for which

E(Kv)[p
′] = 0.

We introduce some more notation: let Rv the valuation ring of Kv, mv the maximal ideal

of Rv, and kv = Rv/mv the residue field, a field of positive characteristic, lets say p. If E/Kv is

given by a Rv-integral model, we denote by Ẽ the reduction of E modulo the maximal ideal

mv, which is a curve (possibly singular) defined over kv. Let Ẽns(kv) be the set of nonsingular

points of Ẽ(kv), E0(Kv) the set of points of E(Kv) with nonsingular reduction, and E1(Kv)

the kernel of the reduction map E(Kv) → Ẽ(kv). The quotient E(Kv)/E0(Kv) is always

finite, and its order is the number of reduced geometric components of the special fiber of

a minimal regular model of E over Rv (see e.g. [Sil94, Corollary IV.9.2(d)]). In particular,

this quotient is trivial whenever E has good reduction (trivially), or when E has additive

reduction with Kodaira symbol II or II∗ at v ( [Sil94, Table 4.1] ).

Suppose that E has additive reduction II or II∗, so Ẽns(kv) = Ga(kv), the additive group

of kv. In this case [Sil09, Proposition VII.2.1] gives a short exact sequence

0 −→ E1(Kv) −→ E(Kv) −→ Ga(kv) −→ 0

The subgroup E1(Kv) contains no prime-to-p torsion, as it is obtained from a formal group
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law [Sil09, Proposition VII.3.1(a)]. Finally, if we assume further that E(Kv)[p
∞] = 0 (by

Lemma 2.2.2 this is a very mild assumption), the above short exact sequence implies

E1(Kv)[tors] = E1(Kv)[p
∞] ⊂ E(Kv)[p

∞] = 0.

And we have an injection

E(Kv)[tors] = E(Kv)[p
′] ↪→ Ga(kv)

Since Ga(kv) is a p-group, we conclude that E(Kv)[p
′] = 0.

Summarizing:

Proposition 2.2.4. Let E/K be an elliptic curve over a global field. Let v be a place of K

such that E has additive reduction with Kodaira symbol II or II∗ at v. If the residue field at

v has characteristic p, and E(K)[p∞] = 0, then E(K)[tors] = 0.

2.2.3 The Shioda-Tate formula

We want to review some basic ideas on the theory of elliptic surfaces. Our specific goal is the

Shioda-Tate formula (2.2.5) below, which will allow us to compute the rank of the elliptic

curve in Theorem 2.1.1.

Let k be a field, and put K = k(t). Let E/K be an elliptic curve, and consider π : E → C

its associated minimal elliptic surface ([Sil94, Proposition III.3.8]). We will always assume

that E is nonisotrivial (that is j(E) /∈ k), so E is nonsplit ([Sil94, Proposition III.5.1]).

Under this assumption, it follows by the Lang-Néron theorem, that the group E(K) is

finitely generated ([Sil94, Theorem III.6.1]). The group E(K) is canonically identified with

the group of sections of E over C, E(C) ([Sil94, Proposition III.3.10(c)]), so it follows that

the Néron-Severi group NS(E) is finitely generated ([Shi72, Theorem 1.1]).
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We have then that if j(E) /∈ k, the groups E(K) and NS(E) are finitely generated, and

their ranks are related by the following result

Theorem 2.2.5 (Shioda-Tate). Let k be an algebraically closed field, let E/k(C) be a non-

isotrivial elliptic curve, and let π : E → C be its associated minimal elliptic surface. Let Σ

denote the finite set of points v ∈ C for which the fiber π−1(v) is singular. For each v ∈ Σ,

let mv denote the number of irreducible components of π−1(v). We have

rank(NS(E)) = rank(E) + 2 +
∑
v∈Σ

(mv − 1). (2.1)

Proof. See [Shi72, Corollary 1.5].

Now let C = P1, so k(C) ∼= k(t), and let E/K be an elliptic curve. In this case π : E → P1

admits a Weierstrass equation

S = {([X : Y : Z], t) ∈ P2 × P1 :

Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6Z

3}

for some ai(t) ∈ k[t], where π is projection onto the second factor. We define the height of

the Weierstrass elliptic surface to be the least h ∈ N such that deg(ai) ≤ hi for all i. The

integer h controls the geometry of the total space E . In particular, for small heights we have

([SS10, §4.10]):

• h = 0: E is constant, and E is a product of curves.

• h = 1: E is a rational elliptic surface.

• h = 2: E is a K3 surface.

When E/k(t) has height h = 1, we have that the rank of NS(E) is 10 ([Shi90, Lemma 10.1]

or [SS10, Proposition 8.1]). Therefore, the Shioda-Tate formula (2.1) allows us to compute
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the rank of a height 1 elliptic curve E/k(t) from the local information of the singular fibers.

Corollary 2.2.6. For a nonisotrivial elliptic curve E/k(t) of height 1, we have

rankE = 8−
∑
v∈Σ

(mv − 1)

where Σ denotes the places of k(t) where E has bad reduction.

2.2.4 The Birch and Swinnerton-Dyer Conjecture

Let K be a global field, and let E/K be an elliptic curve. The Tate-Shafarevich group of E/K

is defined as1

X(K,E) := ker

(
H1(K,E)→

∏
v

H1(Kv, E)

)
(2.2)

where v runs over all places of K.

Conjecture 2.2.7 (Tate-Shafarevich conjecture). The group X(K,E) is finite.

Remark 2.2.8. It was not until the late 1980’s, after work of Rubin [Rub87] and Kolyvagin

[Kol88], that the first examples of elliptic curves over number fields with finite X were given.

Even to date the finiteness of X for arbitrary elliptic curves over Q is only known if the

curve has analytic rank 0 or 1, by work of V.A. Kolyvagin [Kol91]. As we will see shortly,

much more is known in the case of elliptic curves over function fields in one variable over a

finite field.

Let v a place of K. Choose a minimal integral model for E at v. We denote by Ev the

reduction of E modulo v. This is a possibly singular curve defined over the residue field

kv, a finite field. Let qv = #kv. We define an integer av depending on the geometry of the

reduced curve:
1We refer the reader to §3.3.2 for the definition of the Galois cohomology groups H1(−, E)
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Definition 2.2.9. For each place v of K we define an integer av by

av =



qv + 1−#Ev(kv) , if E has good reduction at v,

1 if E has split multiplicative reduction at v,

−1 if E has non-split multiplicative reduction at v,

0 if E has additive reduction at v.

We have

Lemma 2.2.10 (Hasse bound).

|av| ≤ 2
√
qv (2.3)

Proof. See [Sil09, Theorem V.1.1] for example.

Definition 2.2.11. For each place v of K, we define the local L-series of E at v by

Lv(E/K , T ) =

 1− avT + qvT
2 if E has good reduction at v,

1− avT if E has bad reduction at v.

and we define the (global) L-series of E/K by the Euler product

L(E/K , s) =
∏
v∈ΣK

Lv(E/K , q
−s
v )−1 (2.4)

where s is a complex variable.

Using the Hasse bounds (2.3) it can easily be seen that the product defining L(E, s)

converges uniformly in the region <es > 3/2. Hasse conjectured that L(E/Q, s) has an

analytic continuation to all of C, and Birch and Swinnerton-Dyer [BSD65] assuming this

was the case, stated their famous conjecture (over Q)

Conjecture 2.2.12 (BSD). Assume that the L-function of E/K has an analytic continuation
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to C. Then

rankE(K) = ords=1 L(E/K , s). (2.5)

Remark 2.2.13. Hasse’s conjecture (over Q) is known to be true by work of Wiles [Wil95],

Breuil, Conrad, Diamond and Taylor [BCDT01]. Nevertheless, the BSD conjecture remains

an open problem (one of the Clay Mathematics Institute Seven Millennium Problems). By

work of Kolyvagin [Kol91] it is known to hold for elliptic curves over Q with rank r ≤ 1.

Bhargava and Shankar [BS15] have recently proved that a positive proportion of elliptic

curves over Q have rank zero, and therefore satisfy the BSD conjecture. For more result on

the BSD conjectures over number fields we refer the reader to [Gro11, Lecture 3].

Assuming the BSD conjecture, the L-function of E/K admits a Taylor expansion around

s = 1. The refined BSD conjecture (rBSD) relates the leading coefficient in this expansion

to other invariants of E. In order to state this refinement we need to introduce two more

invariants associated to E/K : its regulator, and the Tamagawa numbers2.

Definition 2.2.14. Let P1, . . . , Pr ∈ E(K) be generators of E(K)/E(K)[tors]. The regulator

of E/K is the discriminant

R(K,E) = | det(〈Pi, Pj〉)i,j=1,...r|

where 〈·, ·〉 : E(K)×E(K)→ R denotes theNéron-Tate pairing ([Sil09, Theorem VIII.9.3(c)]).

Definition 2.2.15. Let K = Fq(t). For every place v of K, we define the Tamagawa number

of E at v by

τv(K,E) = [E(Kv) : E0(Kv)],

2We will define the Tamagawa numbers only in the case K = Fq(t). For the general case, see for example
[Gro11, Lecture 2]
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and define the (global) Tamagawa number of E/K by the product

τ(K,E) =
∏
v∈ΣK

τv(K,E).

The refined BSD conjecture states

Conjecture 2.2.16. (rBSD) BSD holds, X(K,E) is finite and

lim
s→1

L(E/K , s)

(s− 1)r
=
R(K,E) · |X(K,E)| · τ(K,E)

|E(K)[tors]|2
(2.6)

Over function fields in one variable over finite fields, we have that both conjectures are

actually equivalent.

Theorem 2.2.17. Let E/K be an elliptic curve over a function field in one variable over a

finite field. The following are equivalent:

(a) BSD holds.

(b) For any prime number l, X(K,E)[l∞] is finite.

(c) rBSD holds.

Proof. M. Artin and J. Tate proved this for l 6= p [Tat66, Theorem 5.2], and Milne considered

the case l = p [Mil75, Theorem 8.1].

Over K = Fq(t) the (refined) BSD conjecture is known in some cases. We recall some of

these cases which are of interest to us:

Theorem 2.2.18. Let E/K be an elliptic curve over K = Fq(t) of height h ≤ 2. Then rBSD

holds for E.
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Proof. By Theorem 2.2.17, it suffices to prove X(K,E) is finite. Let E → P1 be the asso-

ciated elliptic surface to E/K (§2.2.3). There is a canonical isomorphism Br(E) ∼= X(K,E)

[Gro68, Section 4]. Therefore, finiteness of X(K,E) is equivalent to that of Br(E), which is

known to be finite when h ≤ 2:

• h = 0 is due Tate [Tat66, Theorem 4],

• h = 1 is due to Milne [Mil70a],

• h = 2 is due to Artin and Swinnerton-Dyer [ASD73].

Finally, we want to mention that over function fields of curves over finite fields, the

L-function not only admits an analytic continuation to all of C, but is in fact a rational

function. We need a definition before we state this result.

Definition 2.2.19. The conductor of E/K is the positive divisor

n(K,E) =
∏
v

pfvv

where fv is given by the Ogg-Saito formula ([Sil94, §IV.11])

fv = ordv(∆v(E)) + 1−mv (2.7)

where ∆v(E) is the discriminant of a minimal Weierstrass equation for E at v, and mv is the

number of irreducible components (without multiplicities) of the Néron model of E at v.
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We have that

fv =


0 if E has good reduction at v,

1 if E has multiplicative reduction at v,

2 + δv if E has additive reduction at v.

and where δv ≥ 0 is a non-negative integer. If char kv 6= 2, 3 then δv = 0.

Theorem 2.2.20 ([Gro66]). Let K = Fq(t) and E/K a non-constant elliptic curve. The

L-function of E/K is a polynomial in q−s of degree deg n(K,E)− 4, with constant coefficient

1, and its zeros lie on the line <es = 1.

2.3 Proof of the main theorem

In this section we prove Theorem 2.1.1: for every prime p, the curve

E : y2 + txy + t3y = x3 + t2x2 + t4x+ t5 (2.8)

defines an elliptic curve over Fp(t) with E(Fp(t)) = 0 and X(Fp(t), E) = 0.

First of all, the discriminant of E is given by

∆(E) = −t10(83t2 − 199t+ 432)

so ∆(E) 6= 0 independently of p, and therefore (2.8) defines an elliptic curve over Fp(t).

Throughout this section K = Fp(t) and E is the elliptic curve (2.8).

2.3.1 Computing the torsion subgroup

Proposition 2.3.1. The elliptic curve E has E(K)[p∞] = 0.
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Proof. The j-invariant of E is given by

j(E) = −473t12

∆(E)
=

473t2

83t2 − 199t+ 432

For p 6= 47 it is clear that j(E) /∈ Kp = Fp(tp), so the result follows by Corollary 2.2.3. If

p = 47, then j(E) = 0 ∈ Fp and then Corollary 2.2.3 does not apply. Using the Magma

function TorsionSubgroup we find that E(F47(t))[tors] = 0.

Proposition 2.3.2. The elliptic curve E has E(K)[tors] = 0.

Proof. From Propositions 2.2.4 and 2.3.1, it suffices to check that E has a place of additive

reduction with Kodaira symbol II or II∗. We have that ∆(E) = −t10(83t2 − 199t+ 432), so

for every p, E has bad reduction at the prime p = (t). For p 6= 2, 3, from the valuation of

the coefficients, we see from Table 2.1 that in fact E has additive reduction with Kodaira

symbol II∗ at (t). For p = 2, 3, we use the Magma function LocalInformation to verify that

we also have reduction type II∗ in these cases.

Remark 2.3.3. The coefficients (a1, a2, a3, a4, a6) = (t, t2, t3, t4, t5) of E in (2.8) were chosen

precisely for the purpose of E to have additive reduction with Kodaira symbol II∗ at p = (t).

As we will see in Proposition 2.3.4, this same condition is also sufficient to prove that (2.8)

has no points of infinite order. In Example 2.3.6 we will see that additive reduction with

Kodaira symbol II is in general not sufficient. Notice that the degrees of these coefficients

are sharp for E to have height 1 and reduction type II∗.

2.3.2 Computing the rank

Proposition 2.3.4. The elliptic curve E has rank zero.

Proof. For p 6= 47, the elliptic curve E is non-isotrivial and has height h = 1, so using

Shioda-Tate formula (2.2.6) (with L = Fp(t)) we can compute the geometric rank of (2.8).
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We have already seen that for every prime p, the elliptic curve (2.8) has always additive

reduction with Kodaira symbol II∗ at pv = (t). We have mII∗ = 9, so we get

rankE(L) = 8− (9− 1) = 0.

Clearly, the rank of E over K cannot exceed that over L, so we conclude rankE(K) = 0.

For p = 47, using the Magma function AnalyticRank we verify that rankE(F47(t)) = 0 as

well.

Combining Propositions 2.3.1, 2.3.2 and 2.3.4 we get the first part of Theorem 2.1.1:

Proposition 2.3.5. The elliptic curve E has E(K) = 0.

As discussed in §2.2.2, if E/Fp(t) is nonisotrivial, if j(E) /∈ Fp(tp), and if it has a place of

additive reduction II or II∗, then E(Fp(t))[tors] = 0. The following example shows that, in

general, reduction type II is not sufficient to also impose rank zero.

Example 2.3.6. Let p = 17, and consider the elliptic curve

E ′ : y2 + txy + ty = x3 + tx2 + tx+ t

over Fp(t). One computes

∆(E ′) = −t2(t5 + 10t4 + 15t3 + 2t2 + 9t+ 7) and j(E ′) =
t3(t3 + 8t2 + 9t+ 3)3

∆
.

We see that E ′ has bad reduction at (t), (1/t) and p = (t5 + 10t4 + 15t3 + 2t2 + 9t+ 7) (this

polynomial is irreducible over F17[t]). As we discussed in Example 2.2.1, the reduction at

these bad places are of Kodaira type II at (t), I5 at (1/t) and I1 at p. Using the Magma
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function LFunction, we get

L(E ′, T ) = 83521T 4 − 578T 2 + 1 = (17T − 1)2 · (17T + 1)2.

We have that j(E ′) /∈ Fp and has E ′ height h = 1, so by Theorem 2.2.18 E ′ satisfies BSD.

Then, since ords=1 L(E ′, p−s) = 2, we conclude that rankE ′(Fp(t)) = 2.

The prime p = 17 is the first one for which E ′ has rank 2. A similar analysis shows that

for p = 19, E ′ also has rank 2.

2.3.3 Computing X

Proposition 2.3.7. The elliptic curve E has trivial X(K,E).

Proof. E has height h = 1, so by Theorem 2.2.18 it satisfies the refined BSD conjecture.

From Proposition 2.3.5 we have that r = 0 and |E(K)[tors]| = 1 (so R(K,E) = 1). Finally,

to compute the Tamagawa factor τ(K,E), we need to consider the other places of bad

reduction of E. Recall that

∆(E) = −t10(83t2 − 199t+ 432)

so for p = 2 and p = 3, we have ∆(E) = t11(t + 1), so E has bad reduction also at (t + 1).

For p > 3 and p 6= 83, E has one or two other places of bad reduction, depending whether

the quadratic 83t2 − 199t + 432 factors over Fp[t] into two (different) linear factors or not.

Finally, for p = 83, E has bad reduction at (t+ 2) and at the place at infinity (1/t). In any

case, since v(∆) = 1 for these places, from Table 2.1 we see that the reduction type is I1 at

the other place(s). Fibers of type II∗ and I1 both have Tamagawa number 1 ([Sil94, Table

4.1]), so τ(K,E) = 1.

Thus formula (2.6) reduces to L(E/K , 1) = |X(K,E)|. If p 6= 47, j(E) /∈ Fp and we can
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use Theorem 2.2.20 to compute the L-function of E/K . The support of the conductor is given

by the places of bad reduction of E, discussed above, and we use the Ogg-Saito formula (2.7)

to compute the exponent of the conductor at these places in characteristic p = 2 and p = 3:

n(K,E) =


(t)3 · (t+ 1) if p = 2, 3,

(t)2 · (Linear1) · (Linear2) or (t)2 · (Quadratic) if p > 3, p 6= 83,

(t)2 · (t+ 2) · (1/t) if p = 83.

In any case, deg(n(K,E)) = 4, so by Theorem 2.2.20 we have L(E/K , s) = 1. Using the

Magma function LFunction we verify that L(E/F47(t), s) = 1 as well. Thus |X(K,E)| = 1 for

all primes.

21



CHAPTER 3

On the index of genus one curves over fields finitely

generated over Fp(t)

3.1 Introduction

In this chapter we prove the following result:

Theorem (Theorem 3.6.1). Let K be a field finitely generated over Fp(t). There is an

elliptic curve E/K such that for all positive integer n > 1, there are infinitely many elements

of H1(K,E) of index n.

Since elements of H1(K,E) correspond to genus one curves C/K (together with an iden-

tification E = Jac(C)), we conclude:

Corollary (Corollary 3.6.2). There are genus one curves of any prescribed index over any

field finitely generated over Fp(t).

The proof of Theorem 3.6.1 is done by induction on the transcendence degree of K/Fp(t).

For the base case, K = Fp(t), we prove (Theorem 3.4.3) that we can take E/K to be any

elliptic curve with E(K) = X(K,E) = 0. In Chapter 2 we proved that, for every prime p,

there is such an elliptic curve.
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The organization of the chapter is as follows: in §3.2 we review some previous work

where the analogue of Theorems 3.6.1 and 3.4.3 were proved for genus one curves defined

over number fields. In §3.3 we review the background material that will be needed throughout

the proof of our main result. In §3.4 we prove the “base case” of the induction and in §3.5

we consider the “inductive step”. Finally, with these preparations, in §3.6 we prove our main

theorem, Theorem 3.6.1.

3.2 Previous work in characteristic zero

In this section we want to recall (selected) previous work on the index of genus one curves

over number fields, not only for historical reasons, but also because the proof og our main

theorem, Theorem 3.6.1, follows closely the ideas used in [Cla06].

W. Stein, in [Ste02] proves, using Kolyvagin’s Euler system of Heegner points, that for

any number field K there are infinitely many genus one curves over K with index equal to

any number not divisible by 8. Specifically, Stein proves that if E/Q is an elliptic curve with

L(E, 1) 6= 0, there is an integer B such that H1(Q, E) contains infinitely many elements of

index n, for every integer n coprime to B. By taking E the elliptic curve X0(17), he proves

that B = 2 works (which is the best possible). Since X0(17)[Q] = Z/4Z, using a classical

result of Lang and Tate [LT58, §5 Proposition 7], it is possible to handle the case of indices

2 and 4 separately, but leaving the case of integers divisible by 8 still open.

Some years later, Clark [Cla06], using different techniques was able to prove that for any

number field K there are infinitely many genus one curves over K with index equal to any

number; hence removing the divisibility condition in Stein’s work. These genus one curves

are realized as torsors of any elliptic curve E/Q with E(Q) = 0 and X(Q, E) = 0.

We describe in detail the techniques used by Clark. We start by explaining the role of

the hypotheses E(Q) = X(Q, E) = 0: these hypotheses, combined with the Cassels-Tate
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long exact sequence are used to establish a local-to-global isomorphism of Galois cohomology

classes (see §3.3.7). Over local fields, the problem of constructing classes with prescribed

index is easier for two main reasons: (1) there is no distinction between period and index

and (2) local duality theorems reduce the problem to that of understanding the structure of

the Mordell-Weil group of elliptic curves over local fields (see §§3.3.6 and 3.4).

With this supply of “local classes” with prescribed index, using the mentioned local-to-

global isomorphism (and the formal properties of O’Neil’s period-index obstruction map (see

§3.3.5)) it is then possible to pull back these classes to a “global class” with control on its

index.

Finally, an argument is made in order to “go up” under field extensionsK/Q, and therefore

the proof is complete once one finds an elliptic curve E/Q with trivial Mordell-Weil and Tate-

Shafarevich groups.

Roughly speaking, we will follow these same steps, needing to take special care of the

case where the index is divisible by the characteristic of the ground field.

3.3 Preliminaries

3.3.1 Notation

A global field is a finite extension of Q (the number field case) or is finitely generated and

of transcendence degree one over a finite field (the function field case). A local field is a

field which is complete and nondiscrete with respect to a ultrametric norm, and with finite

residue field. Thus a local field of characteristic 0 is (canonically) a finite extension of Qp,

and a local field of positive characteristic is (noncanonocally) isomorphic to a finite extension

of Fp((t)).

If K is a global field, we denote by ΣK the set of places of K (equivalence classes of
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valuations on K). If v ∈ ΣK , we denote by Kv the completion of K with respect to v, a local

field. By Ov its valuation ring, mv the maximal ideal of Ov, and kv the residue field Ov/mv,

a finite field. We denote by qv = #kv the cardinality of kv.

For a field K, we denote by Ks and K the separable and algebraic closures respectively.

The absolute Galois group of K, Gal(Ks/K) is denoted by GK .

If G is an abelian group and m ∈ Z, we denote by G[m] the m-torsion subgroup of

G; i.e., the kernel of multiplication by m on G. By G[m∞] we mean the m-primary com-

ponent
⋃
nG[mn], and by G[tors] its torsion subgroup

⋃
mG[m]. . We write G∧ to for

pro-m-completion (the m should be understood from context). Finally, G∗ will denote

Homcts(G,Q/Z). In particular, if G is a discrete torsion abelian group, then G∗ is its Pon-

trjagin dual.

If A is an abelian variety, its dual abelian variety is denoted by A∨.

3.3.2 Cohomology

In what follows G will denote a profinite group.

Definition 3.3.1. A (discrete) G-module is a commutative group M on which G acts con-

tinuously, for the profinite topology on G, and the discrete topology on M . We denote the

action of G on M by (σ,m) 7→ mσ.

For a G-module M and n ≥ 0 we denote by Hn(G,M) the nth cohomology group of G

with coefficients in M . The groups Hn(G,M) can be defined using the continuous cocahin

complexes [Sha72, Proposition 3] or using direct limits of cohomology of finite groups ([Sha72,

Corollary 1, p. 26]).

Since we will work mostly exclusively with cohomology groups in dimensions 0 and 1, we

recall a more down to earth definition of H0 and H1. The group H0(K,M) consists of the
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elements of M which are G-invariant,

H0(K,M) = MG = {m ∈M : mσ −m = 0 for all σ ∈ G}

Definition 3.3.2. A 1-cocycle from G to M is a continuous map ξ : G→M that satisfies

ξ(στ) = ξ(σ)τ + ξ(τ)

for all σ, τ ∈ G. A 1-cocycle ξ : G → M is called a 1-coboundary if it is of the form

ξ(σ) = mσ − m for some m ∈ M . We denote the group of 1-cocycles from G to M by

Z1(G,M), and its subgroup of 1-coboundaries by B1(G,M).

The group H1(G,M) is the quotient group

H1(G,M) = Z1(G,M)/B1(G,M).

Remark 3.3.3. The group H1(G,M) has also an interpretation using the concept of G-

torsors. In §3.3.4 we make this interpretation explicit in the case of Galois cohomology of

elliptic curves.

Theorem 3.3.4. Let

0 −−−→ A −−−→ B −−−→ C −−−→ 0

be an exact sequence of G-modules. Taking G-invariants gives a long exact sequence of

abelian groups

0 −→ H0(G,A) −→ H0(G,B) −→ H0(G,C)
δ−→ H1(G,A) −→ · · ·

· · · −→ Hn(G,A) −→ Hn(G,B) −→ Hn(G,C)
δ−→ Hn+1(G,A) −→ · · ·
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Proof. See e.g. [NSW08, Theorem 1.3.2]

The connecting homomorphism δ : H0(G,C)→ H1(G,A) can be explicitly described as

follows: let

0 −−−→ A
α−−−→ B

β−−−→ C −−−→ 0

be exact. Let c ∈ H0(G,C) = CG. Choose b ∈ B such that β(b) = c and define ξ : G→ B

by ξ(σ) = bσ − b. Since c = β(b) is G-invariant, it follows that Im(ξ) ⊂ Ker(β) = Im(α).

Identifying Im(α) ∼= A, ξ induces a well defined 1-cocycle (which we still call) ξ : G → A.

We define δ(c) to be the class of ξ in H1(G,A).

Let H be a closed subgroup of G. Clearly H is also a profinite group, and being closed

makes the inclusion H ↪→ G a continuous homomorphism of profinite groups. A G-module

M is naturally also an H-module (by restricting the action) and we have a natural restriction

homomorphism

Res = ResGH : Hn(G,M)→ Hn(H,M). (3.1)

If we assume further that H is a normal subgroup, the quotient G/H is profinite and

the submodule MH has naturally the structure of a G/H-module. The inclusion MH ↪→M

induces a natural inflation homomorphism

Inf = Inf
G/H
G : Hn(G/H,MH) −→ Hn(G,M). (3.2)

Proposition 3.3.5 (Inflation-Restriction sequence). There is an exact sequence

0 −−−→ H1(G/H,MH)
Inf−−−→ H1(G,M)

Res−−−→ H1(H,M). (3.3)

Proof. In dimension one we have a rather explicit description of the inflation homomorphism:

if ξ : G/H → MH is a 1-cocycle, we define the image of the inflation map as the class in
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H1(G,M) of the 1-cocycle

G −→ G/H
ξ−→MH ↪→M.

Verifying the exactness is then routine.

Finally, if H is a normal subgroup and G/H is finite, we can also define a map in the

opposite direction of restriction. In dimension zero it is given by the trace map,

MH −→MG, m 7→
∑

σ∈G/H

mσ

This extends (uniquely) to a morphism of the functors Hn(H,−)→ Hn(G,−), which induce

the corestriction homomorphism ([Sha72, Proposition 8])

Cores = CoresHG : Hn(H,M) −→ Hn(G,M). (3.4)

Proposition 3.3.6 (Restriction-Corestriction). If H is a normal subgroup of G with finite

index, then the composition

Hn(G,M)
Res−−−→ Hn(H,M)

Cores−−−→ Hn(G,M)

is multiplication by [G : H] on Hn(G,M).

Proof. See e.g. [Sha72, Proposition 9].

Lemma 3.3.7. For n ≥ 1, the groups Hn(G,M) are torsion groups.

Proof. See e.g. [Sha72, Corollary 2]

Definition 3.3.8. For n ≥ 1 and η ∈ Hn(G,M) we define P (η), the period of η, as the

order of η in Hn(G,M).
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3.3.3 Galois cohomology

For a field K we denote by K and Ks a fixed choice of algebraic and separable closures of K.

We write GK = Gal(Ks/K) for the absolute Galois group of K. The group GK is a profinite

group, as it is the inverse limit of Gal(L/K) as L varies over all finite Galois extensions L/K

(contained in Ks).

Notation. If L/K is a Galois extension andM is a Gal(L/K)-module, we writeHn(L/K,M) :=

Hn(Gal(L/K),M). In the case L = Ks we write Hn(K,M) := Hn(GK ,M), and refer to

it as the nth Galois cohomology group of K with coefficients in M . If A is a commutative

group scheme over K, locally of finite type, then M = A(Ks) is a GK-module, and we write

Hn(K,M) = Hn(K,A).

The main example of GK-module that we will consider is that of abelian varieties over

K. An important application of Theorem 3.3.4 is the following.

Example 3.3.9. Let A/K be an abelian variety, and let n ≥ 2 a positive integer. If charK -

n, we have a short exact sequence of GK-modules

0 −−−→ A[n] −−−→ A
[n]−−−→ A −−−→ 0. (3.5)

Taking Galois cohomology we obtain a long exact sequence

0 −→ A(K)[n] −→ A(K)
[n]−→ A(K)

δ−→ H1(K,A[n]) −→

H1(A,E)
[n]−→ H1(A,E) −→ . . .

from where we obtain the following short exact sequence, which we refer as the Kummer

sequence for A/K :

0 −→ A(K)/nA(K) −→ H1(K,A[n]) −→ H1(K,A)[n] −→ 0. (3.6)
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Remark 3.3.10. When charK | n, the map A(Ks)
[n]−→ A(Ks) need not to be surjective, and

therefore the sequence (3.5) is not exact. Also, when charK | n, the finite K-group scheme

A[n] is not étale, so it is not determined by the GK-module A[n](Ks). The sequence (3.5) can

be viewed as a short exact sequence of abelian sheaves on the flat site of K ([Sha72, §IV.3]),

and then using flat cohomology we get a Kummer sequence (3.6), where the groups H1 need

to be interpreted accordingly. For details we refer the reader to [Cla10, §2]. If charK - n, then

the finite K-group scheme A[n] is étale, and both interpretations coincide ([Sha72, Theorem

43]).

If L/K is an algebraic extension, then GL is a closed subgroup of GK , so the inclusion

GL ↪→ GK is continuous and we have the natural restriction map (3.1)

ResL/K := ResGK
GL

: Hn(K,M)→ Hn(L,M).

We will also need to consider transcendental field extensions and the corresponding restric-

tion maps in Galois cohomology. We make the following observation, which is the content of

[Ser02, §II.1.1]: let A be a commutative group scheme over K, locally of finite type. Then

M = A(Ks) is a GK-module. Let L/K be any field extension. There is a field embedding

ι : K ↪→ L. Any automorphism σ ∈ Aut(L/L) fixes K pointwise, so restricts to an automor-

phism in Aut(K/K) = GK . This gives a continuous group homomorphism GL → GK , so we

again can argue as in 3.1 to define the restriction map ResL/K : Hn(K,M) → Hn(L,M)

(which does not depend on the field embedding ι : K ↪→ L).

Definition 3.3.11. Let L/K be a field extension. Whenever the restriction ResL/K is

defined, we put

H̃n(L/K,M) := Ker
(
ResL/K : Hn(K,M)→ Hn(L,M)

)
.
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Remark 3.3.12. Let L/K be a finite Galois extension. The group Gal(Ks/L) is a normal

subgroup of GK = Gal(Ks/K), and the quotient GK/GL is the finite group Gal(L/K). From

the inflation-restriction sequence (3.3) we get

H̃1(L/K,A) = H1(L/K,A) = H1(Gal(L/K), A(L)). (3.7)

So, in dimension one, one usually drops the tilde from the notation of the kernel of restriction.

As Hn(K,M) = H̃n(Ks/K,M), by definition of Galois cohomology, for every η ∈

Hn(K,M) there is a finite extension L/K (contained in Ks) such that η ∈ H̃n(L/K,M).

Definition 3.3.13. If η ∈ H̃n(L/K,M), we say that L is a splitting field for η. We define

Is(η), the separable index of η, as the greatest common divisor of all degrees of finite splitting

fields of η.

Remark 3.3.14. Although we have gone into some trouble defining the restriction map for

transcendental extensions, we will see in §3.5 that for purely transcendental extensions L/K,

the restriction is an injection, and therefore the groups H̃n(L/K,M) are trivial in this case.

In the case of Galois cohomology, for η ∈ Hn(K,M) we have define to numerical invariants

to η: its period P (η), and its separable index Is(η). We summarize some of their basic

properties in the following

Proposition 3.3.15. For η, η′ ∈ Hn(K,M) we have

(a) P (η) | Is(η), and they have the same prime divisors.

(b) If gcd(P (η), P (η′)) = 1, then Is(η + η′) = Is(η) · Is(η′).

Proof. (a) [LT58, Proposition 5] Let L/K be a splitting field of η. By Proposition 3.3.6, the

composition

Hn(K,M)
Res−−−→ Hn(L,M)

Cores−−−→ Hn(K,M)
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is multiplication by [L : K] on Hn(K,M). Therefore [L : K] · η = 0, that is P (η) divides

[L : K]. Since L/K was an arbitrary splitting field of η, we have that P (η) divides every

degree of a splitting field, so in particular divides the greatest common divisor of such degrees,

and therefore divides Is(η).

For the second claim, let p be a prime not dividing P (η). Let L/K be any finite splitting

field of η. By replacing L with its Galois closure, we may as well, assume L/K is Galois.

Let Hp < Gal(L/K) be a p-Sylow subgroup, and takeLp = LHp be the subfield of L fixed

Hp. Then, on one hand, the period of ResLp/K(η) ∈ H̃1(L/Lp,M) divides the p-power

[L : Lp], and in the other hand, divides P (η). Therefore ResLp/K(η) = 0, that is Lp splits η.

Consequently Is(η) divides [Lp : K], so p cannot divide Is(η).

(b) Let F/K be a splitting field for η + η′. Then clearly F is also a splitting field

of P (η) · (η + η′) = P (η) · η′, so F splits η′. Similarly, F is also a splitting field of η.

Therefore Is(η + η′) is divisible by both Is(η) and Is(η
′), which by part (a) are relatively

prime, so Is(η) ·Is(η′) | Is(η+η′). For the reverse divisibility, let L/K and L′/K be separable

splitting fields of η and η′ respectively. Again, by part (a), the degrees [L : K] and [L′ : K]

are relatively prime. The compositum L.L′ clearly splits η + η′. Thus Is(η + η′) divides

[L.L′ : K] = [L : K] · [L′ : K].

We are interested in the case where M = A(Ks) for an abelian variety A/K . In this case,

elements of H1(K,A) correspond to geometric objects, called principal homogeneous spaces

for A.

3.3.4 Principal homogeneous spaces

In this section A/K will denote an abelian variety defined over a field K. We denote by +

the group law on A, and by 0 ∈ A(K) the identity element for this group law.

Definition 3.3.16. Let A/K be an abelian variety defined over a field K. A principal
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homogeneous space for A/K is a variety V/K together with a simply transitive algebraic

action on Ks-points, also defined over K.

In other words, a principal homogeneous space for A/K is a pair (V, µ) where

µ : A× V → V

is a K-morphism with the following properties:

(a) µ(0, v) = v, for all v ∈ V (Ks).

(b) µ(a+ b, v) = µ(a, µ(b, v)) for all v ∈ V (Ks) and all a, b ∈ A(Ks).

(c) For all x, y ∈ V (Ks) there is a unique a ∈ A(Ks) such that µ(a, x) = y.

As a trivial example of a principal homogeneous space for A/K we can take (V, µ) =

(A,+). In this case, property (b) above in this case is just the associativity of +, and

property (c) above is simply the fact that we can subtract elements in A: a = x− y.

In general, given a principal homogeneous space (V, µ) for A/K , property (c) can be used

to define a subtraction map ν : V × V → A as the unique point ν(x, y) ∈ A such that

µ(ν(x, y), x) = y.

Proposition 3.3.17. Let A/K be an abelian variety, and let (V, µ) be a principal homoge-

neous space for A/K. Let x0 ∈ V (Ks), and define

θ : A→ V, θ(a) = µ(a, x0)

(a) The map θ is an isomorphism defined over K(x0).

(b) For all x ∈ V (Ks) and a ∈ A(Ks),

µ(a, x) = θ(θ−1(x) + a)
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(c) The subtraction map ν : V × V → A is a morphism defined over K.

(d) For all x, y ∈ V (Ks),

ν(x, y) = θ−1(x)− θ−1(y)

Proof. This is given in [Sil09, Proposition X.3.2] in the case of A an elliptic curve, but the

proof applies without change to abelian varieties.

Definition 3.3.18. Two homogeneous spaces (V, µ) and (V ′, µ′) of A/K are equivalent if

there is an isomorphism θ : V → V ′ defined over K compatible with the action of A on V

and V ′, that is, the following diagram commutes:

A× V µ−−−→ V

1×θ
y yθ

A× V ′ µ′−−−→ V ′

The collection of equivalence classes of homogeneous spaces of A/K is called theWeil-Châtelet

group of A/K , and it is denoted WC(K,A). The equivalence class containing (A,+) is called

the trivial class.

Remark 3.3.19. Weil [Wei55] showed that the set WC(K,A) admits a composition law,

making it into a torsion commutative group. We will endow -indirectly- the set WC(K,A)

with the structure of a torsion commutative group in Proposition 3.3.21 below.

Lemma 3.3.20. A homogeneous space V ∈ WC(K,A) is in the trivial class if and only

V (K) 6= ∅.

Proof. Suppose that V/K is in the trivial class, and let θ : A→ V be an isomorphism defined

over K. Then θ(0) ∈ V (K).

Conversely, suppose that p ∈ V (K). Consider the isomorphism θ : A → V defined

by θ(a) = µ(a, p). By Proposition 3.3.17 (a), θ is defined over K, and it follows from the
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properties of µ that the following diagram commutes

A× A +−−−→ A

1×θ
y yθ

A× V µ−−−→ V

That is (V, µ) is equivalent to (A,+).

We now relate the Weil-Châtelet group WC(K,A) to the Galois cohomology group

H1(K,A).

Proposition 3.3.21. There is a canonical isomorphism between the Weil-Châtelet group

WC(K,A) and the Galois cohomology group H1(K,A). This isomorphism is given by

Φ : WC(K,A) −→ H1(K,A)

{(V, µ)} 7→ {σ 7→ ν(pσ, p)}

where p ∈ V (Ks). This is independent of the choice of p.

Proof. See e.g. [LT58, Proposition 4]

Using this isomorphism we can endow WC(K,A) with the structure of a torsion com-

mutative group. In §3.3.2 we defined the period and separable index for elements of Galois

cohomology groups.

Definition 3.3.22. Let (V, µ) a principal homogeneous space for A/K and let η = Φ(V, µ).

We define the period and separable index of (V, µ) as P (η) (Definition 3.3.8) and Is(η)

(Definition 3.3.13), respectively.

It is clear, by Lemma 3.3.20, that the separable index of V ∈ WC(K,A) corresponds

to the greatest common divisor of all degrees of finite separable field extensions L/K such

that V (L) 6= ∅. If one allows arbitrary field extensions, not necessarily separable, one gets
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a priori a possibly smaller integer, called the index of V . The following proposition shows

that one gets the same answer.

Proposition 3.3.23. Let V ∈ WC(K,A). The separable index of V is the greatest common

divisor of all degrees of finite field extensions L/K such that V (L) 6= ∅.

Proof. This is due to Lichtenbaum [Lic68, Theorem 4].

Remark 3.3.24. By the previous proposition, in the case of principal homogeneous spaces

for abelian varieties, we do not need to make a distinction between the separable index and

the index.

When A/K is an elliptic curve, we can interpret the period and index of V ∈ WC(K,A)

in terms of divisors on V . Let Div(V ) denote the group of Ks-rational divisors on V , and

Pic(V ) the group ofKs-rational divisors modulo linear equivalence. Let Div0(V ) and Pic0(V )

denote the corresponding objects of degree zero. Finally, let DivK(V ) denote the subgroup

of K-rational divisors, i.e., D ∈ Div(K) such that Dσ = D for all σ ∈ GK . Similarly for

Div0
K(V ).

Proposition 3.3.25. Let E/K be an elliptic curve and let C ∈ WC(K,E).

(a) The period of C is equal to the least positive degree of a divisor class D ∈ Pic(V ) which

is GK-invariant.

(b) The (separable) index of C is equal to the least positive degree of a K-rational divisor.

Proof. These are Lemmas 1 and 2 of [Lic68]1.

Remark 3.3.26. Notice that we can use the previous proposition to define the period and

index of a smooth genus one curve C/K with out reference to the elliptic curve for which C

was a principal homogeneous space. It is clear from Proposition 3.3.25 that the period of C
1Notice that there is a typo in the statement of Lemma 2: period should read index
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divides its index (we proved this in Proposition 3.3.15). The following example of Cassels

shows that the index can exceed the period.

Example 3.3.27 ([Cas63]). Consider the elliptic curve given by

C :

 x2 = y2 − t2,

z2 = y2 + t2.

Let l,m, n be nonzero rational numbers, and consider the curve

D :

 mnX2 = nlY 2 − T 2,

lmZ2 = nlY 2 + T 2.

Notice that D is birationally equivalent to C over Q(
√
l,
√
m,
√
n), but in general, not over

Q. Cassels shows, by explicitly describing the structure of D as a principal homogeneous

space for C/Q, that D has period 2 and that for infinitely many choices of l,m, n (l = −11,

m = 3, n = 1 for example) D has index 4.

�

Proposition 3.3.28. Let E/K an elliptic curve and C ∈ WC(K,E). We have an isomor-

phism of GK-modules E ∼= Pic0(C) over Ks.

Proof. See e.g. [Sil09, Theorem X.3.8].

Definition 3.3.29. Let C/K be a smooth genus one curve. We define the Jacobian elliptic

curve of C to be Pic0(C).

Remark 3.3.30. It is a known,but deep, fact [BLR90, Chapters 8,9] that for any smooth,

projective, geometrically integral curve C over a field K, the sheafification of the fpqc

presheaf T 7→ Pic(C/T ) is representable by a K-group scheme PicC which is locally of
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finite type but with connected components PicnC parameterized by the integers. The iden-

tity component Pic0C is an abelian variety of dimension equal to the genus of C. Especially,

when C has genus one, then Riemann-Roch gives a canonical identification of C with Pic1C,

and then the natural action of Pic0(C) on Pic1(C) gives C the structure of a principal

homogeneous space over Pic0(C).

3.3.5 The period-index obstruction map

Let E/K be an elliptic curve, and n ≥ 1 a positive integer. The period-index obstruction map

is a map in flat cohomology (see Remark 3.3.10)

∆ = ∆n : H1(K,E[n])→ Br(K)[n] (3.8)

functorial in K, satisfying the following properties:

• Let η ∈ H1(K,E)[n] be a class of period n. Then η has index n if and only if there is

a Kummer lift of η to ξ ∈ H1(K,E[n]) (see (3.6)) such that ∆(ξ) = 0.

• If η = 0 then ∆(ξ) = 0 for any Kummer lift.

Remark 3.3.31. The definition of the period-index obstruction map ∆n was given by C.

O’Neil in [O’N02] in the case that charK - n. Clark [Cla10] extended this definition, using

flat cohomology, in order to include the case charK | n. We will only need to use the formal

properties of the map ∆n listed above, which hold regardless whether the comohology group

H1(K,E[n]) should be interpreted as a Galois cohomology group or as a flat cohomology

group. See Remark 3.3.10.

Lemma 3.3.32. Let K be a field with Br(K) = 0, and E/K an elliptic curve. Then every

element of H1(K,E) has period equal index.
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Proof. It follows directly from the definition and the properties of ∆ highlighted above.

This result is actually due to Lichtenbaum [Lic68, Theorem 1]. We quote: “... the

obstruction to the existence of a k-rational divisor in a given k-rational divisor class lies in

the Brauer group of k”. See also [O’N02, §5].

The following lemma will play an important role in the proof of our main theorem:

Lemma 3.3.33. Let E/K be an elliptic curve over a global field, and let η ∈ H1(K,E) be

locally trivial at all places of K except (possibly) one. Then η has period equal index.

Proof. If K is a number field and η is everywhere locally trivial, that is if η ∈X(K,E), it is

classically known that P (η) = I(η) [Cas62, Theorem 1.3]. C. O’Neil gives a very short proof

of this for arbitrary K, except possibly when charK | P (η). If charK | P (η), the argument

goes though when one uses the aforementioned extension of the obstruction map by Clark.

So let’s assume that η is locally trivial except, say at p ∈ ΣK . The following argument

appears in [Ols70, Corollary 16] (and was rediscovered in [Cla06, Proposition 6]).

Let n = P (η), and write ∆ = ∆n for the obstruction map. Let ξ ∈ H1(K,E[n]) be

a Kummer lift of η. For q ∈ ΣK we denote by ξq the image of ξ under the restriction

H1(K,E) → H1(Kq, E[n]). Let invq : Br(Kq) ↪→ Q/Z denote the Hasse invariant, and

consider the commutative diagram

H1(K,E[n])
⊕

H1(Kq, E[n])

0 Br(K)
⊕

Br(Kq) Q/Z 0

∆ ∑
invq

where q runs over all places of K, and the bottom row is the exact sequence coming from

the Reciprocity Law in the Brauer group. By assumption, for q 6= p, ηq = 0 so ∆(ξq) = 0 in

H1(Kq, E[n]), so a quick diagram chase shows that invp(∆(ξ)) = 0. Since invp is an injection,

it follows ∆(ξ) = 0. Thus η has trivial obstruction, hence period equal index
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3.3.6 Local duality theorems

Let A/K be an abelian variety over a local field, and denote by A∨ its dual abelian variety.

In [Tat58] Tate defines a pairing

A∨(K)×H1(K,A)→ H2(K,Gm) ∼= Q/Z (3.9)

between the discrete torsion group H1(K,A) and the compact profinite group H0(K,A∨) =

A∨(K). This pairing is continuous with respect to the canonical compact topology on H0

and the discrete topology on H1.

Tate’s pairing (3.9) is known to be non-degenerate in full generality:

• If charK = 0, or if charK = p except possibly on the p-primary components is due to

Tate [Tat58].

• If dimA = 1 and A does not have potential good reduction is due to Shatz [Sha67].

• Milne [Mil70b] consider the case where A has potential good reduction, and shortly

after Milne himself [Mil72], removed this restriction.

We refer to the non-degeneracy of the Tate pairing as the (Milne-Tate) Local Duality

Theorem. The Tate pairing induces induces then an isomorphism

H1(K,A)→ Hom(A∨,Q/Z) = (A∨(K))∗. (3.10)

In particular, for n ≥ 1 we have

H1(K,A)[n] ∼= (A∨(K)/nA∨(K))
∗
. (3.11)

Remark 3.3.34. A key ingredient in Lichtenbaum’s solution to the period-index problem
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for elliptic curves over local fields of characteristic zero [Lic68] is Tate’s version of the local

duality. An immediate consequence of Milne’s and Shatz’s extension of Tate’s local duality,

is that Lichtenbaum’s solution holds for all local fields.

3.3.7 A local-global isomorphism in WC groups

Let K be a global field and let l ≥ 1 a positive integer not divisible by the characteristic

of K. Let A/K an abelian variety, and assume that the l-primary subgroup of X(K,A)

is finite (that is, conjecturally always). There is a short exact sequence ([Cas64], [Tat63],

[Mil06, Theorem I.6.26(b)])

0→X(K,A)[l∞]→ H1(K,A)[l∞]→
⊕
v∈ΣK

H1(Kv, A)[l∞]→ (A∨(K)∧)
∗ −→ 0 (3.12)

which is known as the Cassels-Tate exact sequence.

This exact sequence played an important role in [Cla06], where the ground field K had

characteristic zero, and therefore the restriction on l was irrelevant. In our application we will

need to consider the case of charK | l. The following result of González-Avilés-Tan, which

generalizes the Cassels-Tate exact sequence provides exactly what we need. For m ≥ 2 a

positive integer, let

SelmA
∨ = Ker

(
H1(K,A∨[m]) −→

⊕
v∈ΣK

H1(Kv, A
∨)

)

the m-Selmer group of A∨/K . For a prime p we put

Tp SelA∨ = lim←−
n

Selpn A
∨

Theorem 3.3.35. For A/K an abelian variety over a global field, and p any prime number
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- the case p = charK is allowed - we have an exact sequence

0→ Tp SelA∨ →
∏
v∈ΣK

(A∨(Kv))
∧ → (H1(K,A)[p∞])∗ → (X(K,A)[p∞])∗ → 0. (3.13)

Proof. This is the main result in [GAT07].

We deduce from this exact sequence

Corollary 3.3.36. Let A/K be an abelian variety over a global field. If A∨(K) = 0 and

X(K,A) = 0 we have an isomorphism

H1(K,A)
∼−→
⊕
v∈ΣK

H1(Kv, A).

Proof. Since the cohomology groups H1(−, A) are torsion groups, it suffices to restrict to

the p-primary components for all primes p. If X(K,A) is finite -in particular if it is trivial-,

then so is X(K,A∨) ([Mil06, Remark I.6.14(c)]). Then X(K,A∨) = 0 as well, and from the

exact sequence

0 −→ A∨(K)/pnA∨(K) −→ Selpn A
∨ −→X(K,A∨)[pn] −→ 0

it follows that Selpn A
∨ = 0, so Tp SelA∨ = 0. Then (3.13) gives an isomorphim

∏
v∈ΣK

(A∨(Kv))
∧ ∼−→ (H1(K,A)[p∞])∗.

Taking Pontrjagin duals,

⊕
v∈ΣK

A∨(Kv)[p
∞]

∼←− H1(K,A)[p∞].

Finally, using Tate-Milne local duality (3.10) to identify A∨(Kv) ∼= H1(Kv, A), we get the
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desired isomorphism,

H1(K,A)[p∞]
∼−→
⊕
v∈ΣK

H1(Kv, A)[p∞].

3.3.8 Weak Mordell-Weil fields

The following results will be necessary for our inductive arguments:

Definition 3.3.37. A field K is weak Mordell-Weil if for every abelian variety A/K and for

every positive integer n ≥ 1, the quotient A(K)/nA(K) is finite.

Lemma 3.3.38. Let K be a weak Mordell-Weil field and L/K be a finite separable field

extension. Then L is also a weak Mordell-Weil field.

Proof. Let A/L be an abelian variety, and consider A∗ = NL/KA the be the variety obtained

by Weil restriction (in the sense of [Wei82, §1.3]). Let m = [L : K], and let σ1, . . . , σm the

distinct embeddings of L into Ks over K. There is a Ks-isomorphism A∗ ∼= Aσ1 × . . .×Aσm

[Wei82, page 5 ], so it follows that A∗ is also an abelian variety (defined over K) and

A∗(K) = A(L).

Then for all n ≥ 1, A(L)/nA(L) = A∗(K)/nA∗(K) is finite, sinceK is weak Mordell-Weil.

Therefore L is a weak Mordell-Weil field

Lemma 3.3.39. Let K be a weak Mordell-Weil field and L/K finitely generated regular field

extension. Then L is also a weak Mordell-Weil field.

Proof. Let A/L be an abelian variety. By the Lang-Nerón Theorem [LN59, Theorem 1],

there is an abelian variety B/K together with an injective homomorphism τ : B ↪→ A defined

over K (the pair (B, τ) is called a L/K-trace of A) that satisfies A(L)/τB(K) is finitely

generated. It follows that A(L)/nA(L) is finite, so L is a weak Mordell-Weil field.
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Corollary 3.3.40. Every finitely generated field is weak Mordell-Weil.

Proof. Let k be the prime subfield of K: either Q or Fp. In either case, k is a weak Mordell-

Weil field. Since k is perfect, K/k admits a separating transcendence basis, say {t1, . . . , tn}.

Put K ′ = k(t1, . . . , tn). We have K ′/k is finitely generated regular, so by Lemma 3.3.39 K ′

is a weak Mordell-Weil field. We have K/K ′ is finite separable, so by Lemma 3.3.38 so is

K.

3.4 The base case

Theorem 3.4.1. Let Kv be a local field of equicharacteristic p > 0, and let A/K an abelian

variety. The structure of the Mordell-Weil group E(Kv) is given by

A(Kv) ∼=

(
∞∏
i=1

Zp

)
⊕ T

for some finite group T .

Proof. This appears in [CL, Theorem 21].

Lemma 3.4.2. Let A/K be an abelian variety over a global field K. Let n ∈ N be an integer.

(a) If charK - n, then there is a positive density set P ⊂ ΣK such that for all v ∈ P,

H1(Kv, A) has an element of order n

(b) If charK = p and n = pa for a ≥ 1, then for every place v of K, H1(Kv, A) has

infinitely many elements of order n.

Proof. We will prove that there is always an infinite set of places v ofK such thatH1(Kv, A)[n]

contains a nontrivial element.
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Let v be a finite place of K. By Tate-Milne local duality Theorem, for every n ≥ 1 we

have an isomorphism (3.11)

H1(Kv, A)[n] ∼= A∨(Kv)/nA
∨(Kv),

so it suffices to exhibit an element of order n in the weak Mordell-Weil quotientA(Kv)/nA(Kv)

(clearly we can replace A∨ with A in doing so). Recall from Theorem 3.4.1 that

A(Kv) ≡

(∏
i∈I

Zp

)
⊕ T

for some nonempty indexing set I. So, if n = pa, the quotient A(Kv)/p
aA(Kv) contains at

least #I elements of order pa. Notice that in this case (n = pa), this holds for every finite

place v of K.

If p - n, then A[n] is a finite étale group scheme, and as A[n](Ks) ∼= (Z/nZ)2 dimA, there

is a finite Galois extension L/K such that A[n](L) ∼= (Z/nZ)2 dimA. Let v a place of K

which splits completely in L. For such v we have a K-algebra embedding L ↪→ Kv and

thus A(Kv) ∼= (Z/nZ)2 dimA. Then, the quotient A(Kv)/nA(Kv) contains 2 dimA elements

of order n. Finally, by the Cebotarev Density Theorem, the set of finite places splitting

completely in the Galois extension L/K has positive density, hence is infinite.

The next theorem takes advantage of the latter construction of classes with period n over

local fields, to construct classes with index n over global fields.

Theorem 3.4.3. Let K/Fp(t) be a global field, and let E/K be an elliptic curve with E(K) =

X(K,E) = 0. Then for all n > 1, there is an infinite subset S ⊂ H1(K,E)[n] such that

every element has index n.

Proof. From Corollary 3.3.36 we have that whenever E(K) = X(K,E) = 0 we have an
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isomorphism

H1(K,E)
φ−→
⊕
v∈ΣK

H1(Kv, E)

Invoking Lemma 3.4.2, let v ∈ ΣK be any of the infinitely many finite places such that

H1(Kv, E) contains a nontrivial element of period n, say ηv. Let η = φ−1(0, . . . , ηv, 0, . . .) ∈

H1(K,E). Clearly η has period n, as φ is a group isomorphism. On the other hand, η is

locally trivial at all places except v, so it follows from Lemma 3.3.33 that η has index n.

Remark 3.4.4. The infinite set S ⊂ H1(K,E)[n] in Theorem 3.4.3 is also linearly indepen-

dent over Z/nZ (in the sense of Definition 3.5.3 below) as every element η ∈ S is supported

in a different direct summand.

3.5 The inductive arguments

In this section we prove the necessary results in order to perform the “inductive steps” in the

proof of Theorem 3.6.1.

Lemma 3.5.1. Let A/K be an abelian variety over a Weak Mordell-Weil field. Let L/K be

a finite separable field extension. Then the kernel H̃1(L/K,A) is finite.

Proof. Let M be the Galois closure of L/K. Since H̃1(L/K,A) ⊂ H̃1(M/K,A), we may

replace L with M and thus assume without loss of generality that L/K is finite Galois, say

of degree n = [L : K].

The Kummer sequences (3.6) associated to multiplication by n on A/K and A/L, gives a
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commutative ladder

K H̃1(L/K,A[n]) H̃1(L/K,A)

0 A(K)/nA(K) H1(K,A[n]) H1(K,A)[n] 0

0 A(L)/nA(L) H1(L,A[n]) H1(L,A)[n] 0

C

where the middle vertical maps are restriction maps induced by K ↪→ L, and C and K denote

respectively the cokernel and kernel of the respective restriction maps. The snake lemma

gives an exact sequence

0 −→ K −→ H̃1(L/K,A[n]) −→ H̃1(L/K,A) −→ C −→ 0. (3.14)

By assumption A(K)/nA(K) is finite, so K ↪→ A(K)/nA(K) is finite. By Lemma 3.3.38 the

quotientA(L)/nA(L) is also finite, so C, being the cokernel between finite groups, is finite. Fi-

nally, since L/K is Galois, by [Wat79, Theorem §17.7] H̃1(L/K,A[n]) = H1(Gal(L/K), A[n](L)),

where the right hand side is the cohomology of a finite group with coefficient in a finite mod-

ule, so it is a quotient of a finite group of cochains and thus is certainly finite. From the

exact sequence (3.14), we conclude that H̃1(L/K,A) is finite, as claimed.

Lemma 3.5.2. Let L/K be a purely transcendental field extension. For every abelian variety

A/K, the kernel H̃1(L/K,A) is trivial.

Proof. Suppose first that L = K(t). Let η ∈ H1(K,A). By the bijection H1(K,A) ∼=

WC(K,A) (Proposition 3.3.21), η corresponds to a principal homogeneous space V/K for

A/K , in particular a projective variety. We want to prove that if V (L) 6= ∅, in fact V (K) 6= ∅
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already. Let φ : V/K → PN be a projective embedding. If p ∈ V (L), then φ(p) = (f0(t) : . . . :

fN(t)) for some fi(t) ∈ K[t]. By specializing to, say t = 0, we have (f0(0) : . . . : fN(0)) ∈

V (K). By Lemma 3.3.20 V/K represents the trivial class in WC1(K,A). Since η (hence

V ) was arbitrary, we conclude that H̃1(L/K,A) = 0. For the general case, let {ti}i∈I be

a transcendence basis for L/K. Since (the coordinates of) a point p ∈ V (L) would involve

only finitely many of the ti’s, we can assume without loss of generality that L/K has a finite

transcendence degree. Then, arguing by induction on the transcendence degree, we reduce

to the case just considered: L = K(t1).

We make the following ad hoc definition.

Definition 3.5.3. Let G be a commutative group, n > 1 be a positive integer, and S ⊂ G[n].

For m ∈ Z+, we say that S is m-linearly independent over Z/nZ if a linear dependence

relation

a1η1 + · · ·+ amηm = 0, ai ∈ Z, ηi ∈ S

implies ai ≡ 0(mod n) for all i = 1, . . . ,m. We say that S is linearly independent over Z/nZ

if it is m-linearly independent over Z/nZ for all m ∈ Z+.

Lemma 3.5.4. Let φ : GK → GL be a homomorphism of commutative groups. Let n > 1

be a positive integer and S ⊂ GK [n] an infinite subset which is 2-linearly independent over

Z/nZ. If Kerφ is finite, then there is a subset S ′ ⊂ S such that φ(S ′) is infinite and 1-linearly

independent over Z/nZ; i.e., every element of φ(S ′) has order n.

Proof. By the Chinese Remainder Theorem, it suffices to consider the case where n = qa is

a prime power of some prime q. Let m = # Kerφ and consider any (m+ 1)-element subset

{η1, . . . , ηm+1} ⊂ S. There must be at least one of these ηi’s such that φ(ηi) ∈ GL has order

qa. If not, given that q is prime, we would have qa−1ηi = 0, and since φ is a homomorphism,

that

φ(qa−1ηi) = qa−1φ(ηi)
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so qa−1ηi ∈ Kerφ for all i. By the Pigeonhole Principle, we must have qa−1ηi = qa−1ηj for

some i 6= j. But this contradicts the assumption that S is 2-linearly independent over Z/qaZ.

Therefore, any subset of S with at least m+ 1 elements contains an element η such that

φ(η) has order n. Since S is infinite, this constructs inductively an infinite subset S ′ ⊂ S

such that for every η ∈ S ′, φ(S ′) has order n.

Combining the previous results we are ready to state prove the “inductive argument”:

Proposition 3.5.5. Let n > 1 be a positive integer, K be a weak Mordell-Weil field, and

L/K be a finitely generated separable field extension. Let S ⊂ H1(K,A)[n] be infinite and

2-linearly independent over Z/nZ. Then there is an infinite subset S ′ ⊂ S such that every

element of ResL/K(S ′) ⊂ H1(L,A)[n] has order n. Moreover, if each element of S has index

n, then each element of ResL/K(S ′) has index n.

Proof. Let {t1, . . . , td} a separating transcendence basis for L/K and put K ′ = K(t1, . . . , td).

The restriction map ResL/K : H1(K,A)→ H1(L,A) factors as

H1(K,A)
ResK′/K−−−−−→ H1(K ′, A)

ResL/K′−−−−−→ H1(L,A)

By Lemma 3.5.2, the restriction map ResK′/K is an injection, so its image S1 = ResK′/K(S) is

still infinite and 2-linearly independent over Z/nZ. By 3.3.39, K ′ is also a weak Mordell-Weil

field, and since L/K ′ is finite and separable, it follows from Lemma 3.5.1 that Ker ResL/K′

is finite. Then by Lemma 3.5.4, there is an infinite subset S2 ⊂ S1 such that ResL/K′(S2) is

infinite and every element has order n in H1(L,A). Then S ′ = Res−1
K′/K(S2) has the desired

property. Notice that if every element of S has index n, then every element of ResL/K(S ′)

has index at most n, but since the period divides the index (Proposition 3.3.15 (a)) it is at

least n, hence equal to n.
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3.6 The proof of the main theorem

With all our preparations, the proof of our main theorem now follows easily:

Theorem 3.6.1. Let K be a field finitely generated over Fp(t), and let n > 1 a positive

integer n > 1. Then there exists an elliptic curve E/K such that there are infinitely many

classes η ∈ H1(K,E) with I(η) = P (η) = n.

Proof. If we consider K as being finitely generated over Fp, since the latter is perfect, we

can assume without loss of generality that K/Fp(t) is a separable field extension.

Let E be any elliptic curve over k = Fp(t) with E(k) = 0 and X(k,E) = 0 (take for

example E the elliptic curve (2.8)). By Theorem 3.4.3 and Remark 3.4.4 there is an infinite

subset S ⊂ H1(k,E)[n] which is linearly independent over Z/nZ and such that every element

has period and index equal n. Finally, the inductive argument in Proposition 3.5.5 gives the

desired result.

Finally, since elements of H1(K,E) correspond to genus ones curves C/K (Propositions

3.3.21 and 3.3.25) we conclude

Corollary 3.6.2. There are infinitely many genus one curves of any prescribed index over

any field finitely generated over Fp(t).
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