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Abstract

Social media has reshaped communication in the last decade, supporting interac-

tion and community development among participants who would never otherwise

meet. It provides opportunities to users for sharing information and expressing

their opinions on specific topics. Recent studies show that social media is im-

mensely instrumental in changing, and measuring public opinions on particular

issues. These open platforms bring the freedom to users to disseminate informa-

tion for changing the public opinion and the normative behaviors of users through

implementing a persuasive discourse on certain topics. While some accounts choose

to share promotional information about their products to influence the public opin-

ion, some other malicious-intended accounts share misinformation or propaganda

to persuade others. In this research, we use marijuana and radicalization related



communications as focal cases, employing a context-aware and knowledge-driven

approach for modeling the persona in these persuasive discussions on social media.
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Chapter 1

Introduction

Social media has reshaped communication in the last decade, supporting interac-

tion and community development among participants who would never otherwise

meet. It provides opportunities to users for sharing information and expressing

their opinions on specific topics. Recent studies show that social media is im-

mensely instrumental in changing [Shirky, 2011], and measuring public opinions

[Kursuncu et al., 2019] on certain topics. These open platforms bring the freedom

to users to disseminate information or misinformation for changing the public

opinion and the normative behaviors of users through implementing a persuasive

discourse on certain topics. Persuasive messages are usually used in traditional

media productions by companies to manage the public opinion of their brands

through ads in TV, newspapers and online ads. Similarly, they choose to share

promotional information about their products to influence the public opinion on

social media platforms as well. On the other hand, malicious-intended organiza-
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tions (e.g., terrorist groups) also take advantage of social media by sharing their

propaganda and misinformation to persuade users and eventually recruit them

into their ideology. Hence, persuasive discourse online can be a powerful tool to

change opinion of masses on a critical issue, thus understanding the underlying

content and interactional dynamics of such communications is crucial.

1.1 What is Persuasive Communication?

According to Miller [1980], persuasive communication is defined as any message

that is intended to shape, reinforce, or change the responses of another or others.

Based on his definition, the intention of the persuader and the response of the re-

cipient are two important factors in a persuasive process. Stiff and Mongeau [2016]

points out the intention in Miller’s definition as a limitation. All communication

can be considered as persuasive, since many activities might inadvertently affect

other’s responses regardless of the intention. Stiff and Mongeau [2016] also focuses

on the response in Miller’s definition as it puts emphasis on the outcome of the

persuasive process such as perception of the source, emotions, beliefs, behavioral

intentions and behaviors.

Considering social media platforms, a similar persuasive process is also imple-

mented to change recipients’ beliefs, attitudes and behaviors. On social media,

such process is intentionally conducted by the persuader and the recipient is ex-

posed to such information shared in the communication. Recipients may change

their opinions, beliefs, attitudes and behaviors upon the information being con-
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sumed indicating a positive outcome of the persuasive process. For example, com-

panies use social media to promote their products and brands by sharing promo-

tional information while media outlets utilize these platforms to share informative

content. These communications serve as medium to shape public opinion on partic-

ular topics. Moreover, social media platforms have been intensely used in forming

and evolving social movements that have had real-world impacts, such as arab

springs in middle eastern countries, [Howard et al., 2011; Tufekci, 2014; Arpinar

et al., 2016], gezi protests in Turkey [Haciyakupoglu and Zhang, 2015; Tufekci,

2014], and Russian influence in the US 2016 elections [Allcott and Gentzkow,

2017]. Individuals involved in these events by taking action upon communications

on social media.

Different forms of persuasion include propaganda [Gass and Seiter, 2015] that

is usually implemented by organizations or groups, towards changing general belief

and behavior of masses in their ideology. We often see such processes on social

media conducted by extremist organizations such as Islamist radical [cite] and

far-right groups [cite].

To gain better understanding the underlying dynamics of such persuasive pro-

cesses on social media requires modeling users as persuader and recipient by identi-

fying characteristics of their content, network interactions and personal metadata.

3



1.2 Modeling the Persona

The term persona was first coined by a Swiss psychiatrist Jung [2014]1 defining

as a kind of mask, designed on the one hand to make a definite impression upon

others, and on the other to conceal the true nature of the individual. According to

Jung, the persona is consciously formed as personality or identity through social-

ization, acculturation and experience, within a community. Information a person

is exposed to and the interactions with other individuals in a community are main

factors that shape the persona of an individual. However, as Jung pointed out the

two states of the persona above; it might be just a mask that a person wears to

make an impression on others, or to hide the true nature of the self as an expression

of the collective psyche. The process of the formation of the persona is called indi-

viduation. This process involves various factors related to the individual’s self and

its interactions with people in her/his surroundings, and these factors need to be

identified and factored in for a better understanding. Jung also defined archetypes

of people as major characters based on patterns of behaviors in a community, and

exemplified the archetypal figures as great mother, father, child, devil, god, wise

old man, wise old woman, the trickster, the hero.

User modeling has been studied in the Human Computer Interaction commu-

nity. In software development, characteristics of the targeted user audience who

will use the product is an essential factor for making critical development-related

decisions. For this purpose, persona have been modeled in development of soft-

ware as abstract user type representations, so that requirements can be set and
1https://en.wikipedia.org/wiki/Carl_Jung
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customizations to the product can be made for these user types accordingly [Junior

and Filgueiras, 2005]. This approach requires the software development process to

consider user requirements prior to the technical requirements. Normally, in such

software development process, characteristics of users is identified through tradi-

tional methods such as interviews, to assess the usability of the product [Gar-

rett, 2010]. Traditional user modeling techniques have been developed towards

identifying certain characteristics of the population that is targeted within the

development and business plan, and it includes, user roles, user profile, user seg-

ments, marketing segments, personas [Nielsen, 1994]. Constantine and Lockwood

[1999] defines user role as ”a collection of attributes that characterize certain user

populations and their intentional interactions with the system”. User profile is

defined as highlighting the user’s individual personal characteristics that includes

information related to age, gender, skills, education, experience, and cultural level

[Brusilovsky, 1996; Shneiderman, 2010]. User segments and marketing segments

are used for marketing purposes (e.g., buyer persona, seller persona), to identify

characteristics of user groups that will allow the companies assess the needs of

those users in various segments.

Virtual Persona was defined by Cooper and Reimann [2003] as realistic rep-

resentations of characters through collecting realistic representative information

that can include demographic and biographical characteristics of the personality

under modeling. Representations of persona also include a picture to make it

more realistic. According to [Cooper et al., 1999; Cooper and Reimann, 2003],

some of the important factors to create representations of persona are personal

5



information, technical information, relationship information, opinion information,

and traditional technique to collect such information is interviews.

Hence, characterization of the persona and creating representations depend

upon gathering relevant personal, opinions, and interactional information. Social

media data such as Twitter, provides variety of data and metadata that can be

leveraged to obtain or extract such information.

Users on social media share their certain information in their personal profile

and content interacting with other users in their networks. Such information can

be used to generate representations of personas on online platforms. For example,

users on Twitter: (i) explicitly or implicitly define their personal attributes in

their profile (e.g., their job, age, gender, personal interest) in textual (e.g., user

description) and pictorial format(e.g., profile picture, emoji), (ii) share information

or their opinions on particular topics in their content using text, images and emoji,

(iii) interact with other users in their network by mentioning their handles in their

tweets or retweeting their tweets. Such experiences of users on Twitter that we

can organize as three layers of data above, forms persona, and we can leverage

related information to generate representations and eventually model it on social

media. In the subsequent subsection, we explain Person, Content and Network

formally defined by Purohit et al. [2011], corresponding the three categories of

information to model persona, and we call them as views. Moreover, we also

explain perspectives to represent content in different contexts.

6



1.3 Person, Content, Network (PCN)

Purohit et al. [2011] defined the framework Person, Content and Network to gain

better understanding of dynamics of user activities on social media for measuring

the user engagement. Findings of their experiments to measure user engagement,

show the need of incorporation of all PCN features in such analysis.

As discussed earlier, generating representations and modeling persona requires

information corresponding to features Purohit’s PCN. Therefore, similarly, incor-

poration of PCN features is critical in modeling persona as each component pro-

vides valuable information to generate proper representations. In this research, we

operationalize the people-content-network paradigm Purohit et al. [2011] through

compositional multiview embeddings Kursuncu et al. [2018] to model different user

types in marijuana-related communications on Twitter. Our approach uses several

building blocks for an in-depth analysis of tweet content to extract relevant context

in marijuana dataset. The PCN framework provides a systematic organization of

features as it will provide required information for modeling persona.

On social media, communities are being formed around various topics of in-

terest through network interactions Purohit et al. [2011]. The information being

shared in tweets by a user in the marijuana community displays an intent based

on the user type Purohit et al. [2015]. For instance, personal users share their ex-

periences and opinions on marijuana, whereas retail accounts usually promote the

use of marijuana and other related products that they sell, and media accounts

disseminate information on marijuana-related events and festivals, and legaliza-

tion processes. Accordingly, as these personas show different characteristics, it is

7



critical to bring to bear different views, such as person, content, and network, for

reliable analysis and insights. We describe a systematic organization and analysis

of these features in Section 3.5.3.

1.4 Multimodality

The freedom of users to share information in different forms (e.g., text, image,

emoji, interactions), provided by the platforms such as Twitter, Reddit and Face-

book, also creates a rich multi-modal nature of social media. Therefore, retrieval

of meaningful information from such heterogeneous content is critical for making

sense of big social data and eventually modeling characteristics of users.

Users on social media select a collection of words, terms, phrases, images and

emoji associated with their sentiments and emotions as reflection of their opinions

on certain topics. They pick their profile pictures or use a description statement

as they see fit into the perception of their preference. They also interact with

other users with similar interests and characteristics. For example, as marijuana

has been one of popular topics on social media due to ongoing legalization debates

across the nation and legislative processes in certain states, users with different

opinions on the issue of legalization of marijuana will show different sentiment and

emotions in their content, interactions as well as their personal profile informa-

tion. These users interact with each other forming a community for this particular

topic. Capturing such communications and modeling their users in their networks

requires customized retrieval techniques for information and learning techniques

8



for modeling.

1.5 Challenges

Conventional learning mechanisms detect target content from such social media

data, permitting for example the analysis of public opinion. However, a certain

class of detection problems–persuasive social data–challenges the state of the art.

Although learning rich representations using relevant information extracted from

social media data is essential for modeling users, certain challenges pose as obsta-

cles in the ultimate goal of maximized performance. In a learning scheme, these

challenges are: (i) Appropriate incorporation of multimodal data in the views of

person, content and network, (ii) Ambiguity in the meaning of significant con-

cepts in the content, (iii) Sparsity of important lexical and semantic cues in the

domain-specific corpus, (iv) Noisy nature of social media data, that threatens per-

formance of learning process, (v) Imbalance in a training dataset that is randomly

selected representing each persona as some predefined persona can be minority in

a population.

We address these challenges using (i) Marijuana-related communications, (ii)

Islamist Radicalization communications. The use of social media to spread Is-

lamist extremism and radicalization is one example of persuasive social data, ex-

tended over time and at least initially, cloaked by ambiguous intentionality. For

instance, the concept “jihad” commonly appears in mainstream Islam, as well as

radical discourse, albeit with a different context-dependent meaning. Contempo-

9



rary bottom-up analysis is ineffective in the face of such ambiguity and target

sparsity, further challenged by a process of persuasion that starts out benign and

over time turns increasingly radical. We model this process as the interaction

among connected agents with a mix of perspectives and influence on each other,

each one of which exemplifies a degree of radicalization and depends crucially on

the proper identification of relevant message features. We infuse domain knowl-

edge of Islamist radical ideology in deep learning models to relate linguistic features

spanning religion, ideology, and violence to classify discourse along an established

5-level radicalization scale. Combined with a network of agent models, a care-

fully constructed sequence of discourse content persuades the primed recipient to

descend into radicalism. Using Islamist extremism and radicalization as the focal

use case, our knowledge-driven and context-aware learning approach generalizes to

persuasive social data problems in other domains such as politics and economics.

We address fundamental data science challenges that are common to a particu-

lar set of data-related grand social problems, such as (Islamic) religious extremism,

white supremacy, and trolling activities of oppressive regimes such as Russia and

China. Although we only present examples from the religious extremism domain,

the challenges and proposed solutions are very similar among this particular sub-

set of problems, for which we coin the term persuasive social data, as online social

(media) data is used to persuade individuals into a particular religious, racial or

political doctrine.

Neither knowledge-graph or (deep) learning based methods alone can provide

sufficient accuracy to address persuasive social data challenges. Traditionally, the

10



Knowledge-Base (KB) deep learning (DL) communities have worked in isolation

from each other while tackling various analytical problems in scientific and social

heterogeneous data sets including text, structured and multimedia data. Although

KB and DL based approaches alone have demonstrated recent significant success

especially in commercial domains such as speech recognition and autonomous ve-

hicles, they have had minimal success in understanding and deciphering online hu-

man interactions. The persuasive social data challenge exhibits the following com-

mon characteristics, which prevent separate KB and DL approaches from reaching

the level of success achieved in other domains mentioned earlier.

First, persuasive social data involves unconstrained doctrinal concepts and re-

lationships with contextual meanings from religion, history and politics. For ex-

ample, the concept of “Jihad” can mean (i) self-spiritual struggle, (ii) defensive

war to protect lives and property from aggression, or (iii) act of (unprovoked) vi-

olence, depending on its contextual use. Classification of the first and second uses

of Jihad as extreme or radical would be a grave mistake.

Secondly, actors in persuasive social data challenges frequently disguise them-

selves as true representatives of a religion, doctrine or ideology (e.g., radicals posing

as true (mainstream) believers in Islam). This means persuasive (propagandist)

data will be very similar to data produced by common agents with no hidden per-

suasive agenda, except they will contain concepts and relations that are twisted

in their meaning, or presented out of context (e.g., Jihad) or sometimes outright

misinformation. This leads to sparse true signals within the training data sets. For

example, it is very difficult to distinguish social media posts from Russian trolls

11



disguised as American citizens during 2016 US presidential election. Further, pro-

pagandist data commonly show non-stationary patterns that dynamically change

over time. For example, adherents of Islamic extremism have shifted their at-

tention from promoting the caliphate established by ISIS to encouraging violence

in the West recently. For this reason, the limited number of labeled instances

available for training can often fail to represent the true nature of concepts and

relationships in these persuasive social data sets.

Thirdly, a process of persuasion usually starts out benign and turns increas-

ingly intense and radical over time. We model this process as the interaction

among connected agents with a mix of perspectives and influence on each other,

each one of which exemplifies a degree of radicalization and depends crucially on

the proper identification of relevant message features. In our work, we measure

the degree of radicalization (varying from vague support for extremism to violent

extremism) and also capture the process of radicalization to understand the re-

cruitment process better. This requires a more in-depth classification in which an

agent’s radicalization stage and timeline are also identified.

Based on these observations, we believe standard KB and DL only methods

break down on persuasive social data and lead to misleading conclusions. In par-

ticular, it is easy to deduce or learn spurious concepts and relationships that look

deceptively good on a knowledge-base or training and test sets, yet do not provide

adequate results when the data set contains contextual and dynamically changing

concepts and relations. In our approach, we infuse domain knowledge of radical

ideology in deep learning models to relate features spanning religion, ideology and

12



violence, addressing domain-specific lexical and semantic challenges, such as spar-

sity, ambiguity and noise to classify discourse along a radicalization scale informed

by political science.

13



Chapter 2

Predictive Analysis on Twitter1

With the growing popularity of social media and networking platforms as an im-

portant communication and sharing media, they have significantly contributed to

the decision making process in various domains. In the last decade, Twitter has

become a significant source of user-generated data. The number of monthly active

users was 330 million as of third quarter of 2017, and the number of daily active

users was 157 million as of second quarter of 2017. Moreover, nearly 500 million

tweets per day are shared on Twitter. Accordingly, significant technical advance-

ments have been made to process and analyze social media data using techniques

from different fields such as machine learning, natural language processing, statis-

tics, and semantic web. This amalgamation and interplay of multiple techniques

within a common framework have provided feature-rich analytical tools [Purohit
1This chapter is published as:

Ugur Kursuncu, Manas Gaur, Usha Lokala, Krishnaprasad Thirunarayan, Amit Sheth and I.
Budak Arpinar. Predictive Analysis on Twitter: Techniques and Applications. Book Chapter
in Emerging Research Challenges and Opportunities in Computational Social Network Analysis
and Mining, Springer, 2018.
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and Sheth, 2013a; Davis et al.], leading to valid, reliable and robust solutions.

Twitter provides multimodal data containing text, images, and videos, along

with contextual and social metadata such as temporal and spatial information,

and information about user connectivity and interactions. This rich user-generated

data plays a significant role in gleaning aggregated signals from the content and

making sense of public opinions and reactions to contemporary issues. Twitter

data can be used for predictive analysis in many application areas, ranging from

personal and social to public health and politics. Predictive analytics on Twitter

data comprises a collection of techniques to extract information and patterns from

data, and predict trends, future events, and actions based on the historical data.

Gaining insights and improving situational awareness on issues that matter to

the public are challenging tasks, and social media can be harnessed for a better

understanding of the pulse of the populace. Accordingly, state-of-the-art appli-

cations, such as Twitris [Sheth et al., 2018] and OSoMe [Davis et al.], have been

developed to process and analyze big social media data in real time. Regarding

availability and popularity, Twitter data is more common than data from web

forums and Reddit2. It is a rich source of user behavior and opinions. Although

analytical approaches have been developed to process Twitter data, a systematic

framework to efficiently monitor and predict the outcome of events has not been

presented. Such a framework should account for the granularity of the analysis

over a variety of domains such as public health, social science, and politics, and it

has been shown in Figure 2.1.
2https://goo.gl/Jo1h9U
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We discuss a predictive analysis paradigm for Twitter data considering predic-

tion as a process based on different levels of granularity. This paradigm contains

two levels of analysis: fine-grained and coarse-grained. We conduct fine-grained

analysis to make tweet-level predictions on domain independent aspects such as

sentiment, topics, and emotions. On the other hand, we perform coarse-grained

analysis to predict the outcome of a real-world event, by aggregating and com-

bining fine-grained predictions. In the case of fine-grained prediction, a predictive

model is built by analyzing social media data, and prediction is made through the

application of the model to previously unseen data. Aggregation and combination

of these predictions are made from individual tweets form signals that can be used

for coarse-grained predictive analysis. In essence, low-level signals from tweets,

such as sentiment, emotions, volume, topics of interest, location and timeframe,

are used to make high-level predictions regarding real-world events and issues.

In this chapter, we describe use of Twitter data for predictive analysis, with

applications to several different domains. In Section 2, we discuss both processing

and analytic techniques for handling Twitter data and provide details of feature

extraction as well as machine learning algorithms. In Section 3, we explain a

predictive analysis paradigm for Twitter that comprises two levels: fine-grained

and coarse-grained. We also provide use cases, based on real-world events, of how

coarse-grained predictions can be made by deriving more profound insights about

a situation from social media using signals extracted through fine-grained predic-

tions. We also describe common domain-independent building blocks that can

serve as the foundation for domain-specific predictive applications. In Section 4,
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Figure 2.1: Overview of Predictive Analysis on Twitter Data.

we give further details on specific state-of-the-art applications of Twitter analyt-

ics that have been developed for different domains, such as public health, social

and political issues. In Section 2.4, we conclude with a discussion of the impact

of social media on the evolvement of real-world events and actions, challenges to

overcome, for broader coverage and more reliable prediction. We also provide a

comparative table relating techniques used with corresponding applications.

2.1 Language Understanding of Tweets

Novel processing and analysis techniques are required to understand and derive

reliable insights to predict trends and future events from Twitter data due to their
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unique nature – it contains slangs, unconventional abbreviations and grammati-

cal errors as a matter of course. Moreover, due to the evolving nature of many

events, may it be political, sports, or disaster-related, collecting relevant informa-

tion as the event unfolds is crucial [Penuel and Statler, 2011; Malilay et al., 2014].

Overcoming the challenges posed by the volume, velocity, and variety of incoming

social, big data is non-trivial [Wang et al., 2012b]. Sole keyword-based crawling

suffers from low precision as well as low recall. For instance, obtaining tweets re-

lated to marijuana legislation [Lamy et al., 2017] using its street name “spice” pulls

irrelevant content about “pumpkin spice latte” and “spice” in food. To improve

recall without sacrificing precision, Sheth and Kapanipathi [2016b] provided a so-

lution for adapting and enhancing filtering strategies that (a) obtains customized

tweet streams containing topics of user interest [Kapanipathi et al., 2011] by con-

structing a hierarchical knowledge base by analyzing each user’s tweets and profile

information [Kapanipathi et al., 2014a], (b) selects and employs a domain-specific

knowledge graph (e.g., using the Drug Abuse Ontology for opioid related analysis

[Cameron et al., 2013]) for focus, and (c) reuses a broad knowledge graph such

as DBPedia for coverage and generality. In Twitter data analysis, the process-

ing phase includes natural language processing using techniques such as TF-IDF,

word2vec, stemming, lemmatization, eliminating words with a rare occurrence,

and tokenizing. On the other hand, some of the commonly used techniques, such

as removal of stop-words, have proven ineffective. [Saif, 2017] has compared six

different stop words identification methods over six different Twitter datasets us-

ing two well-known supervised machine learning methods and assessed the impact
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of removing stop words by observing fluctuations in the level of data sparsity, the

size of the classifier’s feature space and the classifier performance. [Saif, 2017]

concludes that in most cases that removing stop words from tweets has a negative

impact on the classification performance.

2.1.1 Unique Nature of Tweets

Twitter’s limit on the number of characters in a message encourages the use of

unconventional abbreviations, misspellings, grammatical errors and slang terms.

For instance, since a tweet was limited to 140 characters (until recent doubling to

280 character in December 2017), different sets of techniques and metadata have

been considered to identify the best features to optimize the overall performance of

the model being built. Due to the heterogeneous nature of the Twitter content, one

can develop a variety of features [Wijeratne et al., 2017d] ranging from textual,

linguistic, visual, semantic, network-oriented, to those based on the tweet and

user metadata. Further, to handle tweet’s textual data, the extracted features,

techniques and tools [Sheth et al., 2018; Gimpel et al., 2011; Wagner et al., 2013]

have been customized to exploit as well as being robust concerning misspellings,

abbreviations, and slangs. Gimpel et al. [2011] addressed this problem in the

context of part-of-speech (PoS) tagging, by developing a new tagset along with

features specific to tweets, and reported 89% accuracy as opposed to Stanford

tagger with 85% accuracy.

Tweets also include hashtags, URLs, emoticons, mentions, and emoji in their

content. As these components contribute to the meaning of a tweet, it is imperative
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that we incorporate them in the analysis, on a par with textual content.

Hashtags are meant to help in categorizing tweet’s topics. They are fre-

quently used to collect and filter data as well as for sentiment [Wang et al., 2011;

Davidov et al., 2010; Kouloumpis et al., 2011], emotion [Wang et al., 2012b], and

topical analysis [Romero et al., 2011; Morstatter et al., 2013]. Wang et al. [2011]

used hashtags in their topical hashtag level sentiment analysis incorporating co-

occurrence and literal meaning of hashtags as features in a graph-based model and

reported better results compared to a sentiment analysis approach at the tweet

level. In emotion analysis, Wang et al. [2012b] collected about 2.5 million tweets

that contain emotion-related hashtags such as #excited, #happy, and #annoyed,

and used them as the self-labeled training set for developing a high accuracy,

supervised emotion classifier.

URL presence in a tweet is usually indicative the content being an index for

a longer explanatory story pointed to by the URL. Researchers found URLs in a

tweet to be discriminative in various studies such as sentiment analysis [Go et al.,

2009; Agarwal et al., 2011], popularity prediction [Suh et al., 2010; Naveed et al.,

2011], spam detection [Thomas et al., 2011]. They reported that the feature for

URL presence in a tweet appeared as a top feature or has a substantial contribution

to the accuracy of the model.

Emoticons (e.g., :), < 3) have been exploited by Liu et al. [Liu et al., 2012] in

their Twitter sentiment analysis study, such as by interpreting “:)” as conveying

positive sentiment and “:(“ as conveying the negative sentiment. They used all

tweets containing those emoticons as self-labeled training set and integrated them
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with the manually labeled training set [Zhai et al., 2004]. They have achieved

significant improvement over the model trained with only manually labeled data.

Go et al. [2009], and other researchers [Boia and Faltings, 2013; Pak and Paroubek,

2010] conducted sentiment analysis on Twitter in 2009, and they found that they

were able to achieve a better accuracy using models trained with emoticon data.

Emoji is a pictorial representation of facial expressions, places, food and many

other objects, being used very often on social media to express opinions and emo-

tions on contemporary issues of contentions and discussions. The use of emoji is

similar to emoticon since they both provide a shorter means of expression of an

idea and thought. The difference is that an emoji use a small image for the rep-

resentation as opposed to emoticon that uses a sequence of characters. Kelly and

Watts [2015] studied the use of emoji in different contexts by conducting inter-

views and found that the use of emoji goes beyond the context that the designer

intended. Novak et al. [2015] created an emoji sentiment lexicon analyzing the

sentiment properties of emojis, and they pointed that the emoji sentiment lexicon

can be used along with the lexicon of sentiment-bearing words to train a sentiment

classifier. On the other hand, Miller et al. [2016] found that the emoji provided by

different platforms are not interpreted similarly. Wijeratne et al. [2017c] gathered

possible meanings of 2,389 emojis in a dataset called EmojiNet, providing a set of

words (e.g., smile), its POS tag (e.g., verb), and its definition, that is called its

“sense.” It associates 12,904 sense labels with 2,389 emojis, addressing the problem

of platform-specific meanings by identifying 40 most confused emoji to a dataset.
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2.1.2 Metadata for Tweet and User

There are mainly two types of metadata in a tweet object, namely, tweet metadata3

and user metadata4. Tweet metadata contains temporal and spatial information

along with user interactions and other information such as replies and language.

On the other hand, user metadata contains information pertaining to the user that

authored the tweet, such as screen-name and description. Some of the available

metadata are described below.

Tweet Metadata

createdAt: This field contains the information on when the tweet was created,

which is especially important when a time series analysis is being done [Varol et al.,

2017b].

favoriteCount: The users on Twitter can like a tweet, and this is one way of

interacting with the platform. The number of likes for a tweet has been used as a

feature in various applications that includes trend detection [Varol et al., 2017b],

identification of influence and popularity.

inReplyToScreenName: If this field of the tweet object is not null, it is a reply

to another tweet, and this field will hold the username of the user that authored

the other tweet. This information is valuable, especially to predict the engagement

of the audience over an issue that tweets relate to, and to find influential users.

geoLocation: the Twitter platform has a feature that can attach the users’ ge-

olocation to the tweet, but this is up to the users to make it publically available.
3Tweet Object: http://bit.ly/2QduwWd
4User Object: http://bit.ly/2JzEQVG

22

http://bit.ly/2QduwWd
http://bit.ly/2JzEQVG


Most of the users prefer not to share their geolocation.

retweet_count: Twitter allows users to repost a tweet by retweeting to their

audience, and the original tweet holds this field to keep how many times this tweet

has been retweeted. This information is useful to incorporate the prediction of

popularity and trending topics.

User Metadata

description: This field holds the description of the account. As this metadata

carries information on characteristics of the user, it is mostly used in user classifi-

cation.

followers_count: This field holds the number of followers the user has, and as

it is changeable information over time, the information located in a specific tweet

may not be up to date.

friends_count: Twitter calls the accounts that a user follows as ”friends,” but

it is also known as ”followees.” The numbers of followers and followees are used to

determine the popularity of user and topics.

statuses_count: Twitter also calls tweets as “status,” and in this case, status

count refers to the number of tweets that a user has posted.

2.1.3 Network and Statistical Features

The users interact on the social networking platform Twitter with each other

through follows, replies, retweets, likes, quotes, and mentions. Centrality metrics

have been developed to compute and reveal users’ position and their importance
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based on their connections in their network. These centrality measures can help

identify influential users. These metrics include in-degree, out-degree, closeness,

betweenness, PageRank and eigenvector centrality. Closeness centrality is defined

by Freeman [1978] as the sum of distances from all other nodes, where the distance

from a node to another is defined as the length (in links) of the shortest path from

one to the other. The smaller the closeness centrality value, the more central the

node. Betweenness [Freeman, 1977] measures the connectivity of a node by com-

puting the number of shortest paths which pass through the node. This aspect

makes this node, a user in a Twitter social network, an essential part of the net-

work as it controls the flow of information in the network. Therefore, removing

this node would disconnect the network. EigenVector [Bonacich, 1987; Lawyer,

2015] metric measures the importance of a node based on the importance of its

connections within the network. Therefore, the more critical connections a node

gets, the more critical the node becomes. These metrics were used in a user clas-

sification application as features by Wagner et al. [2013] because of the intuition

that similar users would have similar network connectivity characteristics.

Statistical features such as min, max, median, mean, average, standard de-

viation, skewness, kurtosis, and entropy can be computed for several data at-

tributes [Varol et al., 2017b]. Machine learning determines a subset of these fea-

tures that have the discriminative power necessary for particular applications and

domains, especially for predicting user behaviors and user types [Pennacchiotti

and Popescu, 2011a]. For instance, Varol et al. [2017b] extracted statistical fea-

tures of a user, tweet, network. The statistical analysis was done over attributes
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such as sender’s follower count, originator’s followee count, the time between two

consecutive tweets, and the number of hashtags in a tweet. They conducted a

time series analysis to predict if a trending meme is organic or promoted by a

group. On the other hand, Pennacchiotti and Popescu [2011a] utilized statistical

features to predict the type of users on social media based on their political lean-

ings, ethnicity, and affinity for a particular business. As they classified users, they

computed statistical characteristics of tweeting behavior of users such as average

number of messages per day, average number of hashtags and URLs per tweet,

average number and standard deviation of tweets per day.

2.1.4 Machine Learning and Word Embeddings

Machine learning algorithms play a crucial role in the predictive analysis for mod-

eling relationships between features. It is well-known that there is no universal

optimal algorithm for classification or regression task, and in fact requires us to tai-

lor the algorithm to the structure of the data and the domain of discourse. Survey

papers [Irfan et al., 2004; Nassirtoussi et al., 2014; Franch, 2013; Bravo-Marquez

et al., 2012] and our comparative analysis (see Table 2.1) of related influential

studies show what algorithms we found to perform well for various applications.

As can be seen, this covers a wide variety – Random Forest, Naive Bayes, Support

Vector Machine, Artificial Neural Networks, ARIMA and Logistic Regression.

Furthermore, deep learning (a.k.a advanced machine learning) enhanced the

performance of learning applications. Deep learning is a strategy to minimize the

human effort without compromising performance. It is because of the ability of
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deep neural networks to learn complex representations from data at each layer,

where it mimics learning in the brain by abstraction5. The presence of big data,

GPU, and sufficiently large labeled/unlabeled datasets improve its efficacy. We

discuss some of the applications that make use of deep learning for prediction task

on social media in section 2.3.

Textual data processing benefits from the lexico-semantic representation of

content. TF-IDF [Hong et al., 2011], Latent/Hierarchical Dirichlet Allocation

(LDA/HDA) [Sokolova et al., 2016], Latent Semantic Analysis (LSA) [Dumais,

2008] and Latent Semantic Indexing have been utilized in prior studies for de-

riving textual feature representations. Mikolov et al. [2013b], they put forward

a word embedding approach called Word2Vec that generates a numerical vector

representation of a word that captures its contextual meaning incorporating its

nearby words in a sentence. Training the word embedding model on a problem-

specific corpus is essential for high-quality domain-specific applications, since the

neighborhood set of words for an input term impacts its word embedding. For

instance, pre-trained models of word2vec on news corpora generate poor word em-

beddings over a Twitter corpus. Wijeratne et al. [2016b] used word embeddings

to further enhance the prediction of gang members on Twitter by training their

model on a problem-specific corpus.
5How do Neural networks mimic the human brain?

https://www.marshall.usc.edu/blog/how-do-neural-networks-mimic-human-brain
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2.1.5 Multi-modality on Twitter

Visual elements such as images and videos are often used on social media platforms.

While users can attach images and videos to their tweets, they can also upload

a profile image and a header image. Since the latter images are mostly related

to the user’s characteristics, personality, interest or a personal preference, these

images are mostly used for classification of account type (e.g., media, celebrity,

company), detection of user groups [Balasuriya et al., 2016; Wijeratne et al., 2016b]

and identification of demographic characteristics (e.g., gender, age) [Sakaki et al.,

2014]. Balasuriya et al. [2016] used the profile image of users in their feature set for

finding street gang members on Twitter since gang members usually set their profile

image in a particular way to intimidate other people and members of rival gangs.

They retrieved a set of 20 words and phrases for each image through the Clarifai6

web service to be used as features. As image processing is costly regarding time

and computational resources required for training a model to retrieve information

from images, it is usually preferred to use off-the-shelf web services that provide

cheaper, yet effective alternative, for scalable social media analytics.

2.2 Prediction on Twitter Data

Gaining understanding about and predicting an event’s outcome and its evolve-

ment over time using social media, requires incorporation of analysis of data that

may differ in granularity and variety. As tools [Gimpel et al., 2011; Bontcheva
6https://www.clarifai.com
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et al., 2013] are developed and customized for Twitter, its dynamic environment

requires human involvement in many aspects. For instance, verification of a clas-

sification process [Mitra and Gilbert, 2016] and annotation of a training dataset

[Wijeratne et al., 2017c; De Choudhury et al., 2013; Lewenberg et al., 2015] are

essential in the predictive analysis that can benefit from human expert guidance

in creating ground truth dataset. Social media analysis in the context of complex

and dynamic domains [Wang et al., 2012a; Ebrahimi et al., 2017; Vieweg et al.,

2010] is challenging. Our approach to overcoming this challenge and dealing with

a variety of domains is to customize domain independent building blocks to derive

low-level/fine-grained signals from individual tweets. Then, we aggregate and com-

bine these signals to predict high-level/coarse-grained domain-specific outcomes

and actions with a human in the loop.

2.2.1 A Predictive Analysis Paradigm for Twitter

We consider predictive analysis on Twitter data as a two-phase approach: The first

phase is fine-grained predictive analysis and the second phase is coarse-grained

predictive analysis. An illustration of this paradigm is depicted in figure 2.2.

The fine-grained analysis is a tweet-level prediction for individual signals, such as

sentiment and emotions, about an event that is being monitored. This low-level

prediction is made by building a predictive model that employs feature engineering

and machine learning algorithms. Aggregating the tweet-level predictions for a

specific time frame and location generates signals. For instance, a predictive model

for sentiment predicts the sentiment of each tweet about an event in question as
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Figure 2.2: Two level Predictive Analysis Paradigm for Twitter.

negative (-1) neutral (0) or positive (+1), and we produce a signal between -1

and +1 for a particular location and time frame. A collection of such signals

(e.g., emotions, topics) helps domain experts form insights while monitoring or

predicting the outcome of an event, in their higher level analysis. Extraction of

these signals is discussed further in subsequent section.

Coarse-grained analysis is a higher level prediction involving outcomes and

trends of a real-world event, such as elections [Chen et al., 2012b], social move-

ments [De Choudhury et al., 2016] and disaster coordination [Purohit et al., 2013,

2014b,a; Bhatt et al., 2014]. In this case, we gather the signals which we generated

from the fine-grained predictions and make a judgment call for the outcome by
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making sense of these signals in the context of the event and the related domain.

Sentiment, emotions, volume, topics, and interactions between Twitter users can

be considered as signals, while the importance and informativeness of each of these

parameters may vary depending on the event and its domain. For instance, gauging

the sentiment of a populace towards an electoral candidate would be very signif-

icant to predict the outcome of an election [Ebrahimi et al., 2017], but the same

kind of information may not be as critical in the context of disaster management

because, in the latter case, the sentiment may be largely negative. Further, for

reliable decision making, the sentiment must be interpreted in a broader context.

Predominantly positive sentiment towards democratic candidates in California is

not as significant as that in Ohio. Similarly, the context provided by county demo-

graphics may be crucial in generalizing, predicting, and determining the outcome

of an election. Moreover, temporal and spatial context plays an important role to

understand the ongoing events better and obtain more profound insights. In US

presidential elections, some states, called the “swing states” (as the electorate’s

choice has changed between Republican and Democratic candidates through the

previous elections in these states), typically determine the eventual outcome of US

elections. Therefore, narrowing down the analysis to the state level and gathering

signals from these particular states would meaningfully contribute to the predic-

tion of the outcome of the Presidential election and the future direction of the

country.

In general, prediction analytics requires domain-specific labeled datasets cre-

ated with the assistance of domain experts, and customization of feature space,
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classification algorithm, and evaluation. Real world events have a dynamic nature

in which critical happenings may change the course of discussions on social media.

For example, breaking news about a candidate in an election may change the vibe

in echo chambers of Twitter; thus, affecting the public opinion in one or another

direction. For this reason, it is imperative to conduct the analysis accounting for

essential milestone events happening during the process. Therefore, the analysis of

such events would require an active learning paradigm that incorporates evolving

domain knowledge in real-time.

2.2.2 Use Cases for Coarse-grained Prediction

Coarse-grained prediction requires taking into account many signals, and evaluat-

ing them concerning both present and historical context that varies with location

and time frame. Importance of the signals in some domains and their related

events may vary, and sole use of these signals would not be sufficient to make a

reliable judgment call, although these signals are essential parameters in a real-

world event context. For instance, an election usually whips up discussions on

various sub-topics, such as unemployment, foreign policy; and necessitates proper

cultivation of a diverse variety of signals following contextual knowledge of the

domain [Ebrahimi et al., 2017]. We provide two use cases in this subsection to

illustrate how a coarse-grained or high-level predictive analysis can be conducted.

31



US 2016 Presidential Election

During the 2016 US Presidential elections where “swing states” played a key role in

determining the outcome, many polling agencies failed to predict it accurately78.

On the other hand, researchers9 conducted a real-time predictive analysis using

a social media analytics platform [Sheth et al., 2018], making the prediction ac-

curately before the official outcome was announced, by analyzing the state-level

signals, such as from Florida and Ohio. Temporal aspect was also important in

this use case to explain the evolution of the public opinion based on milestone

events over the period of the election, as well as the election day because people

tend to express, who they voted in the same day. They analyzed 60 million tweets

by looking at the sentiment, emotions, volume, and topics narrowing down their

analysis to state-level. On the election day, they focused on specific states such

as Florida, which, before the election day, they predicted would be a pathway for

Donald Trump to win the election10. In their analysis of Florida, volume and pos-

itive emotion (joy) for Trump was higher, whereas positive sentiment for Clinton

was higher, eliciting report11 such as “limited to professed votes from Florida until

1pm is not looking in her favor”. Later in the day, the volume of tweets for Trump

increased to 75% of all tweets based on the hashtag ”#ivoted”. Particularly in crit-

ical states of Florida, North Carolina, and Michigan, volume and positive emotions

for Trump were significantly higher than for Clinton, although the sentiment was
7https://pewrsr.ch/2SGFxka
8https://goo.gl/mFtzvb
9https://goo.gl/AJVpKf

10https://goo.gl/sh7WNr
11https://goo.gl/iCqzk3
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countering the overall signal. They made the call that the winner of Presidency

and Congress as Donald Trump and the GOP respectively. While conducting this

analysis [Ebrahimi et al., 2017], they noticed that the predictive model that they

have built for sentiment signal was not successful due to the dynamic nature of the

election with changing topics in conversations. A similar analysis was made for

UK Brexit polls in 2012 by the same researchers, correctly predicting the outcome

utilizing the volume and sentiment signals12 13 14.

US Gun Reform Debate 2018

Researchers15 monitored gun reform discussions on Twitter to predict the public

support using the Twitris platform after the tragic shooting at a high school in

Parkland, Florida, in February 2018. The public started demanding a gun con-

trol policy reform, and it has attracted the attention of legislative and executive

branches of both state and federal governments. As polls measured the public

opinion16, researchers reported that the public support for a gun reform on social

media was increasing over time since the Parkland shooting, confirming the overall

outcome of these polls. They observed that reactions from public on social media

in terms of the volume, sentiment, emotions and topics of interest, are strongly

aligned with the milestone events related to this issue such as (i) POTUS’ (Pres-

ident of the United States) meeting with families of the victims on February 21,
12https://goo.gl/i2Ztm6
13https://goo.gl/dFCGL9
14https://goo.gl/2EhSma
15http://blog.knoesis.org/2018/04/debate-on-social-media-for-gun-policy.html
16https://ti.me/2EYtD2B
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(ii) CPAC(Conservative Political Action Conference) between February 22 and 24,

(iii) POTUS’ meeting with lawmakers on February 28 expressing strong support

for a gun control policy change. These events significantly affected the public

opinion on social media based on the aforementioned signals.

At the beginning of the gun reform discussions on social media, sentiment

for pro-gun reform tweets was strong whereas the sentiment for anti-gun reform

was relatively weak. However, the CPAC meeting changed the climate on social

media, and it significantly boosted the momentum of anti-gun reform tweets, es-

pecially after the NRA (National Rifle Association) CEO Wayne LaPierre’s speech

in the morning of February 2217. Overall the volume of tweets for pro-gun reform

was mostly higher than the anti-gun overhaul, except between February 22 and

February 2418, which covers the CPAC meeting where NRA CEO, VP Pence, and

POTUS gave speeches. It surged the volume, positive sentiment and emotions in

anti-gun reform posts radically, and those parameters for pro-gun reform posts

dropped in the same manner. Effect of the meeting lasted a few days, and boycott

calls for NRA and NRA’s sponsors started to pick up in the meantime. After

the meeting, sentiment for pro-gun reform tweets increased consistently, and the

emotions expressed in pro-gun reform tweets became more intensified.

Emotions in anti-gun reform tweets were intense especially during and after the

CPAC meeting, but later emotions in pro-gun reform tweets took over. Especially

volume, positive sentiment, and emotions were overwhelmingly high right after

the POTUS meeting with lawmakers on Wednesday, February 28, expressing his
17https://goo.gl/kgbqWC
18https://goo.gl/LMFu3B
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support for a gun policy reform.

Furthermore, some of the most popular topics that users were discussing in

their tweets included “midterm elections”, “parkland students”, “boycott the nra”,

“stupid idea” and “individual freedoms”, where pro-gun reform arguments were

expressed more frequently. The topic of “midterm elections” being one of the

most popular topics on social media in gun reform discussions, also suggests that

politicians from both Democrats and Republicans sensed the likely effect of this

public opinion change on the midterm elections on November 2018. They have

concluded in their predictive analysis that the public support for gun reform was

significantly higher based on the signals they observed in the context of related

events.

2.2.3 Extraction of Signals

We make predictions for the outcome of real-world events based on the insights

we collect from big social data, and these insights are extracted as various signals

such as sentiment, emotions, volume, and topics. The sentiment is a qualitative

summary of opinions on a particular issue, and sentiment analysis techniques are

utilized to extract such information computationally. The emotional analysis pro-

vides another stream of qualitative summary that is expressed by users about a

particular event. The volume of tweets is an important signal about the engage-

ment of the public in an event or an issue of consequence. Topical analysis is a

process that extracts topics that contain particular themes in the domain of in-

terest. We can produce and make use of more specific signals depending on the
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domain such as preference, intent, and symptoms. The signals described below

are commonly used parameters in higher level prediction tasks, and we describe

related state-of-the-art applications and their technical details in the following.

Sentiment Analysis

Sentiment is one of the essential signals that can be used to measure the public

opinion about an issue. As users on Twitter express their opinions freely, sentiment

analysis of tweets attracted the attention of many researchers. Their approaches

differ regarding the feature set, machine learning algorithm, and text process-

ing techniques. Considering feature set, [Kouloumpis et al., 2011] used n-grams,

POS-tags, emoticons, hashtags and subjectivity lexicon for sentiment analysis. For

machine learning, Naive Bayes, SVM, and Conditional Random Fields (CRF) have

been employed, and Naive Bayes has shown good performance [Pak and Paroubek,

2010]. Also, text processing techniques like stopwords removal, word-pattern iden-

tification, and punctuation removal have shown to improve sentiment analysis in

[Davidov et al., 2010]. Nguyen et al. [2012] used time series analysis to be able

to predict the public opinion so that the stakeholders on a stock market can re-

act or pro-act against the public opinion by “posting balanced messages to revert

the public opinion” based on the measurement that they performed using social

media. Their objective was to use the sentiment change over time by identifying

key features that contribute to this change. They measured the sentiment change

regarding the fraction of positive tweets. They employed SVM, logistic regression

and decision tree, and found that SVM and logistic regression provided similar
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results outperforming the decision tree. They modeled the sentiment change over-

all twitter data and achieved around 73% F-score on sentiment prediction using

time series analysis. [Stojanovski et al., 2016] employs a deep learning approach

combining convolutional and gated recurrent neural network (CGRNN) for a di-

verse representation of tweets for sentiment analysis. Such a system was trained

on GloVe word embedding created on a crawled dataset. The system was ranked

among the top 10, evaluated using average F1 score, average recall, mean absolute

error (MAE), Kullback-Leibler divergence (KLD), and EMD score [Esuli et al.,

2015] for SemEval-2016 sub-tasks B, C, D, E. Exclusion of hand-crafted features

and improved performance on SemEval 2016 shows the potency of the approach.

Emotion Analysis

Identification of emotions in tweets can provide valuable information about the

public opinion on an issue. Wang et al. [2012b] predicted seven categorical emo-

tions from the content of tweets using 131 emotion hashtags and utilizing the

features such as n-grams, emotion lexicon words, part-of-speech tags, and n-gram

positions. They used two machine learning algorithms: LIBLINEAR and Multi-

nomial Naive Bayes. In a similar study, Lewenberg et al. [2015] examined the

relationship between the emotions that users express and their perceived areas of

interest, based on a sample of users. They used Ekman’s emotion categories and

crowdsourced the task of examining the users and their tweet’s content to deter-

mine the emotions as well as their interest areas. They created a tweet-emotion

dataset consisting of over 50,000 labeled tweet-emotion pairs, then trained a lo-
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gistic regression model to classify the emotions in tweets according to emotion

categories, using textual, linguistic and tweet metadata features. The model pre-

dicted a user’s emotion score for each emotion category, and they determined the

user’s interest in areas such as sports, movies, technical computing, politics, news,

economics, science, arts, health, and religion.

Topical Analysis

Topical analysis is one of the essential strategies under the umbrella of informa-

tion extraction techniques that capture semantically relevant topics from the social

media content [Griffiths et al., 2007]. Extraction of topics in the context of social

media analysis helps understand the subtopics associated with an event or issue

and what aspects of the issue have attracted the most attention from the public.

As discussed in use cases for elections and gun reform debate, it is imperative to

have the topics extracted from tweets for a better understanding of the underlying

dynamics of relevant discussions. Chen et al. [2012a] associated topics of interest

with their relative sentiment to monitor the change in sentiments on the extracted

topics. Furthermore, utilizing the extracted topics as features for a supervised

model improved the performance of the classification task in [Hong and Davison,

2010]. In [Zhao et al., 2011], researchers assessed quality of topics using coher-

ence analysis, context-sensitive topical PageRank based ranking and probabilistic

scoring function. This approach was used in a crime prediction application [Wang

et al., 2012c].
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Engagement Analysis

The volume is the size of the dataset that has been collected and indicates the

user engagement on an event being monitored. In general, the larger the dataset,

the better is the accuracy and consistency of a predictive model because it min-

imizes the possibility of bias. Engagement analysis enables human experts to

improve their confidence in the learned representations/patterns for an accurate

high-level prediction. However, while maintaining the sufficient size of the dataset

to make reliable predictions from representative data is critical, data collection

strategies need to be chosen strategically since relying solely on keyword-based

crawling can bring in noise and irrelevant [Bhattacharya et al., 2017] data from

a different context into the dataset. Therefore, a suitable filtering mechanism is

essential for better quality data with high recall as well as precision. A semantic

filtering mechanism [Sheth and Kapanipathi, 2016b; Phillips et al., 2017] as in the

Twitris platform, can be implemented that selects and employs a domain-specific

knowledge graph (e.g., using the Drug Abuse Ontology for related opioid analysis

[Cameron et al., 2013]) for precision, and reuses a broad knowledge graph such

as DBPedia for coverage and generality (see section 2). Thus, a significant and

relevant dataset can be collected with high recall and precision that will allow one

to obtain insights on the user engagement.
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2.3 Applications

Twitter data has enabled researchers and analysts to deal with diverse domains

ranging from healthcare, finance, and economy to socio-political issues and crisis

management. Approaches to retrieve as much information as possible requires the

inclusion of domain-specific features as well as the use of domain knowledge in the

analysis. In this section, we provide a list of domains where predictive analysis

applications on Twitter were implemented, along with the technical details. A

comprehensive table is also included at the end to give a comparative overview

of application domains, the features and machine learning algorithms being used,

and their performance. The included applications were selected because they were

state-of-the-art in their respective domains or had been influential. The appli-

cations that we describe in this section combine a variety of signals that can be

the basis for coarse-grained predictive analysis. Since some of the applications in

this section make use of the Twitris platform; therefore, we first provide back-

ground information about the platform. Purohit and Sheth [2013a] introduced

the Twitris platform for citizen sensing that performs analysis of tweets, com-

plemented by shared information from contextually relevant Web of Data and

background knowledge. They describe it as a scalable and interactive platform

which continuously collects, integrates, and analyzes tweets to give more profound

insights. They demonstrate the capabilities of the platform with an analysis in var-

ious dimensions including spatio-temporal-thematic, people-content network, and

sentiment-emotion-subjectivity, with examples from business intelligence includ-

ing brand tracking, advertising campaigns, social/political unrests, and disaster
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events.

2.3.1 Healthcare

Twitter data can be employed to shed light on many healthcare and disease-related

aspects of contemporary interest, ranging from Alzheimer and dementia progres-

sion [Robillard et al., 2013] to eating disorders [Prieto et al., 2014] and mental

health problems [Yazdavar et al., 2017; Coppersmith et al., 2015]. We focus on

applications to glean depression in individuals or at a community level using self-

reports about these conditions, their consequences, and patient experiences on

Twitter.

Depression is a condition that a sizable population in all walks of life experi-

ences in their daily life. Social media platforms including Twitter has been used

to voluntarily express the mood changes and feelings as they arise. From these

tweets, it is possible to predict whether a user is depressed or not, what symp-

toms they show as well as the reasons for their depressive mood. Some examples

indicative of depression as expressed in tweets19 include: ”I live such a pathetic

life.”, ”Cross the line if you feel insecure about every aspect of your life.” ,”That’s

how depression hits. You wake up one morning afraid that you’re going to live.”,

and ”Secretly having a mental breakdown because nothing is going right and all

motivation is lost.”. These tweets epitomize the expression of emotional tumult

that may underlie subsequent conscious actions in the physical world.

An interesting study by Yazdavar et al. [2017] explored the detection of clinical
19These tweets were modified before we share them in this chapter.
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depression from tweets by mimicking the PHQ-9 questionnaire which clinicians ad-

minister to detect depression in patients. This study is different from traditional

clinical studies that use questionnaires and self-reported surveys. They crawled

23M tweets over 45K twitter users to uncover nine significant depressive symp-

toms; (1) Lack of Interest, (2) Feeling Down, (3) Sleep Disorder, (4) Lack of

Energy, (5) Eating Disorder, (6) Low Self-esteem, (7) Concentration Problems,

(8) Hyper/Lower Activity, and (9) Suicidal Thoughts. A probabilistic topic model

with a semi-supervised approach is developed to assess clinical depression symp-

toms. This hybrid approach is semi-supervised in that it exploits a lexicon of

depression symptoms as background information (top-down) and combines it with

generative model gleaned from the social media data (bottom-up) to achieve a

precision of 72% on unstructured text.

De Choudhury et al. [2013] predicted the depression in an individual by ex-

ploiting their tweets. For ground truth dataset, they used, crowdsourcing to collect

and label data. They utilized tweet metadata, network, statistical, textual and

linguistic features, and time series analysis over a year of data to train an SVM

model, obtaining an accuracy of 0.72.

The extraction of the location of people who experience depression using textual

and network features can further assist in locating depression help centers. Do

et al. [2017] utilizes a multiview20 and deep learning based model, to predict the

user location. The multi-entry neural network architecture (MENET) developed

for location prediction uses words, the semantics of the paragraph (using doc2vec
20http://www.wcci2016.org/document/tutorials/ijcnn8.pdf
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[Lau and Baldwin, 2016]), network features and topology (using node2vec [Grover

and Leskovec, 2016]) and time-stamps to deduce user’s location. They achieved an

accuracy over 60% for GeoText21, UTGeo1122 and 55% for TwitterWorld [Bo et al.,

2012]. Furthermore, MENET achieves an accuracy of 76% in region classification

and 64.4% in state classification using GeoText dataset.

2.3.2 Public Health

Social media platforms including web forums, Reddit and Twitter, has become

a venue where people seek advice and provide feedback for problems concerning

public health. These conversations can be leveraged to predict trends in health-

related issues that may threaten the well-being of the society. Moreover, caregivers

have also seen these sources to be a game changer in its potential for actionable

insights because of the information circulation. Particularly, cannabis legalization

issue in the U.S. has been a trending topic23 in the country as well as social media.

Prior research on Twitter data analysis in this domain proved that it is an essential

tool for epidemiological prediction of emerging trends.

Existing studies have involved identifying syntactic and statistical features for

public health informatics, such as PREDOSE (PRescription Drug abuse Online

Surveillance and Epidemiology) which is a semantic web platform that uses the

web of data, background domain knowledge and manually created drug abuse on-

tology for extraction of contextual information from unstructured social media
21https://www.cs.cmu.edu/~ark/GeoText/README.txt
22http://www.cs.utexas.edu/~roller/research/kd/corpus/README.txt
23https://pewrsr.ch/2SAJuqV
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content. PREDOSE performs lexical, pattern recognition (e.g., slang term iden-

tification), trend analysis, triple extraction (subject-predicate-object) and content

analysis. It is helpful in detecting substance abuse involving marijuana and related

products. Not only can it analyze generic marijuana but also its concentrates like

butane hash oil, dabs, and earwax that are used in the form of vaporizers or in-

halers. In a similar analysis of Twitter data, the marijuana concentrate use and its

trends were identified in states where cannabis was legalized as well as not legal-

ized. In 2014, utilizing the eDrugTrends24 Twitris platform, researchers collected

a total of 125,255 tweets for a two-month period, and 22% of these tweets have

state-level location information [Daniulaityte et al., 2015]. They found that the

percentage of dabs-related tweets was highest in states that allowed recreational or

medicinal cannabis use and lowest in states that have not passed medical cannabis

laws, where the differences were statistically significant. A similar study in 2015

[Lamy et al., 2016] reported adverse effects of Cannabis edibles and estimated

the relationship between edibles-related tweeting activity and local cannabis leg-

islation. Another study [Daniulaityte et al., 2015] was to automatically classify

drug-related tweets by user type and the source of communication as to what type

of user has authored the tweet, where the user types are defined as user, retailer

and media. They employed supervised machine learning techniques incorporating

the sentiment of tweets (e.g., positive, negative, neutral).
24http://wiki.knoesis.org/index.php/EDrugTrends
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2.3.3 Political Issues

Political discussions on Twitter, which capture dynamic evolvement of public opin-

ion, can directly impact the outcome of any political process. Arab Spring demon-

strations [Howard et al., 2011; Tufekci, 2014; Arpinar et al., 2016] in the middle

eastern countries, Gezi protests [Haciyakupoglu and Zhang, 2015; Tufekci, 2014]

in Turkey, as well as US Presidential elections in 2016 involving influence peddling

on several social media platforms [Allcott and Gentzkow, 2017] provide impactful

illustrative examples. Researchers have explored user classification and profiling

in the context of such political events on Twitter to predict the issue trends and

eventual outcome.

Researchers [Pennacchiotti and Popescu, 2011a; Hoang et al., 2013; Makazhanov

and Rafiei, 2014] used Twitter data to predict political opinions of users based on

linguistic characteristics (e.g., Tf-IDF) of their tweet content. While classification

of users based on their political stance on Twitter has been well studied, Cohen

and Ruths [2013] have claimed that much of the studies and their datasets to date

have covered very narrow portion of the Twittersphere, and their approaches were

not transferable to other datasets. Pennacchiotti and Popescu [2011a] focused on

the user profiling task on Twitter, and used user-centric features such as profile,

linguistic, behavioral, social and statistical information, to detect their political

leanings, ethnicity, and affinity for a particular business.

Moreover, prediction of dynamic groups of users has been employed [Chen et al.,

2012b] to monitor the polarity during a political event by analyzing tweeting be-

havior and content through clustering. Usage of hashtags and URL, retweeting
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behaviors and semantic associations between different events were key to cluster-

ing. 56% of the Twitter users participated in 2012 US Republican Primaries by

posting at least one tweet, while 8% of the users tweeted more than 10 tweets.

35% of all users mostly retweet, separating them from the remaining. In terms of

dynamic user groups, they formed the following bilateral groups: silent majority

and vocal minority, high and low engaged users, right and left-leaning users, where

users were from different political beliefs and ages. They analyzed these dynamic

groups of users to predict the election outcomes of Super Tuesday primaries in 10

states. They also reported that the characterization of users by tweet properties

(frequency of engagement, tweet mode, and type of content) and political prefer-

ence provided insights to make reliable predictions. 8 weeks of data comprising

6,008,062 tweets from 933,343 users about 4 Republican candidates: Newt Gin-

grich, Ron Paul, Mitt Romney and Rick Santorum, was analyzed to assess the

accuracy of predicting the winner. Prediction of user location using a knowledge

base such as LinkedGeoData25 in tweets also contributed to the election predic-

tion. Furthermore, an error of 0.1 between the prediction and actual votes attest

to the efficacy of the approach. Such a low error rate in prediction is attributed to

original tweets (not retweets) from users who are highly engaged and right leaned.

2.3.4 Social Issues

Social issues and related events have been a part of discussions on Twitter, which

gives opportunities to the researchers to address problems concerning individuals
25http://linkedgeodata.org/About
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as well as the society at large. Solutions to such problems can be provided by

measuring public opinion and identification of cues for detrimental behavior on

Twitter by employing predictive analysis. We explain three problems and their

respective solutions in this subsection.

Harassment

Harassment26 is defined as an act of bullying an individual through aggressive of-

fensive word exchanges leading to emotional distress, withdrawal from social media

and then life. According to a survey from Pew Research Center27, 73% of the adult

internet users have observed, and 40% have experienced harassment, where 66%

percent of them are attributed to social media platforms. Also, according to a

report from Cyberbullying28 research center, 25% of teenagers claimed to be hu-

miliated online. While it is imperative to solve this problem, frequency and severe

repercussions of online harassment exhibit social and technological challenges.

Prior work [Xu et al., 2012] has modeled harassment on social media to iden-

tify the harassing content which was a binary classification approach. However, in

their predictive analysis, the context, network of users and dynamically evolving

communities shed more light on the activity than pure content-based analysis. For

instance, sarcastic communication between two friends on social media may not be

conceived as harassment while the aggressive conversation between two strangers

can be considered as an example of bullying. For reliably identifying and predict-
26http://bit.ly/2AG1gSC
27http://www.pewinternet.org/2014/10/22/online-harassment/
28http://cyberbullying.us/facts
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ing harassment on Twitter, it is essential to detect language-oriented features (e.g.,

negation, offensive words), emotions, and intent. [Chen et al., 2012c] employs ma-

chine learning algorithms along with word embedding, and DBpedia knowledge

graph to capture the context of the tweets and user profiles for harassment pre-

diction.

Edupuganti [2017] focused on reliable detection of harassment on Twitter by

better understanding the context in which a pair of users is exchanging messages,

thereby improving precision. Specifically, it uses a comprehensive set of features

involving content, profiles of users exchanging messages, and the sequence of mes-

sages, we call conversation. By analyzing the conversation between users and

features such as change of behavior during their conversation, length of conversa-

tion and frequency of curse words, the harassment prediction can be significantly

improved over merely using content features and user profile information. Exper-

imental results demonstrate that the comprehensive set of features used in our

supervised machine learning classifier achieves F-score of 88.2 and Receiver Op-

erating Characteristic (ROC) of 94.3. Kandakatla [2016] presents a system that

identifies offensive videos on YouTube by characterizing features that can be used

to predict offensive videos efficiently and reliably. It exploits using content and

metadata available for each YouTube video such as comments, title, description,

and the number of views to develop Naïve Bayes and Support Vector Machine

classifiers.The training dataset of 300 videos and test dataset of 86 videos were

collected, and the classifier obtained an F-Score of 0.86.
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Gang Communities & Their Members and Gun Violence

Gang communities and their members have been using Twitter to subdue their

rivals, and identification of such users on Twitter facilitates the law enforcement

agencies to anticipate the crime before it can happen. Balasuriya et al. [2016] in-

vestigated conversations for finding street gang members on Twitter. A review of

the profiles of gang members segregates them from rest of the Twitter population

by checking hashtags, YouTube links, and emojis in their content [Wijeratne et al.,

2015]. In [Balasuriya et al., 2016], nearly 400 gang member profiles were manually

identified using seed terms, including gang affiliated rappers, their retweeters, fol-

lowers as well as followees. They used textual features of the tweet, YouTube video

descriptions and comments, emojis and profile pictures to power various machine

learning algorithms including Naive Bayes, Logistic Regression, Random Forest

and Support Vector Machines, to train the model. Random Forest performed well

for Gang and Non-Gang classification. It is interesting to notice that gang mem-

bers usually make use of their profile images in a specific way to intimidate other

people and members of rival gangs.

As gun control policies in big cities, such as Chicago, have changed over the

years, the volume of the taunting and threatening conversations on social media

has also relatively increased [Blevins et al., 2016]. Such conversations can be

leveraged to assist law enforcement officers by providing insights on situational

awareness as well as predicting a conflict between gang groups for a possible gun

violence incident. Blevins et al. [2016] used a Twitter dataset that was manually

labeled by a team of researchers with expertise in cyber-bullying, urban-based
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youth violence and qualitative studies. Their strategy was to collect all tweets,

mentions, replies, and retweets from a specific user profile between 29 March and

17 April 2014. Three experts developed the key types of content and used the work

by Bushman and Huesmann [2006] to identify and categorize types of aggression.

To overcome the challenge of recognizing special slang terms and local jargons

in tweets as mentioned in Blevins et al. [2016], where they developed a part-of-

speech (POS) tagger for the gang jargon and mapped the vocabulary they use to

Standard English using machine translation alignment. They developed emotion

classifier that uses the extracted POS tags, and Dictionary of Affect in Language

(DAL) quantitative scores (Whissell, 2009) as key features. Ternary classification

is applied to the whole dataset (TCF) and binary classification on the aggression-

loss subset (BCS). Then they use a cascading classifier (CC), which uses two SVM

models. Initially, one SVM model is used to filter the tweets into aggression/loss

tweets, and all other tweets fall into the other category. After this filtration, only

aggression/loss tweets is passed to second SVM model which is again a binary

classifier for loss or aggression. So this Aggression Supervised classifier is able to

categorize loss with 62.3% F-score and aggression with 63.6% F-score which beats

the baseline model (Unigrams) by 13.7 points (aggression) and 5.8 points (loss)

[Blevins et al., 2016].

2.3.5 Transportation

Congestion due to traffic is one of the prevalent problems in the United States

(U.S.). Even after having structured rules that govern the flow of the traffic in
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the U.S., congestion due to non-recurring activities still affects the schedules of

people. However, the stationing of police officers to smooth the traffic is a probable

solution, although it would not be long-term. Having an estimation of the flow

of traffic in the advent of an event can help people to re-route their path to the

destination. Leveraging social media and machine learning to estimate traffic is

one such long-term solution that can be drafted for active traffic monitoring. Social

media is flooded with posts from people about an event. Such posts can provide

the location of the event or the tweeter, and it can be used along with other textual

features to estimate the traffic flow. In [Ni et al., 2014], textual features, tweet and

user-metadata such as text, hashtags, URLs, number of users and retweeted tweets

were used by combining with live event data to predict traffic dynamics. They

utilized autoregressive model, neural network, support vector regression, and K-

nearest neighbor for traffic prediction. The evaluation was performed using mean

absolute percentage error (MAPE), and root means square error (RMSE), with

support vector regression (SVR) performing better over other regression models.

SVR reduced the error in traffic prediction by 24% in terms of RMSE.

2.3.6 Location Estimation

Social media serves a vital role in times when people struggle to survive a disastrous

event such as hurricane or earthquake, to provide solutions for assisting the public

in recovery efforts. These solutions include identification of the demand and its

location, and mapping the identified demands with suitable suppliers analyzing

Twitter data.
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In particular, location extraction plays a significant role in identifying the area

that is impacted by a disaster as well as providing assistance [Krishnamurthy

et al., 2014]. Mahmud et al. [2012] developed an approach to predict the location

of users at the city level on Twitter combining several classifiers. They removed

stop words, performed part-of-speech tagging, extracted hashtags, and extracted

a feature called local term, a term used by local people to refer to the city. For

detecting the local terms, several classification algorithms and found Naïve Bayes,

SVM and Decision trees (J48) as the best performing algorithms. Al-Olimat et al.

[2017a] developed a tool called LNEx (Location Name Extraction), that extracts

the location from the tweet content by utilizing the OpenStreetMap [Haklay and

Weber, 2008], GeoNames [Ahlers, 2013] and DBpedia [Lehmann et al., 2012] for

disambiguation. The information retrieval process from the tweet is two-fold,

which are toponym extraction and geoparsing. Toponym is a process to extract city

and street names, points of interest, from unstructured text, tweets in particular

for this study. Location names are usually abbreviated on Twitter; hence, a text

normalization procedure is used for expansion of such brevity. For instance, tweets

may contain “Rd” as an abbreviation, and it is normalized to “road”. Furthermore,

ambiguous location problems are resolved by employing the geoparsing procedure

using the OpenStreetMap API29. LNEx improved the average F-Score by 98-145%,

outperforming all the state of art taggers.
29https://wiki.openstreetmap.org/wiki/API_v0.6
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2.3.7 Community on Social Media

People with distinct feelings, expression, solutions, and intelligence, share their

opinions on Twitter. Such a diversified content can be related to elections, foot-

ball game or a domain that is influenced by public views. With the abundance

of textual data, one can envision the power of collective intelligence that can be

harnessed for a wise recommendation, judgment and strategy building. Also, it

is a known fact that a judgment call made by a crowd is superior to an individ-

ual’s decision [Lee and Lee, 2017]. Formation of a diverse group can improve the

decision-making process through what is known as Wisdom of Crowd (WoC). WoC

is meant to minimize regional biases that may cloud objectivity associated with in-

dividual’s judgment and bring together different perspectives and knowledge that

can enhance coverage and comprehensiveness of the analysis. For example, WoC

can be used to design a portfolio of stocks that maximize the profit in the stock

market trading. However, no existing work illustrates the notion of WoC statis-

tically and analytically. A methodological way for measuring the diversity of the

crowd is crucial to the rise of human social engagement on social media. According

to a recent survey from Pew Research Center, 76% of the American population is

active on social media. It attributes success to a significant amount of online data

and can aid in creating WoC of the social system. In [Bhatt et al., 2017a], fantasy

premier league (FPL) is considered to exercise the better judgment of the diverse

crowd. In their work, they predict the best performing team captain in the premier

league, an element dictating the success of a team, based on the scores retrieved

from the fantasy football and content of Twitter users. They utilized Word2vec
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similarity measure to quantify the diversity of two groups of users during cap-

tain selection in FPL. Furthermore, They defined and validated their statistical

objective scoring criteria to measure the quality of crowd judgment.

2.3.8 Demographics

In many applications, demographic information is a key to analysis that depends on

different segments of the population concerning age groups, ethnicity, and gender.

For example, age is critical for understanding drug abuse, while gender is critical

to understand vulnerability to depression. Twitter in its current state does not

require users to provide any demographic information.

Age Estimation using social media

Researchers developed a machine learning system coupled with the DBpedia knowl-

edge graph utilizing the user follower-followee networks to predict the most proba-

ble age of a Twitter user, in [Smith and Gaur, 2018]. They gathered pre-identified

famous people from DBpedia, based on their occupations and areas of interest,

which also included their birth dates. Then they extracted a sample of 23,120 users

who are in one/two hops of follower-followee network of famous people. Some of

the user profiles were spam/bot and hence they were removed. Then they selected

16K users among the followers of the top 50 famous figures as their training set

and 8K as their testing set. They achieved 84% accuracy in predicting the age of

these users. They selected Support Vector Regression (SVR) with K-Fold Cross

Validation [Refaeilzadeh et al., 2009] as their best performing model after evaluat-
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ing using Linear Regression [Nguyen et al., 2011], Least Absolute Shrinkage and

Selection Operator (LASSO) [Chen et al., 2010], and ElasticNet [Culotta et al.,

2016].

Zhang et al. [2016b] studied the problem of age prediction on Twitter, using

SVM and least square optimization algorithm in building the model. They utilized

various features such as linguistic, textual, and network, to improve their model,

achieving an F1 score of 0.81. They discovered that the characteristics of users

in the same age groups have similar content and interactions between each other.

On the other hand, Nguyen et al. [2013] investigated the relationship between the

language used in tweets of a user and his/her age. They annotated the dataset

that was collected following a guideline formed based on the tweet content of users

in different age groups such as explicit or implicit age or life stage mentions. They

found that the language use of people in same age groups is similar regarding

the word and phrase selections as well as the topics that they are talking about.

For instance, the following two sets of words, “school, son, daughter, wish, enjoy,

thanks, take care” and “haha, xd, internship, school” have been used by users in

two different age groups. In their analysis, they used linear and logistic regression

models with unigram feature only, achieving an F1 score of 0.76.

Gender Estimation using Twitter

Estimation of the gender of a twitter user is beneficial to the analysis of Twit-

ter data for health-related, drug abuse, and harassment activities. Existing ap-

proaches utilized statistical features [Bamman et al., 2012] and seldom involved
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background knowledge along with social information. In [Li and Dickinson, 2017],

a dataset from Sina Weibo, which is a counterpart of the micro-blogging platform

Twitter, in China, was used to assess their methodology for gender prediction.

[Li et al., 2014] exploits online behavioral and textual features and choice of vo-

cabulary for each user. Online behavioral features include the number of fans,

attention, messages, comments, forwards and a ratio of original/forwarded mes-

sages. Textual features include hashtags, URLs, emoticons, and sentence length.

They also made use of username and pictures in content. Lexical features were ex-

tracted from the content using TF-IDF. They used four algorithms for predicting

gender: Decision Tree, Naive Bayes, Logistic Regression and Support Vector Ma-

chines (SVMs), and found that SVM outperformed other classifiers by attaining

accuracy of 94.3%.

2.3.9 Anomaly & Popularity Prediction

Twitter has become a playground for spammers. While public conversations on

Twitter are diverse and challenging to analyze and summarize, spammers and bots

further complicate the reliability of the outcome. Bots are automated software

that is programmed to post a predefined content. They are being used mostly

to propagate or promote bias and skew votes in politics, views on social issues,

or provide impetus to promotional campaigns. On the other hand, prediction of

the popularity of trending topics or issues requires robust analysis that takes into

account anomalous accounts.
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Thomas et al. [2011] collected 1.8 billion tweets sent by 32.9 million users and

manually identified 1.1 million suspended accounts as spammer accounts along

with 80 million anomalous tweets. They used user behavior regarding interactions

with other users, public Twitter handler service usage and textual features of tweet

content such as shortened URLs created using free web hosting services. Volkova

and Bell [2017] also studied this problem by applying a deep learning technique,

Recurrent Neural Networks (RNN), using tweet metadata and network features.

They compared their approach with state-of-the-art machine learning methods

such as log-linear models. Their RNN model outperformed all the machine learning

models built using various combinations of features with 0.95 F1 score. Sentiment

has also been used in spam detection works [Dickerson et al., 2014; Varol et al.,

2017a] as a feature to detect bots on Twitter. [Varol et al., 2017a] also studied

the detection of online bots on Twitter, and utilized Random Forests, AdaBoost,

Logistic Regression and Decision Tree algorithms. They found Random Forest

classifier achieved the best performance with 0.95 AUC score. They made use

of sentiment features that they extracted from the text beside tweet and user

metadata, textual, linguistic and network features.

Castillo et al. [2011] have investigated the tweet credibility issue in the news

disseminated on the platform. They crowdsourced the task of evaluating the cred-

ibility of each tweet to determine if it has newsworthy topics, labeling each tweet

using automated credibility analysis. Labels given by crowdsourcing process were

used in the training phase. They used SVM, decision trees, decision rules and

Bayesian networks, and best results were given by J48 decision tree, achieving
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an 86% F1 score. Ross and Thirunarayan [2016] created a robust and general

feature set for learning to rank tweets based on credibility and newsworthiness.

In previous works by Gupta et al. [2014]; Gupta and Kumaraguru [2012]; Gupta

et al. [2013], they have demonstrated that when the training and testing data are

from two distinct time periods, the ranker performs poorly. Ross et al. [Ross and

Thirunarayan, 2016] improved upon this by creating a feature set that does not

overfit a particular year or a set of topics, which is critical for robust analysis of

social media over time and across different domains.

Varol et al. [2017b] conducted a time series analysis to predict if a trending meme

is organic or promoted by a group. They aimed to predict meme’s that have po-

tential to trend before it becomes trending; therefore, the task of predicting trends

is naturally forced to utilize a sparse dataset. For this reason, they had to reli-

ably extract textual, linguistic, tweet and user metadata, network and statistical

features, from a small dataset. They used three learning algorithms namely, K-

Nearest Neighbor (KNN) with Dynamic Time Warping (KNN-DTW), Symbolic

Aggregate approXimation with Vector Space Model (SAX-VSM) and KNN. KNN

is a machine learning algorithm for classification and DTW for multi-dimensional

time series. They found KNN-DTW and KNN showed the best performance in

prediction. They used AUC as evaluation metric to measure accuracy because it

is not biased by the imbalance in classes (e.g., 75 promoted trends versus 852 or-

ganic ones). Weng et al. [2014] studied the prediction of the popularity of meme on

Twitter. They relied mostly on network features besides tweet and user metadata,

using random forest and linear regression. They extracted 13 features such as some
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early adopters, average shortest network path length between users, the diameter

between users, and the number of infected communities. They built their model

using random forest and tested against five different baselines that used linear re-

gression along with different combinations of the 13 features. Their model achieved

0.85 F1 score, outperforming the baselines. Kobayashi and Lambiotte [2016] pre-

dicted the popularity of a tweet in terms of the number of retweets in a time

window in the future. They used time series analysis using a method called time-

dependent Hawkes process (TiDeH) calculating infectious rate and using tweet and

user metadata such as temporal information from a tweet and number of followers

of a user. They evaluated their system against other existing methods that incor-

porated linear regression and Poisson process and reported that it outperformed

other approaches achieving around 5% mean error rate. Tsur and Rappoport [2015]

also studied the popularity of hashtags on Twitter, through linguistic features of

the tweet text, specifically hashtags. They obtained promising results using a

modified version of Gradient Boosted Trees called Gradient Boosted rank. They

compared their approach with SVM and Least-effort algorithms, obtaining 0.11

mean error rate. Ruan et al. [2012] predicted the volume of tweets, analyzing the

user behavior on individual as well as collective level. Besides tweeting activity

and content analysis of users, they utilized the underlying follower-followee net-

work, user network structure, neighboring friends’ influence and user past activity

as features. They used linear regression model with multiple features that include

network structure, user interaction, content characteristics and past activity, and

found that combining features yields the best performance.
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Table 2.1: Comparative Analysis of Applications and their Evaluation. Acronyms
for Algorithms and Features are described in Table 2.3

Ref. & Evaluation Application Algorithms Features

[Pennacchiotti and Popescu, 2011a] F1=0.88 SVM UsM, TwM
[Zhang et al., 2016b] F1=0.81 User Profiling LinR Ling, Nw,
[Pattisapu et al., 2017] F1=0.59 CNN Stat, Txt
[Gilani et al., 2017] F1=0.83 User Classification RF Vis
[Balasuriya et al., 2016] F1=0.77 NB
[Alowibdi et al., 2014] Acc=0.82 LogR, LASSO
[Hoang et al., 2013] Acc=0.92
[Makazhanov and Rafiei, 2014] F1=∼0.75
[Nguyen et al., 2013] F1=0.76
[Lewenberg et al., 2015] AUC=∼0.7 �
[Wagner et al., 2013] AUC=0.8
[Smith and Gaur, 2018] Acc=0.84

[De Choudhury et al., 2013] Acc=0.72 User Attitude, Person-
ality,

SVM, NB, RF TwM, Txt,

[Mahmud et al., 2016] F1=0.62 Mood Prediction Nw, Ling, Stat

[Georgiev et al., 2014] AUC=0.8 Sales & Stock Price
Prediction

NB, RF, SVM TwM

[De Choudhury et al., 2016] Med error=0.32 Social/Political events, PosR TwM, UsM
[Yang et al., 2017]] F1=0.58 Elections, NBR, SVM, Txt, Ling, Nw
[Korolov et al., 2016] Acc=0.85 Collective action LogR, CNN,
[Kallus, 2014] AUC=0.91 RF

[Varol et al., 2017b] AUC=0.95 KNN-DTW, Txt
[Weng et al., 2014] F1=∼0.85 Popularity prediction SAX-VSM,RF, Nw and Stat,
[Kobayashi and Lambiotte, 2016] Mean err=
∼0.179

TiDeH, KNN,
LinR,

TwM and UsM

[Tsur and Rappoport, 2015] Mean err=∼0.11 GrB,SVM,LogR Ling

[Thomas et al., 2011] Acc=0.89 KNN-DTW, Text, Nw,
[Varol et al., 2017b] AUC=0.95 Spam bot detection KNN,LinR,DT Ling,TwM,UsM
[Dickerson et al., 2014] AUC=0.73 NB, GrB Stat, Vis
[Volkova and Bell, 2017] F1= 0.95 Troll detection RF, AdB,
[Echeverria and Zhou, 2017] F1=0.99 BNet, RNN,
[Varol et al., 2017a] AUC=0.95 Credibility prediction SVM, LogR
[Castillo et al., 2011] F1=0.86 SAX-VSM
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Table 2.2: (Continued from Table 2.1) Comparative Analysis of Applications and
their Evaluation. Acronyms for Algorithms and Features are described in Table
2.3

Ref. & Evaluation Application Algorithms Features

[Davidov et al., 2010] Pre=∼0.80 Sentiment analysis NB,SVM,CRF, Ling,
[Wang et al., 2011] F1=0.77 LibLin, AdB, Txt,
[Kouloumpis et al., 2011] F1=0.67 Emotion Detection RT, REPTree, TwM
[Agarwal et al., 2011] F1=∼0.60 BNet, LogR and UsM
[Pak and Paroubek, 2010] F0.5=0.62 RBF-NN
[Go et al., 2009] Acc=0.82
[Wang et al., 2012b] Acc=0.61
[Gao and Sebastiani, 2015] Mean error=0.071
[Hassan et al., 2013] Acc=∼0.71
[Kothari et al., 2013] F0.5= 0.76
[Nguyen et al., 2012] F1=∼0.73
[Liu et al., 2012] F1=0.79

[Mahmud et al., 2012] Acc=∼0.83 Location Estimation NB, SVM, DT, Ling,TwM,UsM
[Georgiou et al., 2015] Mean error=0.39 LinR, MxEnt Txt
[Aiswal et al., 2013] Acc=0.88 Traffic Estimation
[Rout et al., 2013] Acc=0.79

[Rath et al., 2017] F1= 0.70 Finding Key Users, RNN, SVM Nw, UsM, Txt
[Bizid et al., 2015] Pre=0.86 Community Detection

[Ferrara et al., 2013] LFK-NMI=0.13 Topic Extraction, HiCl, KM, Txt,Ling,TwM,
[Yamamoto and Satoh, 2015] F1=0.63 Meme Extraction LDA, SVM UsM, Nw

[Beykikhoshk et al., 2014] Acc=0.84 Public Health NB, Txt,Ling,TwM
[Yin et al., 2016] AUC=0.83 SVM, RF Sentiment
[Daniulaityte et al., 2016] F= 0.8736 Health-care LDA, ssToT
[Lamy et al., 2016] K Alpha=0.84

[Al-Olimat et al., 2017a] F1=0.81 Disaster Management LogR Txt,Ling,UsM,
[Hu et al., 2015] R2= 0.67 TwM, Nw
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2.3.10 Sales & Stock Price Prediction

As social media, particularly Twitter, users share their satisfaction or frustration

with products on the platform, these user reviews can be exploited by companies to

generate actionable insights to meet customer expectations and eventually provide

better quality products and services. Industrial applications of predictive analysis

of social media have been gradually adopted, to gain the understanding of the

market. Some of the use-cases that have adopted social media data for decision

making are for:

1. Improvement of Customer Service: Delta Airline exploited social media to

identify the reasons for customer frustration. For instance, lost luggage or

poor service.

2. New Products Research and Development: JD Power quality assessment has

determined that car company modify car seats based user sentiments on the

social sphere [Kessler et al., 2010].

3. Key Influencers: A cosmetics company L’Oreal uses social media follower-

followee network to find Influencers for promotions30.

4. Recommendations through deep learning: YouTube utilizes the deep neural

network to enhance their recommendation system using implicit feedback by

analyzing users’ comments and videos of interest [Covington et al., 2016].

Georgiev et al. [2014] investigated the question of how the Olympic Games

impacted the sales of businesses in London. They used Twitter posts along with the
30http://bit.ly/2zkRfZ3
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check-ins through Foursquare platform to extract mostly location-specific features

from tweet text and tweet metadata, such as the distance of businesses to stadiums

and sponsor businesses, transitions to entertainment places and social areas. They

evaluated their work using AUC, for Naïve Bayes, Random Forest, and SVM

algorithms and reported that SVM performed best with 0.8 of AUC.

Korpusik et al. [2016] employs feed-forward network (FF) for predicting the

likelihood of a customer to buy a product. They restricted their dataset to tweets

about mobile phones and cameras, expensive products that people often buy after

doing some research online. Before predicting the likelihood of purchasing a prod-

uct, they predicted whether a tweet represents the respective user’s purchasing be-

havior. Then they predict whether the user will purchase the product after 60 days

time window of tweeting. They compared the performance of their approach with

Long Short Term Memory (LSTM), Recurrent Neural Networks (RNNs) (with

varying dropout rates) based implementation and observed that their approach

with FF surpasses others by small margins. FF learning cycle involved RMSprop

[Tieleman and Hinton], sigmoid activations and negative log-likelihood function

with batch training.

2.4 Conclusion

Twitter has positioned itself as an essential part of the social media environment

becoming an emergent communication medium. This development has opened

up new opportunities for researchers to gauge the pulse of the populace reliably
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and use that to study public opinion, form policies, understand the impact of

events, and find newer ways to address certain problems. Social media data has

already enabled researchers to predict the trends and outcomes of several crit-

ical real-world events, and its reliability and coverage can further be improved

by incorporating background knowledge [Tufekci, 2014; Morstatter et al., 2013].

Specifically, monitoring the engagement and public opinion about ongoing events

from temporal and spatial perspectives can foretell their evolution as well as the

outcome. Moreover, this information can complement traditional surveys or polls

that are conducted by non-government agencies to improve our confidence in the

prediction, as traditional methods alone can be misleading or sluggish in reacting

to rapidly changing events. In order to account for the complex decision making

that requires consideration of a number of factors that can impact a situation

or an event, incorporation of as many signals as possible in comprehending the

big picture is necessary. We have explored a predictive analysis paradigm that

comprises two levels of prediction, using coarse-grained analysis built upon fine-

grained analysis. Such analysis have been conducted with creditable success for

events such as elections, gun violence, drug misuse or illicit drug use [Sheth et al.,

2018].

In this chapter, we have discussed processes, algorithms, and applications con-

cerning predictive analysis in different domains. We illustrated fine-grained anal-

ysis by customizing domain-independent approaches to extract signals such as

sentiment, emotions, and topics through the application of machine learning mod-

els, and coarse-grained analysis by aggregating and cultivating the signals to make
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predictions. We have also provided details of related prominent studies in ten

different domains such as healthcare, public health, political and social issues, dis-

aster management, sales and stock prediction, and demographics. The following

table summarizes related work describing various applications and methods used.

Table 2.3: The Acronyms used in the comparative table.

Acronym Algorithm Description Acronym Feature Description
LinR Linear Regression UsM User metadata
RF Random Forest TwM Tweet metadata
NB Naïve Bayes Ling linguistic
LogR Logistic Regression Nw Network
PosR Poisson Regression Stat Statistical
NBR Negative Binomial Reg. Txt Textual
GB Gradient Boosting Vis Visual
AdB AdaBoost
DT Decision Trees
BNet Bayes Net
LibLin LIBLINEAR
HiCl Hierarchical Clustering
KM K-Means
RT Random Tree
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Chapter 3

Use Case 1:

User Modeling on Marijuana

Communications1

3.1 Introduction

“It’s 4/20, and that means everyone is talking about marijuana2,” highlights the

state of marijuana-related communication on Twitter, especially around the time

marijuana legalization polls were conducted in the USA. As more evidence is gath-

ered through research studies on the safety and benefits of the medical and recre-
1To appear:

Ugur Kursuncu, Manas Gaur, Usha Lokala, Anurag Illendula, Thirunarayan Krishnaprasad,
Raminta Daniulaityte, Amit Sheth, and I. Budak Arpinar. ’What’s ur type?’ Contextualized
Classification of User Types in Marijuana-related Communications using Compositional Multi-
view Embedding. IEEE/WIC/ACM International Conference on Web Intelligence (WI) (2018).

2https://goo.gl/JGSs3X
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ational uses of cannabis, there is a rise in public demand for broader legalization

of marijuana and its variants. Accordingly, it is useful to study the engagement

of users on social media to understand public opinion and its influence on policies

better.

Characterization of marijuana concentrate users on social media can enable

researchers to describe the patterns of use, reasons for symptoms, risk factors,

and side effects using spatio-temporal analysis. Specifically, classification of user

types into retail, informed agency and personal accounts, using marijuana com-

munications on social media can aid in selectively analyzing their content-network

dynamics. Focus of analysis can include assessing homophily in these communi-

ties, differences concerning their marijuana conversations, the information flow,

and interactions between user types. This can eventually help better situate their

characteristics and understand the implications. For instance, in the case of pre-

dicting the outcome of a state legalization process [Kursuncu et al., 2019], un-

derstanding public opinions of the residents towards marijuana related topics are

critical as these opinions translate to votes. We associate personal user type (P)

with an account handled by an individual user expressing their opinions, retail user

type (R) with an account managed by a business entity to promote and market

marijuana-related products, and informed agency user type (I) with an account

handled by a group or organization to disseminate marijuana related information.

Throughout the paper, we use informed agency and media interchangeably.

In this study, we make three key contributions: (i) Model the multiview aspect

of the Twitter data and features through people, content, and network dimensions.
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(ii) Exploit multimodal and diverse data on Twitter such as text, image, emoji and

network interactions for effective user classification task. (iii) Extensively leverage

context with the help of multimodality and multiple views of the social media data,

and derive comprehensive representation from the three orthogonal views (People,

Content, Network) through Compositional Multiview Embedding (CME).

The multimodality stems from the inclusion of text, image (profile pictures),

emoji and network interactions between accounts pertaining to different user types

[Benton et al., 2016]. Hence, for a reliable classification, we create compositions

of vector embeddings for these views of the Twitter data, called Compositional

Multiview Embedding (CME) as it can represent the context coherently [Mitchell

and Lapata, 2010]. In our approach, we create two CMEs: (i) one using tweet text,

emoji and network interactions of users, and (ii) another using user description

and emoji. To assess which combinations of features can be utilized in generating

the CMEs, we performed correlation analysis, as explained in Section 3.5.2. For

instance, we found that descriptions and network interactions of users are highly

correlated, suggesting that their combination can affect the performance of the

classifier over the validation and test data. Therefore, we did not create the em-

bedding using these two views. We evaluated the classifiers based on the individual

F-scores of user type classes. We also generated word embedding vectors for profile

pictures of users, which significantly improved the performance of classification of

the informed agency user type. Details of our approach and results are discussed

in Sections 3.5 and 3.6 respectively.

The remainder of the paper is organized as follows: Section 3.3 provides pre-
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liminaries about the concepts and technologies that are used. Section 3.4 provides

an exploratory analysis that includes statistics on our dataset. Section 3.5 explains

features and our experimental setting, and Section 3.6 discusses the results of our

analysis. Section 3.7 concludes the paper with a summary and future research

directions.

3.2 Related Work

In this section, we describe prior studies that are broadly related to user classifi-

cation, under three prominent sub-headings: (i) Embedding based Approaches to

User Classification, (ii) Diverse Features for User Classification, and (iii) User-level

Approaches.

3.2.1 Embedding based Approaches to User Classification

The profile of a user on Twitter consists of user description, tweets and profile pic-

ture. Researchers [Zhang et al., 2016a] utilized user tweets to learn an embedding

model using Long Short-Term Memory (LSTM) and Recurrent Neural Network

(RNN) to classify users based on their gender and age information achieving an

accuracy of 91% and 82% respectively. In contrast, [Rizos et al.] employed inter-

actional features to generate embeddings for a semi-supervised approach. Specif-

ically, they utilize a small number of seed users with labels (e.g., news agency,

person, genres) and interactions via “mentions” in their tweets. [Liao et al., 2017]

proposed an approach to learn the interactional features of users by optimizing
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the structural and attribute level properties of their networks that characterizes

homophily in their communication. In another study [Benton et al., 2016], re-

searchers utilized person-level multiview embedding to predict engagement, friend

selection and demographic information of users. In contrast, our study gleans

person, content and network-level features, creating a composition of multiview

embeddings through vector addition operation that characterizes users in the con-

text of marijuana-related communications on social media.

3.2.2 Diverse Features for User Classification

Prior work related to user classification on social media has involved different sets

of features: (i) Person-level features included profile [Pennacchiotti and Popescu,

2011b], user behavior, first and last names [Bergsma et al., 2013], and demograph-

ics; (ii) Content level features included linguistic, domain-specific and generic LDA

topics; and (iii) Network level features comprised follower-followee connections

[Pennacchiotti and Popescu, 2011b]. These features were utilized to glean politi-

cal affinity, ethnicity, and favorability towards a particular profession, to generate

machine-readable user-profiles for improving the user classification [Pennacchiotti

and Popescu, 2011b], and to cluster users based on their conversations and predict

demographics [Bergsma et al., 2013]. Combination of these features with net-

work interactions results in a better-contextualized representation of the dataset

[Campbell et al., 2013], which in turn improves user classification.
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3.2.3 User-level Approaches

For particular problems such as identification of user interests and event detec-

tion, user-level understanding of the content as well as the network dynamics is

pivotal. In [De Choudhury et al., 2012], they classified users into three classes,

namely, organization, media personnel, and an ordinary person, to identify varia-

tion in characteristics across multiple events. Engagement of users on a particular

subject on social media is considered as an important signal, and has been used

for user classification in [Tinati et al., 2012]. The authors developed a model to

categorize users as Idea Starter, Commentator, Curator, Amplifier, and Viewer. In

the election domain, political homophily on social media forms a feature for user

classification, and [Colleoni et al., 2014] illustrates its significance for resolving

reciprocated and non-reciprocated ties in the network of users. Homophily creates

social echo chambers polarizing the users, which can be used to discriminate or-

dinary users (or information seekers) from information providers (e.g., journalist).

Topical analysis of the user-generated content is another informative approach

about user characteristics. In [Fang et al., 2015], topic-centric Naive Bayes clas-

sifier was developed to identify the topics to categorize unknown users based on

closeness of their topics to those of the users in the training dataset. Similar to the

use of marijuana concentrates, in recent years, there has been a surge in the use of

e-cigarettes among smokers, and Twitter has emerged as a cost-effective platform

for sharing and promoting information. Researchers [Kim et al., 2017] developed

an approach to classify users as individuals, informed agencies, marketers, spam-

mers, and vapor enthusiasts, employing tweet and user metadata, and tweeting
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behavior.

3.3 Preliminaries

We discuss the people-content-network paradigm [Purohit et al., 2011] and com-

positional word embeddings. Our approach uses several building blocks for an in-

depth analysis of tweet content to extract relevant context in marijuana dataset.

Specifically, we discuss the people-content-network paradigm [Purohit et al., 2011]

and compositional word embeddings for expressiveness, EmojiNet for interpreting

emoji, Clarifai for processing profile pictures, and SMOTE for oversampling.

3.3.1 People-Content-Network

On social media, communities are being formed around various topics of interest

through network interactions [Purohit et al., 2011]. The information being shared

in tweets by a user in the marijuana community displays an intent based on the

user type [Purohit et al., 2015]. For instance, personal users share their expe-

riences and opinions on marijuana, whereas retail accounts usually promote the

use of marijuana and other related products that they sell, and media accounts

disseminate information on marijuana-related events and festivals, and legaliza-

tion processes. Accordingly, as these user types show different characteristics, it

is critical to bring to bear different perspectives, such as person, content, and

network, for reliable analysis and insights. We describe a systematic organization

and analysis of these features in Section 3.5.3.

72



3.3.2 EmojiNet

Emoji are pictorial representations of facial expressions, places, foods and other

objects. These are often used by marijuana community on social media to express

opinions and emotions about marijuana-related topics. Emoji contribute to the

interpretation of the content created by users and better recognition of character-

istics of the user types. To achieve this goal, we make use of EmojiNet [Wijeratne

et al., 2017a], which gathers meanings of 2,389 emoji. Specifically, EmojiNet pro-

vides a set of words (e.g., smile), with the corresponding POS tags (e.g., verb),

and their sense definitions. It maps 12,904 sense definitions to 2,389 emoji, to

capture platform-specific interpretations.

3.3.3 Clarifai Web API

We use information gleaned from profile images of the users in our training dataset

as profile pictures, which can provide additional insight about a user. For instance,

retail accounts usually use marijuana related pictures in their profiles. We also

use Clarifai3, a web service for image processing, to recognize objects in an image

and generate a textual representation of the image using a subset of 20 tags. We

also used the feedback endpoint4 of Clarifai to send end-user responses on the tags

generated by the API to improve the quality of the tags. We eventually generated

word embeddings utilizing these tags, for each user.
3https://clarifai.com/developer/guide/
4https://clarifai.com/developer/guide/feedback#feedback
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3.3.4 Word Embedding Model

A word embedding model created using word2vec can learn a rich low dimensional

representation of words in a tweet corpus. Initially, the word embedding proce-

dure was developed to generate distributional representations over corpora such

as Wikinews, News articles, and Google News corpus that represent the current

state-of-the-art. [Mikolov et al., 2013a] also shows that vector arithmetic over

the word vectors can be used to generate analogies. For instance, word embed-

ding of “Queen” can be obtained by summing the word embeddings of “Man” and

“Woman” and subtracting from it the word embedding of “King.”

The model takes the corpus as input, identifies unique words (with vocabulary

V of size v) and generates k-dimensional word vectors in v-dimensional word-

space. k-dimensional word vector is also termed as k-dimensional word embedding

or k-dimensional word representation. Similarities (e.g., cosine similarity) between

the word vectors of two words from V reflect the semantic relationships between

them. This improves upon bag-of-words approach or n-gram models that is unable

to capture deep semantic relationships satisfactorily.

In recent studies [Lilleberg et al., 2015; Wang et al., 2016], the researchers have

shown that word embedding models perform well over short texts. In another

study [Godin et al., 2015], the authors have created a “named entity recognition

shared task” for data from microblogging platforms using distributed word rep-

resentations. These recent and prior successes in modeling words as computable

vectors have encouraged us to utilize a pre-trained word2vec model trained over a

generic Twitter corpus [Godin et al., 2015] or train a new word-embedding model
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over our domain-specific Twitter corpus. Depending on the type of the corpus

(characterized using sentence level statistics and word frequency counts), we can

use one of two neural network architectures for learning word2vec embeddings: (i)

Continuous Bag-Of-Words model [Mikolov et al., 2013a] (CBOW) (ii) Skip-gram

model [Mikolov et al., 2013a]. In our study we have used skip-gram architecture.

First, is the continuous bag-of-words model (CBOW) which learns the embeddings

by predicting the target word, given the contextual words (neighboring words

within a predefined window size). Second, is the Skip-gram model which learns

the embeddings of the contextual words, given the target words. The latter has

been proven to work well over short text using negative sampling [Wijeratne et al.,

2017b].

3.3.5 Compositional Word Embedding

We utilize compositional word embedding (CWE) [Mitchell and Lapata, 2010] to

combine feature-level embedding vectors and to generate a comprehensive repre-

sentation of a data point (e.g., user, tweet, user descriptions). Specifically, we em-

ploy weighted vector addition, a linear composition function detailed in [Mitchell

and Lapata, 2010]. Formally, we define Z, the weighted composition of word em-

beddings of U and V as follows: Z =W0 ·U +W1 ·V , where U,V ∈Rm×300(m repre-

sents the number of users) are two embeddings composed using W0,W1 ∈ Rm×m,

respectively. Note that in such a composition, the dimension of input and output

representation is unaltered. As detailed in Section 3.5.2, it is essential to consider

the correlation between different view embeddings before composing them. For
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instance, for Z, the weight matrices will be optimized; however, if the embeddings

U and V are uncorrelated, hence independent, the optimization function will fail to

converge. Hence, we perform a linear composition, vector addition, to generate the

representation of Z. Since the classification is insensitive to the position of emoji

and words in the content, we consider such composition appropriate. Formally,

Z= U+V is a vector addition of U and V.

As discussed later, CWE provides a reasonable semantic basis for combining

text and emojis in a contextually meaningful way. Our domain-specific word em-

beddings are used to capture the semantics of words directly, and of emojis via

its textual description from emojinet, when processing tweet content. A different

User description-specific word embeddings are used for both of them when process-

ing them in the user description context. This approach ensures that words and

emojis are treated similarly in each context, and the distinction between the two

contexts is also captured. Note that the emojis are not directly mapped to their

word embeddings because the scarcity of data would have made such embeddings

unreliable. A more thorough investigation of the relative semantic adequacy of the

various word embedding models – domain independent vs domain specific, direct

emoji embeddings vs indirect emojis embeddings via its definition in emojinet –

is out of scope of this work. [Scheepers et al., 2018; Senel et al., 2018] provide

relevant intuitions for our work.
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3.3.6 Managing Imbalance

Social media platforms are an epitome of real-life communication channels for

information dissemination. So machine learning algorithms need to deal with im-

balanced data (or uneven data distribution) that naturally arise due to atypical

behaviors of different groups of users on social networks [Krawczyk, 2016]. For

instance, considering the users interested in rock music, the youth population on

Twitter will form a majority class while the older adults will constitute the mi-

nority class. Hence, we require a sampling approach that can handle such data

imbalances. In the context of our corpus, the training dataset was imbalanced

with respect to retail user type. For this reason, we used the popular sampling

approach, called Synthetic Minority Over-sampling TEchnique (SMOTE). It is a

procedure in which the minority class is oversampled by creating additional syn-

thetic examples from existing data utilizing feature-level properties and operations

(e.g., feature correlation, covariance). Oversampling of the minority class is per-

formed by considering the k-nearest neighbors of minority class samples identified

by the line segments on which they lie [Chawla et al., 2002].

3.4 Exploratory Analysis

Figure 3.1 captures the word cloud synthesized using the tweet content of users

pertaining to Informed Agency user type that can be used to glean related topics.

We have conducted an analysis of our dataset by extracting statistical, textual
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Figure 3.1: Word Cloud of tweets from Informed Agency.

and topical information. We have three classes of user types, namely, Personal

(P), Informed Agency (I), and Retail Accounts (R). Our corpus contains tweets

crawled in June, July, and August of 2017, covering all states in the U.S. During

this time frame, the volume of communications related to marijuana was high

due to ongoing events (e.g., Cannabis Cup, The 420 Games)5. Data collection

involved semantic filtering [Sheth and Kapanipathi, 2016a] utilizing the DAO6 on

the eDrugTrends7/Twitris platform8. The corpus comprised of a total of 4,106,566
5https://goo.gl/Xzsd5V
6https://goo.gl/9cXQcT
7http://wiki.knoesis.org/index.php/EDrugTrends
8http://twitris.knoesis.org
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tweets from 1,066,615 unique users. Out of nearly 4.1M tweets, nearly 1.9M tweets

were identified as unique based on the content.

Table 3.1: Descriptive Information on the Training Set.
Features (’#’ is “number of”) P R I Total
#Tweets (T) 9836 1928 338 12102
#Profile Pictures (PP) 4394 476 111 4981
#Users use Emoji (E) 1085 37 17 1139
#Users with Descriptions (D) 3884 461 108 4453
#Retweets 955 24 964 1943
#Mentions 94 6 307 407

We randomly selected 6000 users from our pool of 1M unique users for training.

The domain experts from CITAR9 manually annotated only 4982 users into the

following three types: Personal Accounts, Informed Agency, and Retail Accounts,

since the others were ambiguous. After the annotation process, the distribution

per user type was as follows: 4395 personal, 476 informed agency, and 111 retail

accounts. Effectively, the distribution of user types in the training set is highly

skewed. The reason for sparsity among retailers (i.e., retail business twitter ac-

counts) is that marijuana is a schedule I10 drug according to the federal law, and

thus its promotion on social media platforms is restricted due to its federal status

as an illegal drug. Similarly, media accounts are significantly smaller compared to

personal accounts, but still significantly higher than the retail accounts. Such data

imbalance can bias the classifier towards the majority class, which is a challenge.

Upon our initial exploratory analysis of the corpus, we observed that the con-

tent in tweets and description of users are adequate to identify the characteristics

of different user types. The average number of words in descriptions and tweets
9https://medicine.wright.edu/citar

10https://goo.gl/UQhR4D
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are 9.6 and 12.8, while the average number of emoji in descriptions and tweets

are 0.46 and 0.26, respectively. 88% of the users have their descriptions complete,

and these user descriptions carry information containing emoji and text that can

be utilized for classification.

Further, interactions among users can play an essential role in disseminating

information, and influence other connected users in the network. The median

number of followers and friends for users are 367 and 376 respectively, and the

average number of tweets per user is 3.85. Our corpus includes 2,837,734 interac-

tions (mentions, retweets) between users, 83% of which are retweets, and the rest

are mentions. This suggests that there is much communication among users that

can contribute to the classification of user types.

3.5 Methodology

Our approach to the user classification problem leverages the multiview and multi-

modal aspects of the Twitter data by creating compositions of embeddings for

different views using data in different modality. As depicted in the overall archi-

tecture in figure 3.2, this section provides details of critical steps in our approach.

3.5.1 Preprocessing

At this stage, we trained two Word Embedding(WE) models – one for Content

view and another for People view – using our domain-specific Twitter corpus. (i)

The Content WE model is based on 1.8 M unique pre-processed tweets, and (ii) the
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Figure 3.2: Overall Architecture. The workflow shows composition of embeddings
across People-Content-Network views for User Classification

People WE model is based on pre-processed user descriptions of 1 M unique users.

We built two separate WE models because we observed that user descriptions were

more complete and contained less jargon and slang terms as compared to tweets.

To obtain discriminative features for user classification, we removed stop words,

punctuations, and alphanumeric characters from tweets and user descriptions. We

also extracted URLs, mentions of screen names, retweeted user screen names,

contact information (e.g., phone number, email), and emoji. Then, we lemmatized

the tweets and user descriptions in the corpus. Moreover, we employed EmojiNet

[Wijeratne et al., 2017a] to retrieve senses and keywords from emoji, and Clarifai11

to process profile pictures. The overall goal is to enable gleaning of semantically

relevant information about users from their tweets for reliable determination of
11https://www.clarifai.com/demo
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user types.

3.5.2 Correlation Analysis

We perform correlation analysis between embeddings of features from different

views to assess which compositional operation is appropriate. The similarity be-

tween embedding vectors derived from the textual representation of features con-

strains the operations that can be used to combine them since the resulting vector

needs to be representative of the components. For example, when two embedding

vectors are highly uncorrelated, dimensionality reduction does not generate repre-

sentative vector space. However, uncorrelated embeddings can be composed with

vector addition, to make resulting vector space more representative.

For instance, researchers [Goikoetxea et al., 2016] made use of operations such

as addition and concatenation, to combine word embedding vectors of the in-

put text. These word embeddings were generated from text corpora and knowl-

edge bases for more contextually rich representation of the input text. Similarly,

[Faruqui et al., 2014] retrofits word vectors, using the WordNet embeddings to

enrich word embeddings of the input text.

The creation of embedding vectors is performed through probabilistic calcula-

tions [Bamler and Mandt, 2017], and the embedding of each view (Section 3.5.4)

may or may not correlate with that of the other views.

We conducted correlation analysis between different pairs of view embedding

vectors. Table 3.2 shows Spearman correlation and their corresponding p values for

these pairs. We use Spearman as our correlation metric to measure the similarity
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Table 3.2: Spearman (ρ) Correlation Analysis for View Pairs

View Pairs ρ p-value
User Description & Emoji 0.002 < 0.01
Tweets & Emoji 0.02 < 0.01
Tweets & Network 0.04 < 0.01
User Description & Network 0.0001 > 0.01

between view embeddings at each data point since our embeddings do not follow

the Gaussian distribution. In this analysis, our alternative hypothesis (H1) is that

the two embedding vectors are uncorrelated, and similarly the null hypothesis

(H0) is that they are correlated. Having the p-value less than 0.01 suggests the

rejection of H0. Hence, based on Spearman, we see from the Table 3.2 that, for

the first three pairs, the null hypothesis of correlation H0 can be rejected, while

for the pair – User description and Network, we are unable to reject the null

hypothesis of correlation (H0). In fact, the data indicates that people interact

closely based on their similar user characteristics rather than the shared tweet

content in marijuana-related communications.

3.5.3 Feature Engineering

In our analysis, we have organized our features under three main categories: Per-

son, Content, and Network, since we consider these as the main views of the

Twitter communication that contribute to the context.
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Figure 3.3: Example profile pictures(2 each) of P(left), R(center) and I(right)

People

This set of features are user-level that contributes to differentiating the user types

from each other on social media. Specifically, we consider user descriptions, name,

screen name, contact information and profile pictures as discriminative based on

the exploratory analysis (Section 3.4).

• User Descriptions: This field holds the description of the account that was

defined by the user. As this metadata carries information on characteristics

of the user, we exploit the elements of this feature such as text, emoji, and

contact information by employing text processing techniques.

• Name: This field holds the name of each user where users can enter their

full personal, business, or organization name, or have an arbitrary entry.

We use this information to discriminate person users utilizing a lexicon12 of

commonly used person’s first and last names. In fact, we found that 68% of

the person users can be identified using names listed in the lexicon.
12https://goo.gl/8MY5Cz
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• Contact Information: We extract this information from the description of

users as it includes a phone number, email and web addresses. Usually, retail

accounts provide this information in their profile for their customers to reach

out to them, making this feature a discriminative factor in classification.

• Profile Pictures: This visual form of Twitter data can reflect feelings, emo-

tions, intentions, and other characteristics of a user. We consider this feature

as discriminative as there is a noticeable difference in profile pictures of per-

sonal, retail, and informed agency accounts (see figure 3.3 for examples).

Content

To glean discriminatory features from tweet content, we first separated text, emoji

and URLs, and then processed them separately. The number and frequency of

URLs, and the number and senses of emoji in tweets of users were contributing

factors in discriminating user types.

• Tweet text: We first extracted tweet text, by filtering other elements such

as mentions, URLs, and emoji, and concatenate tweets of each user. Then

we created word embedding vectors out of this textual data.

• URLs: Retail and Media accounts usually use URLs in their tweets to direct

clients to their web page, more often than personal accounts. The number

and frequency of URLs in a tweet can help to discriminate among user types.

• URLs: Users usually provide URLs in their character-limited tweets to refer

to a more detailed version of their stories. For instance, retail and media
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accounts use URLs in their tweets to direct clients to their web page, more

often than personal accounts. The number and frequency of URLs in a tweet

can help to discriminate among user types.

• Emoji: The use of emoji provides a concise and precise expression of opinions,

reactions, sentiments, and emotions concerning a topic of discussion. It is a

discriminative feature in our study capturing the number and senses of emoji

used by different user types. The most commonly used emoji in Tweets across

all the three user types are: , , , , and . The most commonly

used emoji in User Descriptions are:

, , , , and .

Network

As users on Twitter primarily interact using replies, mentions, and retweets, we

utilize these interactions as our features to identify communication patterns for

each user type. We consider replies as mentions. We generate network embeddings

by creating the adjacency matrix based on these interactions between users. This

procedure is further explained in Section 3.5.4.

• Mentions: It is a derived feature where the author mentions the screen-name

of another user and is considered as direct interaction.

• Retweets: It is a derived feature where the retweeting user forwards another

user’s tweet and is considered a direct interaction between these two users.
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3.5.4 Compositional Multiview Embedding (CME)

The Twitter data contains multiple dimensions that we call views, such as People,

Content, and Network. These views can be leveraged to contextualize a com-

prehensive and multi-level analysis of the Twitter social network. In our study,

we employed the Content and People WE models for generating embeddings for

Content view (e.g., Tweets) and People view (e.g., User Descriptions and Profile

Pictures), respectively.

The tweet content and user descriptions involve emoji, which we regard as

critical for interpreting the meaning. For this reason, we extracted the textual

representation of emoji from EmojiNet [Wijeratne et al., 2016a], and generated

emoji embeddings using the embeddings of the words in the description. We also

generated word embeddings for profile pictures of users utilizing Clarifai. We

generated comprehensive CMEs by combining the embeddings of different views

of the Twitter data, as formulated below.

For Person and Content views (T), word embedding vector (WV ) in each data

point (WVTi , i represents an index of a data point in a view) is calculated by av-

eraging the word-vectors of each word that is present in the view. For instance,

we preprocess the tweets of a user and generate word vectors of each word in 300

dimensions. Then we sum these vectors and divide by the number of words to

generate the embedding vector for tweets of the user. However, while we perform

the average operation to generate separate embedding vectors for Person and Con-

tent views, we do not perform average for the Network view. For generation of

network embeddings, we utilized interactional features (mentions and retweets)
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and performed t-SVD to generate dense embeddings, where each embedding has

300 dimensions. The procedure is detailed in Section 3.5.4.

We formally define the calculation of WVTi as WVTi =
∑w∈Ti∩V v⃗w

|Ti∩V | , where v⃗w is the

embedding of word w and V is the vocabulary of the Content WE model trained

over the marijuana-related tweet corpus.

Figure 3.4: Creation of CMEs for Tweet, Description, Emoji and Network

Tweet-Emoji(T+E) & User Description-Emoji(D+E)

We explained the procedure for generating WEs for Tweets, User Descriptions

and Emoji earlier in this section, given the component word embeddings. We now

explain in more detail how we obtained the Content WE and Person WE that

were used to generate CMEs for Tweet & Emoji, and a separate CMEs for User

Description & Emoji.
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In building the Content and Person WE models, we used Skip-gram model with

negative sampling. The rate of negative sampling was set to 10 and the window

size was set to 5. Such a set up is desirable for datasets of average-size [Mikolov

et al., 2013a]. The Content WE model was trained on a pre-processed corpus of

1.8M unique tweets generated from 1M unique users creating a vocabulary (V)

of 16,531 words. The People WE model was trained on 946,975 pre-processed

user descriptions obtained from 1M unique users, generating a vocabulary (V) of

16,903 words. Recall that, apart from linguistic differences between user descrip-

tions and tweets, another reason to build two WE models is multiview aspect of

our dataset that also includes profile pictures and emoji in a profile that reflects

different contextual meanings as compared to the tweets of a user. In order to

create an embedding of a profile picture, we used Clarifai to generate text caption

and then apply the Person WE model on the text caption.

Network Embedding (N)

The user types that we characterize have different volumes of network activities.

For instance, while average retweet and mention rates (derived from Table 3.1)

per user are 0.9 and 0.09 respectively on personal accounts, they are 11.08 and

3.53 on informed agency accounts. Clearly, the network activity can be used to

distinguish and recognize these user types. Thus, combining the network activity

information with tweet content and user information can contribute to a reliable

classification.
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For representing the network activities of users, we created the weighted adja-

cency matrix of interactions, which was sparse. For generating a low dimensional

dense representation, we utilize truncated Singular Value Decomposition (t-SVD)

such as in GloVe [Pennington et al., 2014] and [Tsitsulin et al., 2018].

Formally, we define the adjacency matrix as A ∈ Rm×n, where m and n denote

source users and target users respectively (capturing direction of communication).

Aui,u j = InteractionCountui,u j (3.1)

where, for a pair of users ui,u j, Aui,u j represents a cell in the matrix A of dimen-

sion |m| × |n| representing interaction counts, which includes both retweets and

mentions, for the corresponding users.

As the adjacency matrix A is sparse and non-stochastic (∑n
j=1 Ai, j ̸= 1), and we

need to create a dense and stochastic representation of the network activities, we

normalize the values in a row such that they will all sum up to 1. In our training

set, only 1149 users have interactions with other 1701 users. As the source and

target users are mostly different in A (1149×1701), we convert A to square cosine

matrix, denoted by Acosine ∈Rm×m obtaining a matrix 1149×1149, since we want

to measure the similarity between users in our training set. Transformation of A

to Acosine is formulated as follows: Acosine = A·AT

||A||||AT || . Each cell value in Acosine lies

between 0 and 1 and is symmetric.

However, the similarity between users represented in Acosine are not repre-

sentative of their degree(d) as present in A. A degree of a user is defined by

the number of outgoing edges in terms of interactions with other users and not
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self. In order to normalize Acosine by the degree (d) of each user, we generate

a normalized adjacency matrix, denoted by Anorm ∈ RM×M and is formulated as,

Anorm = D−1/2AcosineD−1/2, where D is a diagonal matrix of degree of each user in

M and is represented as: D−1/2 = diag(d−1/2
1 , ...,d−1/2

M )

The factorization of the matrix Acosine using SVD yields three square matrices:

U, Σ, V T ∈ RM×M, where Σ = {σ1,σ2, ...,σM} is a set of M singular values or

eigenvalues of the matrix Acosine. Not all singular values are non-zeros, removing

the zero values or near zero values reduce the dimension of the matrix. Since, the

required network embedding needs to be of the same dimension as word embedding

(i.e. k=300), we truncate Σ by M-300. U is reduced by removing M-300 columns

and V T is reduced by removing M-300 rows. After the truncation, the reduced

matrix generated has dimension M×300. We denote reduced matrix as Areduced ∈

RM×300 and its value is determined by: Areduced = UM×300 · (Σ−1
300×300)

T . The 300

dimensional embedding present in Areduced is considered as network embedding of

the users and is used in user type classification.

As our adjacency matrix Acosine is 1149×1149, we reduce its dimension down

to 300. Therefore, we apply t-SVD over the matrix Acosine resulting three square

matrices: U, Σ, UT ∈ Rm×m, where Σ = {σ1,σ2, ...,σm} is a set of m singular

values. After we apply the dimensionality reduction, the reduced matrix becomes

of dimension m×300. We denote the reduced matrix as Areduced ∈Rm×300 and its

value is determined by: Areduced =Um×300 · (Σ−1
300×300)

T .

The 300 dimensional embeddings in Areduced is considered as the network em-

bedding of users, and is used to create a CME in our user type classification.
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Network-Tweet-Emoji(N+T+E)

We use the WEs for Tweets and User Descriptions, and network embeddings (NE)

of users to generate a comprehensive Network-Tweet-Emoji CME. Embeddings

for Network, Tweets and Emoji all have 300 dimensions because the former was

explicitly represented using 300 dimension reduced space, while the latter two very

created using the standard word embedding approach.

3.5.5 Experimental Setting

To the best of our knowledge, the problem of user type classification in marijuana-

related communications on Twitter has not been investigated so far. Our ex-

periments using clustering algorithms such as [Wang et al., 2018b], MeanShift,

K-means, and DBSCAN, for a baseline, significantly under-performed, partly be-

cause of their instability. For this reason, we created an empirical baseline that

utilizes word embeddings of the textual content of tweets and descriptions.

We conducted two sets of experiments depending on whether CME with net-

work level features were included or not. The first set of experiments do not include

the CME with network level features, and we incrementally add the Person and

Content level features. We used 10-fold stratified cross-validation with same pro-

portions of all types in all folds, utilizing all data points in our training set that

is comprised of 4982 users. The second set of experiments included CMEs which

contain Network level features, where we take the best performing classification
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setting from the first set of experiments as a baseline for comparison. At this

stage, we had to reduce the size of the training set down to 1149 users where the

sizes of P, I, and R classes were 1045, 87 and 17 respectively.

Since our training set was highly imbalanced, we applied the oversampling

algorithm SMOTE to avoid biasing towards the majority class at the expense of

the minority classes.

In our experiments, to illustrate the improvement that the domain specific

WE models provide, we also utilized a generic word2Vec model, called Tweet2Vec

[Godin et al., 2015], for a comparison, which is explained in detail in Section 3.6.

3.6 Results

Table 3.3 and Table 3.4 present the results of the two sets of experiments. The

first set of experiments involve only user profile and tweet content level features,

whereas the second set of experiments involve the addition of network features.

To illustrate the improvement obtained by the addition of network level features

into the classification, we take the best performing approach of the first set of

experiments as the baseline for the second set of experiments.

We systematically and gradually include person-content-network features to

observe their individual contributions to the outcome of the classification.

The baseline approach that we empirically chose achieved an overall F-score

of 88% using the word embeddings of tweets content and user descriptions. The
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Table 3.3: Results on Classification of User Types with 4982 Users.

Feature Set Precision Recall F-score Avg.FP I R P I R P I R
E(T),E(D) 0.91 0.86 0.79 0.99 0.27 0.67 0.95 0.42 0.73 0.88
T2V(T),T2V(D) 0.89 0.87 0.87 0.99 0.10 0.66 0.94 0.18 0.75 0.86
E(T+E),E(D+E) 0.89 0.96 0.88 0.99 0.10 0.60 0.94 0.18 0.71 0.85
E(T+E),E(D+E),
TMD,UMD 0.89 0.95 0.84 0.99 0.09 0.63 0.94 0.17 0.72 0.85
E(T+E),E(D+E),
TMD,UMD,PP 0.97 0.99 0.88 0.99 0.77 0.92 0.98 0.87 0.90 0.97

Table 3.4: Results for Classification of User Types with 1149 Users

Feature Set Precision Recall F-score Avg.FP I R P I R P I R
E(T+E),E(D+E),
TMD,UMD,PP 0.96 0.98 0.93 0.99 0.57 0.82 0.97 0.72 0.87 0.95
E(N),E(T+E),E(D+E)
TMD,UMD,PP 0.95 0.95 0.95 1.0 0.52 0.80 0.97 0.67 0.87 0.95
E(N+T+E),E(D+E)
TMD,UMD,PP 0.96 0.98 0.97 1.0 0.58 0.86 0.98 0.73 0.91 0.96

E:Embedding, T:Tweet, D:Description, N:Network, T2V:Tweet2Vec, TMD:Tweet
Metadata, UMD:User Metadata, PP: Profile Pictures

F-scores for individual classes of P, I, and R were 95%, 42%, and 73%, respectively.

We generated these embedding vectors using the domain-specific word embedding

models. Table 3.3 shows that the classifier built with the embeddings of tweets

and descriptions generated through the Tweet2Vec model obtained an average F-

score of 86%, and underperformed for P and I classes. Therefore, we continued

experiments using Content and People WE models.

The inclusion of profile pictures as a feature in the experiments showed a sig-

nificant improvement in the overall F-score to 97%, where F-scores for P, I, and R

were 98%, 87%, and 90%, respectively. The inclusion of textual data, emoji and

profile pictures in our approach by combining them through CMEs for classifica-
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tion of user types, has impacted the outcome significantly.

Furthermore, recall that, in the second set of experiments, we have extended our

study with the addition of network interactions between users. We have used the

best performing classifier from the first set of experiments (Table 3.3) as a baseline

for the second set of experiments, to compare our approach that incorporates the

network embeddings.

In our second set of experiments, we have first added the network embedding as

a separate feature along with the features from the second baseline approach, and

it did not affect the performance. Then we created CME from the embeddings of

tweets, emoji, and network, and it boosted the performance of each class, P, I, and

R in terms of their F-scores, by 1%, 6%, and 4%, respectively. It also improved the

overall F-score by 1%. The improvement that we achieved by applying CMEs is

significant since the F-score for the second baseline was already significantly high,

and our approach has improved upon that performance.

3.7 CONCLUSION

Our overarching goal was to utilize people, content, and network related features

in marijuana-related communications on Twitter to classify the user types into

three prominent categories: Personal, Informed Agency, and Retail accounts. Such

a classification provides support for analyzing the dynamics of issues related to

marijuana and its variants from location and temporal perspectives ultimately.

Furthermore, dominant and trending topics can be identified separately for each
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user type for more precise and reliable subjective analysis of related events and

their impacts.

In this chapter, we introduced an approach to classify user types utilizing Com-

positional Multiview Embedding (CME). For the purpose of integrating multiple

views and multimodal data, we learned a domain-specific embedding for tweet text,

a separate embedding for user profile descriptions to adequately capture a differ-

ent context, and a mapping of profile images to tags to obtain their embeddings

and a mapping of emojis to Emojinet textual description to obtain two separate

embeddings for them – one for content-view and another for person-view. We also

incorporated interactional features by creating network embeddings. Overall, our

comprehensive approach achieved 7% improvement over the empirical baseline,

when we used the CMEs without network embedding and 8% improvement when

we used the CMEs with network embedding. The latter also resulted in an F-score

of 0.96.
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Chapter 4

Use Case 2:

User Modeling on Radical

Communications

4.1 Introduction

Radicalization is a social and psychological process through which individuals ex-

perience incremental commitment or adaptation of extremist views and ideologies

[Horgan, 2009]. Radical networks have effectively and strategically utilized so-

cial media [Vidino and Hughes, 2015] to disseminate highly persuasive ideological

content and recruit new members. The new generation of homegrown terrorist is

ethnically diverse and technologically savvy and actively use social media [Hafez

and Mullins, 2015]. Individuals change their belief systems, adopt a radical view,
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and advocate for action, including the willingness to use violence to achieve a

radical societal change [Helfstein, 2012; Porter and Kebbell, 2011; Vidino, 2011].

Often, demanding action against the enemies of Islam (e.g., the West) completes

the radicalization process of mostly young and ordinary individuals, turning them

to lone wolves.

We address fundamental data science challenges that are common to a particu-

lar set of data-related grand social problems, such as (Islamic) religious extremism,

white supremacy, and trolling activities of oppressive regimes such as Russia and

China. Although we only present examples from the religious extremism domain,

the challenges and proposed solutions are very similar among this particular sub-

set of problems, for which we coin the term persuasive social data, as online social

(media) data is used to persuade individuals into a particular religious, racial or

political doctrine.

Persuasive social data involves unconstrained doctrinal concepts and relation-

ships with contextual meanings from religion, history and politics. For example,

the concept of “Jihad” can mean (i) self-spiritual struggle, (ii) defensive war to

protect lives and property from aggression, or (iii) act of (unprovoked) violence,

depending on its contextual use. Classification of the first and second uses of Jihad

as extreme or radical would be a grave mistake.

Actors in persuasive social data challenges frequently disguise themselves as

true representatives of a religion, doctrine or ideology (e.g., radicals posing as true

(mainstream) believers in Islam). This means persuasive (propagandist) data will

be very similar to data produced by common agents with no hidden persuasive
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agenda, except they will contain concepts and relations that are twisted in their

meaning, or presented out of context (e.g., Jihad) or sometimes outright misin-

formation. This leads to sparse true signals within the training data sets. For

example, it is very difficult to distinguish social media posts from Russian trolls

disguised as American citizens during 2016 US presidential election. Further, pro-

pagandist data commonly show non-stationary patterns that dynamically change

over time. For example, adherents of Islamic extremism have shifted their at-

tention from promoting the caliphate established by ISIS to encouraging violence

in the West recently. For this reason, the limited number of labeled instances

available for training can often fail to represent the true nature of concepts and

relationships in these persuasive social data sets.

A process of persuasion usually starts out benign and turns increasingly in-

tense and radical over time. We model this process as the interaction among

connected agents with a mix of perspectives and influence on each other, each one

of which exemplifies a degree of radicalization and depends crucially on the proper

identification of relevant message features. In our work, we measure the degree

of radicalization (varying from vague support for extremism to violent extrem-

ism) and also capture the process of radicalization to understand the recruitment

process better. This requires a more in-depth classification in which an agent’s

radicalization stage and timeline are also identified.

Based on these observations, we believe standard KB and DL only methods

break down on persuasive social data and lead to misleading conclusions. In par-

ticular, it is easy to deduce or learn spurious concepts and relationships that look
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deceptively good on a knowledge-base or training and test sets, yet do not provide

adequate results when the data set contains contextual and dynamically chang-

ing concepts and relations. In our approach, we incorporate domain knowledge

of radical ideology in deep learning models to relate features spanning religion,

ideology and violence, to address domain-specific lexical and semantic challenges,

such as sparsity, ambiguity and noise to classify discourse along a radicalization

scale informed by political science.

While carefully selected verses from the Qur’an or Hadith (prophetic narra-

tions) inspire individuals to be included in their echo chambers, deviant interpre-

tations and commentaries of such Islamic knowledge painted in a radical ideology

are used to recruit their followers (see Table 1). At the macro-level, three di-

mensions inform the conceptualization of Online Radicalization Index(ORI): (a)

religion, (b) ideology, and (c) degree of support for violence. Religiosity is the su-

perset of overall Muslims attitudes which range from “mainstream” through more

“extreme” interpretations of Islamic scriptures. Attitude toward political ideology

(i.e., Islamism) is an essential dimension of radicalization. Conceptualization and

measurement of variation in political, ideological attitudes toward Islamism are

drawn from Achilov and Sen [2017]’s novel (concept building) study of Political

Islamism. Finally, support for violence is the third critical dimension that marks

vital benchmarks on radicalization with the potential of carrying out violent ter-

rorist acts [Helfstein, 2012; Hafez and Mullins, 2015].

Further complicating identifying the relationship between lexical feature and

radicalization class is that the meaning of an individual term depends upon its
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Table 4.1: Example tweets from verified radical social media users. They are
annotated for religious (R), ideological (I) and violent (V) terminology. Jihad
appears in multiple perspectives.

Radical Content Examples R I V
“Here is the fragrance of Paradise,Here is the field of
Jihad. Here is the land of #Islam,Here is the land
of the Caliphate”

✓

“Reportedly, a number of apostates were killed in
the process. Just because they like it I guess..
#SpringJihad #CountrysideCleanup”

✓

“and Jihad means to sacrifice YOURSELF in war to
save your country (or religion)”

✓ ✓

“I asked about the paths to Paradise It was said that
there is no path shorter than Jihad”

✓ ✓

“God honored us w/ Jihad Khilafah in this era of
Fitnah’’

✓

“By the Lord of Muhammad (blessings and peace
be upon him) The nation of Jihad and martyrdom
can never be defeated”

✓

“Anyone who prefers to raise secularism over Islam is
a kafir, whether he’s from Saudi, Sudan, Somalia,
Mexico, Burma, Hawaii, or elsewhere.”

✓
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surrounding in the content. Consider the term “jihad”. For example (see examples

in Table 4.1), when it co-occurs with “kill” and “attack”, the term “jihad” connotes

violence. In the presence of “Allah” and “Islam”, the meaning of the term “jihad”

is its original, religious concept of self-struggle. “Jihad” can also co-occur with

“imam_anwar_al_awlaki” who is considered [Bowman-Grieve and Conway, 2012]

as a prominent ideologue of radical Islamist groups. Highly diagnostic terms such

as “martyrdom” can sparsely appear in a corpus, so that mere frequency does

not convey importance. Moreover, considering that keyword-based social media

data can bring noise, traditional learning mechanisms will likely overlook such

significant indicator terms in the content. Not surprisingly, efforts from social

media platforms to detect radicalism remain inadequate, limited in scope, opaque,

and mostly ineffective, [Hussain and Saltman, 2014].

4.1.1 The Radicalization Classification Problem

In this research, we lay the groundwork for a comprehensive classification of radi-

calization where we can characterize users, and model recruiter and follower per-

sonas in each stage of radicalization. It will also allow us to understand the

underlying dynamics of the radicalization process and progression of radicalized

users over time, from religious, ideological and violence perspectives. We adopt

a conceptual model of Online Radicalization Index (ORI), drawing on Achilov

and Sen [2017] and Klein et al. [2006] three-level concept building framework: (a)

concept, (b) concept intentions, (c) data indicator levels. Concept intentions are

informed by current radicalization research in social and behavioral sciences. At
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(a) (b)

Figure 4.1: (a) The radicalization process that Recruiters of radical groups pursu-
ing over their Followers over periods (e.g., T1, T2) of time through Radicalization
stages (R-0 to R-4) where R-0 being not radical and R-4 most radical based on
our Online Radicalization index (see Table 4.2). The same individuals participate
throughout the persuasion process, as the follower proceeds through stages of rad-
icalization. (b) Working Conceptual Model for Islamist Radicalization on Social
Media (adopted from Achilov and Sen [2017])

the macro-level, three dimensions inform the conceptualization of ORI: (i) reli-

gion, (ii) ideology, and (iii) degree of support for violence. Table 4.2 defines each

category/scale of ORI. These define the classes against which we will classify the

social media content of a potentially radicalized follower.

4.2 Related Work

This section focuses on the related computer science research. Neural networks

provide a standard approach to a set of machine learning problems. This power-

ful class of algorithms can classify feature patterns (e.g., relationships) within the

data and correct itself through backpropagation Halevy et al. [2009]. As stated

in Halevy et al. [2009], the deeper the network, denser the representation and
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Table 4.2: Five-Level Conceptualization of ORI

ORI Concept Intention (core
defining features)

Data Indicator

R-O:
None

Mainstream religious views and
orientations Explicit opposition
to religious extremist views,
politically-radical Islamist ideol-
ogy and the use of violence in the
name of Islam

Islam; Allah; jihad (as inter-
nal struggle); (inclusive role of)
Shariah; halal; democracy_islam;
salah; fatwa; hajj;

R-1:
Low

Attitudinal support for
politically-moderate Islamism
Vague or passive support for
exclusive rule for the Shari’a law,
known radical networks, known
radical clerics and/or ideologues

hadith; Caliphate (Khilafah) jus-
tified; Sharia_better (than sec-
ular law); hypocrisy_west; fit-
nah_government;

R-2:
Ele-
vated

Emergent or implicit support for
the exclusive rule for the Shari’a
law Symbolic support for reli-
gious radical networks, radical
clerics and/or ideologues, migra-
tion to Darul-Islam.

Shariah_best; qisas; revenge (justi-
fied); jihad (against West); justify
Said Qutb; Daesh (ISIS), sahwah;
fitnah_west;

R-3:
High

Explicit support for the Shari’a
law as the only legitimate form of
government, religious radical net-
works (e.g., ISIS, Al-Qaida, Al-
Shabab, etc.), clerics, migration
to Darul-Islam

Kafir; infidel; hijrah to Darul-Islam;
(supporting) fatwa_Al-Awlaki;
mushrikeen; imamah_daesh/obey;

R-4:
Severe

Operational support (call for ac-
tion) for installing the exclusive
rule of Sharia as the only legit-
imate form of government, la-
belling critics as “Kafirs” (infi-
dels); call for action to join the
fight and the use of violence.

apostate; sahwat; taghut; kill;
kafir; kuffar; takfiri; murtadd;
tawaghitt; al_baghdadi; mushri-
keen; jihad (against West); (support
for) fatwa_Al-Awlaki, fatwa_Al-
Zawahiri, fatwa_Al-Baghdadi,
osama_ibn, bin_Laden, Muqtada
fatwa_as-Sadr; mujahedeen; darul-
harb; (must) migrate_darul_Islam;
martyrdim_for_khilafah; pup-
pet_west;
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the better the learning. A large number of parameters and the layered nature of

neural networks make them modifiable based on specific problem characteristics.

However, they are dependent upon an adequately captured feature space and large

amounts of data. It makes them vulnerable to the sudden appearance of relevant

sparse and/or ambiguous features in noisy big social media data, for example, an

emerging concept. Novel techniques are required to compensate for this vulnera-

bility, to add knowledge in principled fashion, based on a measurable discrepancy

between the knowledge captured in the neural network and external resources. In

this section, we describe existing research related to this problem.

4.2.1 Radicalization on Social Media

Harnessing the social media data, in particular Twitter, for Islamist Extremism,

has become an important problem in parallel with the rise of threat posed by

terrorist organizations such as ISIS and Al-Qaeda. In solving this problem, detec-

tion of posts and user accounts that are disseminating these posts, and countering

this with extremist narrative have been the main problems that researchers have

tackled; however, a thorough and substantial approach to solving those problems

is lacking. One challenge that we have is the diverse nature of social media as

there are many platforms that offers different capabilities (i.e. micro-blogging,

macro-blogging etc.), which makes the form of data different as well. For example,

posts on Twitter had had a limitation of 140 character until November 2017, and

later it has been increased to 280. This limitation makes the language style be-

ing used on Twitter very informal with the use of abbreviations and slang terms;
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thus, results in noisy data. Researchers have studied and discussed the problem

of online religious extremism in various social media platforms. Although there

have been qualitative studies analyzing the content in this problem, there have

not been many studies [Mahmood, 2012] that computationally develop a quanti-

tative approach. The works with computational approach used machine learning

[Omer, 2015; Scanlon and Gerber, 2014, 2015] and social network analysis tech-

niques [Agarwal et al., 2015] to be able to detect communities of extremist users.

Agarwal et al. developed a crawler for mining hate and extremist content shared

on Youtube [Agarwal and Sureka, 2014], Tumblr [Agarwal and Sureka, 2016] and

Twitter [Agarwal and Sureka, 2015; Sureka and Agarwal, 2014] using their con-

tent as well as metadata, and utilized machine learning algorithms to classify

posts. They were able to obtain classification accuracy of 0.74 for Youtube, 0.8 for

Tumblr and 0.83 for Twitter in identifying hate promoting extremist content. For

Twitter, they have conducted only classification of tweets using two classification

algorithms, namely SVM (Support Vector Machine) and KNN (k-nearest neigh-

bor), and achieved 0.6 and 0.83 accuracy respectively [Agarwal and Sureka, 2015].

Wadhwa and Bhatia [2013] employed machine learning and social network analysis

in classification of tweets and monitoring the detected extremist networks. Anwar

and Abulaish [2015] ranked user accounts through a customized version of PageR-

ank algorithm [Brin and Page, 1998], within a forum which is used by Islamist

extremists to promote their ideology, influence and eventually recruit individuals.

Another study [Cano Basave et al., 2013] investigated the identification of violent

content in tweets using a weakly supervised learning model, and this model per-
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formed better on classifying violence tweets than the baseline models that were

used. Kaati et al. [2015] utilized AdaBoost algorithm to classify extremist content

on Twitter.

In a more recent study, Ferrara et al. [2016] developed a framework to predict

extremist users, adoption of extremist content and interaction reciprocity between

extremists and regular users. They employed Random Forest and Logistic Re-

gression algorithms in building predictive models. They extracted 52 features

that includes user and tweet metadata, network, statistical and temporal features.

They predict the extremist users in a binary classification, and adoption predic-

tion is performed based on the behavior of regular users in retweeting the tweets

posted by extremist users while prediction of interactions with extremists is based

on reply tweets. For three prediction tasks, Random Forest outperformed logistic

regression. For prediction of extremist users, it performed with 0.87 AUC, for pre-

diction of adoption 0.77 AUC and for prediction of interactions 0.69 AUC. This

study has been the most structured and effective study in this domain.

In order to quantify radicalization signals through drifts of users based on

their perspective towards favoring Pro vs. Anti-extremist stances, Rowe and Saif

[2016] performed a study over 154K users on Twitter. Out of this 154K, 727 users

showed Pro-ISIS ideation, especially around an event when ISIS was in news.

Such user-level study accounted for homophily among Pro-ISIS users. Saif et al.

[2017] proposed a graph-based semantic approach for detection of radicalization on

Twitter, which highlights the importance of knowledge bases (e.g. DBpedia) over

prior lexical, sentiment, topic or network-based approaches to classifying users as
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Pro/Anti-ISIS. They performed the study on 1132 (566 pro-ISIS / 566 anti-ISIS)

users totaling a sum of 1.9M (0.6M pro-ISIS / 1.3M anti-ISIS) tweets achieving an

F-measure of 0.923 showing significant improvement with semantics over network-

based, topic, sentiment, and lexical. However such approaches are vulnerable to

closing of Twitter accounts as seen in these studies. First study had 727 Pro-

ISIS users while the subsequent study was conducted on 566 users as 161 Twitter

accounts were shut down in a period of 1 year.

4.2.2 Neural Language Models (NLMs)

NLMs are a subcategory of neural networks capable of learning sequential depen-

dencies in a sentence, and preserve such information while learning a represen-

tation. In particularly, LSTMs (Long Short-Term Memory) networks Hochreiter

and Schmidhuber [1997] have emerged from the failure of RNNs (Recurrent Neu-

ral Networks) in remembering long-term information. Concerned with the loss

of contextual information while learning, Cho et al. [2014] proposed a context-

feed forward LSTM architecture in which context learned by the previous layer

is merged with forgetting and modulation gates of the next layer. However, if

the erroneous contextual information is learned in previous layers, it is difficult

to correct. Noisy data and sparsity of terms in the content magnify this problem,

resulting in a saddle point of sequential local minima in learning. The inclusion of

structured knowledge (e.g., Knowledge Graphs) can be the remedy to such prob-

lems in deep learning, as it has improved information retrieval from social media

data (e.g., semantic filtering [Sheth and Kapanipathi, 2016b; Phillips et al., 2017])
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improved information retrieval.

The ESP algorithm generates groups of features based on their statistical distri-

butions. Enforced Subpopulations [Schmidhuber et al., 2005] together with genetic

algorithms form a neuroevolution approach [Gomez and Miikkulainen, 1998], in-

volving the selection of neurons from different tasks to create a subpopulation and

performing mutation and crossover on each subpopulation in each generation of

learning. Thus, Enforced SubPopulations act as a population generator through

hybridizing neurons. Genetic Algorithms generate suitable parameters for smooth

and faster convergence. Such a neuroevolution approach has proven to perform

well in various applications: gene phenotyping [Schmidhuber et al., 2007], evolving

opponents in computer games [Schrum and Miikkulainen, 2008] and the domain

of reinforcement learning [Hoekstra, 2011]. Further, Schmidhuber et al. [2005]

showed improvement in sequential LSTMs using ESP for generating representa-

tions in context-free language learning and using SVM as a predictor of outcome.

Fan et al. [2003] proposes a Rule-based Enforced Subpopulations (ESP) scheme

for utilizing prior knowledge in an evolving NN to add diversification. The ESP

scheme has shown improvement in reinforcement learning, and thus together they

make NN generalizable [Stanley and Miikkulainen, 2002].

4.2.3 Neural Attention Models (NAM)

NAM Rush et al. [2015] highlights particular features that are important for pat-

tern recognition/classification based on a hierarchical architecture of the content.

The manipulation of attentional focus is effective in solving real-world problems
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involving massive amounts of data [Halevy et al., 2009; Sun et al., 2017]. On the

other hand, some applications demonstrate the limitation of attentional manip-

ulation in a set of problems such as sentiment (mis)classification [Maurya, 2018]

and suicide risk [Corbitt-Hall et al., 2016], where feature presence is inherently

ambiguous, just as in the radicalization problem. For example, in the suicide risk

prediction task, references to the suicide-related terminology appear in the social

media posts of both victims as well as supportive listeners, and the existing NAMs

fail to capture semantic relations between terms to help differentiate the suicidal

user from a supportive user. To overcome such limitations in a sentiment clas-

sification task, Vo et al. [2017], augments sentiment scores in the feature set for

enhancing the learned representation and modifies the loss function to respond

to values of the sentiment score during learning. However, Sheth et al. [2017];

Kho et al. [2019]; Perera et al. [2016] have pointed out the importance of using

domain-specific knowledge especially in cases where the problem is complex. In an

empirical study, Bian et al. showed the effectiveness of combining richer semantics

from domain knowledge with morphological and syntactic knowledge in the text,

by modeling knowledge assistance as an auxiliary task that regularizes learning of

the main objective in a deep neural network [Bian et al., 2014].

4.2.4 Knowledge-Guided Neural Networks

Yi et al. [2018] introduced a knowledge-based recurrent attention neural network

(KB-RANN) that modifies the attentional mechanism by incorporating domain

knowledge to make the model generalize better. However, their domain-knowledge
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is statistically derivable from the input data itself and is analogous to merely learn-

ing an interpolation function of the existing data. Dugas et al. [2009] proposed a

modification in the neural network by adopting Lipschitz functions for its activa-

tion function. Zhiting Hu et al. suggested a combination of deep neural networks

with logic rules by employing Hinton’s Knowledge Distillation procedure [Hinton

et al., 2015] for transferring the structured knowledge to the weights of the NN [Hu

et al., 2016]. These studies for incorporating knowledge in a deep learning pro-

cess have not involved declarative knowledge structures in the form of knowledge

graphs such as DBpedia. However, Casteleiro et al. [2018] recently showed how the

Cardiovascular Disease Ontology (CDO) provided context and reduced ambigu-

ity, improving performance on a synonym detection task. Researchers [Shen et al.,

2018] employed embeddings of entities in a knowledge graph, derived through Bi-

LSTMs, to enhance the efficacy of neural attention models. Sarker et al. [2017]

presents a conceptual framework for explaining artificial neural networks’ classi-

fication behavior using background knowledge on the semantic web. Makni and

Hendler explains a deep learning approach to learn RDFS rules from both syn-

thetic and real-world semantic web data. They also claim their approach improves

noise-tolerance capabilities of RDFS reasoning.

4.2.5 Contextual Modeling

Generating embeddings of the content provide a rich numerical vector representa-

tion that captures context. Recent embedding algorithms have emerged to create

such representations such as Word2Vec by Goldberg and Levy [2014], GLoVe by
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Pennington et al. [2014] and FastText by Athiwaratkun et al. [2018]. Besides these

state-of-the-art contextual modeling algorithms, for creating high-quality embed-

ding models of a specific domain, it is essential to capture the domain information

based on domain-specific corpora.

Modeling the problem of radicalization, which is a pragmatic, context-sensitive

phenomenon, vastly depends on carefully designed features to extract meaningful

information. We will utilize our existing expertise in designing features based on

characteristics of the problem and a ground truth dataset (see Section 4.3). More-

over, differentiating the users and their content requires different levels of granu-

larity in the organization of features. For instance, the information being shared

in tweets by a user in radicalization networks displays an intent that depends on

the user’s type (e.g., recruiter, follower), as recruiters intentionally disseminate in-

formation to impress followers and eventually recruit. Hence, as these user types

show different characteristics, for reliable analysis, it is critical to bring to bear

different perspectives, such as person, content, and network (P-C-N) [Purohit and

Sheth, 2013b; Kursuncu et al., 2018] at this higher level, in addition to the content

issues already noted at religion, ideology and violence at the lower level.

Our wide expertise on modeling certain problems on social media (User mod-

eling on Twitter [Kapanipathi et al., 2014b; Kursuncu et al., 2018], Modeling

Depression [Yazdavar and Hussein, 2017], Disaster preparedness [Al-Olimat et al.,

2017b], Intent Mining [Jadhav, 2016], blasphemy on Twitter [Wang et al., 2014a],

subjective information on social media [Chen, 2016]) will assure the use of different

perspective representations of the content.
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4.2.6 Knowledge-Guided Machine Learning

As knowledge involvement in learning processes is one of the critical aims of the

proposed research, we leverage our expertise in incorporating knowledge in machine

learning applications on social media data. Manually curated medical KGs (UMLS

[McInnes et al., 2009], ICD-10 [Brouch, 2000] and DataMed [Ohno-Machado et al.,

2017]) provide rich knowledge resource to assist classification of social media posts

in healthcare domain. We leveraged these KGs to classify Reddit posts into 21

Mental Disorders (defined in the DSM-5) to facilitate web-based intervention for

clinicians. Typical approaches to such classifications employ word embeddings,

such as Word2Vec, resulting in sub-optimal performance when used in domain-

specific tasks. We have infused knowledge into the embeddings of Reddit posts

using Zero Shot learning [Palatucci et al., 2009], and obtained a significant re-

duction in the false alarm rate, from 30% (without knowledge) to 2.5% (with

knowledge) [Gaur et al., 2018]. We also infused knowledge from medical KGs into

the content representations by modulating (e.g., re-weighting) their embeddings

similar to NAMs [Gaur et al., 2018].

4.3 Methodology

Our positive ground truth dataset includes 538 verified radical users and their

47,376 tweets (see Table 4.3) spanning seven years between Oct 2010 and Aug 2017.

To test the representations we will create in our experiments, we complement this

dataset with 539 non-radical users for our experiments for classification, leveraging
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Table 4.3: Statistics of our ground truth dataset

Tweet Metadata Value
Number of Tweets 47376
Number of Unique tweets 25302
Number of Users 538
Time frame Oct 2010 - Aug 2017
Most Prevalent Concepts
and Topics

”kill”, ”muslim”, “attack”, “aleppo”,
“allah”, “fight”, “force”, “islam”, “sup-
port”, “usa”, “the_islamic_state”,
“imam_anwar_al_awlaki”,
“join_islamic_state”

Features
Number of follower, Number of following,
Gender, Psycholinguistic information de-
rived from LIWC, AFINN, and LabMT (il-
lustrated in [Gaur et al., 2018]) (People)
Religion, Ideology, Violence, Knowledge
(Content)
Interactions: Retweets, Mentions (Network)

the religious dataset by Chen et al. [2014]. In our positive samples, the prevalent

concepts and topics in positive instances usually refer to persons (e.g., ideologue,

historic person), locations (region, city) and verbs (fight, join). These terms might

appear with different terms in their surrounding in different contexts. Moreover

these concepts may be housed in a knowledge graph with their related and similar

concepts.

Our approach in modeling users in radical networks on social media incorpo-

rates contextual perspectives and domain-specific knowledge. In this section we

explain our methodology in detail. The overall architecture in Figure 4.2, guides

the description of our methodology depicting critical steps in our approach.
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Figure 4.2: Overall Architecture.

As this dataset comprises only radical users, we create 538 Non-Radical users

from an annotated muslim religious dataset [Chen et al., 2014] that contains 6040

Muslim users, using Hierarchical Dirichlet Processing (HDP) clustering [Teh et al.,

2005]. HDP was employed with an intuition that topics across users are similar.

Hierarchical relationship between users can be deduced probabilistically using top-

ical similarity. We obtained 20 topics with 30 sub-topics, and randomly picked

538 from the 600 user clusters.

4.3.1 Perspective Modeling

Terms in the content for each perspective have different weights for importance;

however, some diagnostic terms are sparsely distributed or their meaning can

be ambiguous in the general domain context. We create three contextual per-

spectives: Religion, Ideology and Violence. Their representations are generated
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through word embedding models created based on perspective-specific corpora as

it will reflect the accurate semantic meaning of terms in the content. We use:

(i) authentic Islamic resources (e.g., Qur’an, Hadith and their commentary) for

the religion perspective, (ii) books and transcribed lectures of radical ideologues

that are available online for the ideology perspective, (iii) hate speech and violence

corpora for the violence perspective.

Considering the example of term “jihad”, it will have different representations

in each perspective-specific embedding model since it is being used with different

frequency (sparsely occurs in religious context compared to ideology and violence)

and surrounded by different terms, which differs its semantic meaning in the con-

texts of religion, ideology and violence. Traditional approaches for representing

the content will fail to capture the nuances in semantic meanings of such essen-

tial vocabulary, thus resulting an under-performing model. Generating the three

contextual perspective representations of a social media post will emphasize the

weights of such essential lexical cues.

Figure 4.3 details the perspective modeling workflow. These contextual per-

spective models will represent the content in their respective context. Thus, in

our example tweets, the terms “jihad” and “paradise” will be represented differ-

ently in these three representations based on their lexical and semantic relations

in the content. It will assign higher or lower weight to the term depending on its

similarity and relatedness with particular concepts such as “war”, “martyrdom”,

“Caliphate” and “struggle”.
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Figure 4.3: Perspective Modeling.

4.3.2 Ke: Knowledge Embedding Creation

We extract related knowledge (e.g., concepts, relations) as a sub-knowledge graph

(SubKG) from the KG for the content of each user. We generate representation of

knowledge in the SubKG as embedding vectors, and create an embedding of each

concept using the perspective models (R, I, V). We combine the embedding vectors

of concepts in the SubKG through average operation to obtain representation of

each perspective. We leverage the existing structural information of the graph.
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This procedure is formally defined:

Ke =
1
n

n

∑
i=0

CR
i ⊕

1
n

n

∑
i=0

CI
i ⊕

1
n

n

∑
i=0

CV
i (4.1)

where Ke is the representation of the relevant knowledge that is formed through

concatenation (⊕) of the three perspectives. Ci is representation of relevant con-

cepts generated through perspective models (e.g., religion, ideology and violence),

and n is the number of concepts in the SubKG.

4.3.3 LSTMs for Natural Language Models

Long Short Term Memory network (LSTM) is a special type of RNN. It is specif-

ically designed to learn long-term dependencies by Hochreiter and Schmidhuber

[1997]. It is widely used for natural language applications, and its another vari-

ant Bidirectional LSTMs (Bi-LSTMs) have also become popular for same goals 1.

We particularly explain LSTM because it provided the best performance in our

experiments.

As depicted in figure 4.4, it has Ct−1, xt and ht−1 as inputs, and outputs Ct and

ht . The cell state C, horizontal line running through the top of the diagram plays an

important role. Gates in LSTMs provides the ability to forget or keep information

in the cell state based on the statistical significance of the information piece. It

contains sigmoid layer, tanh layer and a pointwise multiplication operation. A

sigmoid layer ( ft) outputs numbers between zero and one, deciding how much of

each information piece should be forgotten. A tanh layer(it) forms a vector with
1https://nlp.stanford.edu/manning/talks/Simons-Institute-Manning-2017.pdf
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Figure 4.4: Inner Mechanism of an LSTM Cell.

another sigmoid gate (zt) to update the state.

4.3.4 Experimental Setting

In our learning scheme, we train our model the best possible representations of

users through their domain-specific characteristics. In our experimental setting,

we utilize uni-bi-tri-perspective representations of a user through concatenation.

to assess the effect of each perspective as well as their combination in the learning

process. Then, we incorporate knowledge using a domain-specific knowledge graph

(e.g., Qur’an ontology by Hakkoum and Raghay [2015]) in the learning process.

As the creation of knowledge embedding (Ke) is explained in Section 5.1.1, we con-

catenate Ke with the perspective representations to see the impact of the relevant

knowledge in our learning.

We employ deep neural networks in our experiments since we observed overfit-
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ting in traditional machine learning algorithms (SVM, Random Forest and Naive

Bayes) based on our perspective-based modeling scheme. For our experiments,

we generated representations of the three perspectives for our dataset of 1077

accounts (538 radicals and 539 non-radicals). The Violence perspective model

(V) comprises of a vocabulary of 13,255 words, Ideology (I) has a vocabulary

of 21,836 words, and Religion (R) has a vocabulary of 186,075 words. Using

these perspective-based embedding models, we generate three representations of

the user to evaluate the following models: Feed Forward Neural Network (FFNN),

Long Short-Term Memory (LSTM), and Bi-Directional Long Short-Term Mem-

ory (Bi-LSTM). Selection of these models is influenced by their success in natural

language modeling tasks [Zhou et al., 2015; Wen et al., 2018; Chen et al., 2018;

Schmidhuber, 2015].

4.4 Results

We have chosen the state-of-the-art baseline model defined in Fernandez et al.

[2018] for comparing our approach. Fernandez et al. [2018] utilized a frequency-

based weighing scheme with Naive Bayes model for dichotomous classification.

Further, we detail our iterative evaluation pipeline involves combinatorial con-

catenation of different perspectives influencing the persuasive discourse on radi-

calization.

From the table 4.4, the baseline model holds a significant F-score of 0.84 using

a feature size of 23K dimensions through bag of n-grams (unigrams, bi-grams, tri-

120



grams, and four-grams) because of the independence assumption of Naive Bayes.

In Table 4.4, for violence perspective (V), we noted an improvement of 11% and

3% in precision over the baseline by Bi-LSTM and LSTM respectively, while FFNN

did not improve over the baseline. Moreover, deep neural networks under-perform

compared to the baseline concerning Recall.

Table 4.4: Evaluation of the Learning Process for User Representations. R: Re-
ligious Representation, V:Violence Representation, I:Ideology Representation, Ke:
Knowledge Representation (Embedding). ⊕ indicates concatenation.

Representation Set Algorithm Precision Recall F-score
Baseline Naive Bayes 0.88 0.82 0.84

I FFNN 1 0.51 0.67
V FFNN 0.88 0.72 0.75
R FFNN 0.8 0.82 0.81
I LSTM 0.7 0.66 0.68
V LSTM 0.914 0.68 0.78
R LSTM 0.95 0.93 0.94
I Bi-LSTM 0.75 0.66 0.7
V Bi-LSTM 0.99 0.78 0.87
R Bi-LSTM 0.95 0.94 0.94

V ⊕ I FFNN 1 0.53 0.7
R ⊕ I FFNN 1 0.51 0.67
R ⊕ V FFNN 0.86 0.67 0.75
V ⊕ I LSTM 0.87 0.7 0.78
R ⊕ I LSTM 0.83 0.75 0.79
R ⊕ V LSTM 0.875 0.75 0.81
V ⊕ I Bi-LSTM 0.87 0.82 0.84
R ⊕ I Bi-LSTM 0.91 0.85 0.88
R ⊕ V Bi-LSTM 0.9 0.88 0.89

R ⊕ I ⊕ V FFNN 0.88 0.79 0.8
R ⊕ I ⊕ V LSTM 0.94 0.9 0.92
R ⊕ I ⊕ V Bi-LSTM 0.96 0.94 0.95

R ⊕ I ⊕ V ⊕ Ke Bi-LSTM 0.96 0.96 0.96

For Ideology perspective (I), only FFNN outperforms the baseline regarding
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precision while LSTM and Bi-LSTM improve 7% each upon the baseline in terms of

precision for Religious perspective (R). Further, 12% and 13% improvement in the

recall were shown by these models in comparison to the baseline. However, FFNN

finished close to the baseline. Although we see a significant improvement on the

F-score 0.94 for R with LSTM and Bi-LSTM, we investigate further improvement

employing multiple perspectives and knowledge.

Employing perspectives V and I, for FFNN, we don’t see significant thrust in

recall with high precision. On the other hand, for I and R, we observed Bi-LSTM

outperforming the baseline with an increase of 3% and 3.5% in precision and recall

respectively. Bi-LSTM showed similar behavior for V and R with a rise of 2% and

7% in precision and recall respectively compared to baseline. This Bi-perspective

integration experiment showed the essence of perspective-based analysis for iden-

tifying radicalism in social media. Further, such an integration semantically com-

bines the representation of the words rather than considering them as individual

pieces of information as in [Fernandez et al., 2018].

We further extend our study with Tri-perspective integration involving V, I,

and R. We observed a compensating improvement of 6% and 9% for LSTM, and

8% and 13% for Bi-LSTM in precision and recall outperforming the baseline. Our

perspective-focused integration procedure minimizes f p and f n improving the clas-

sification results.

As Bi-LSTM with the tri-perspective representation performed best, we incor-

porate knowledge representation in the form of embedding vectors, derived from

Qur’an ontology and our contextual perspective models. Complementing the tra-
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ditional bottom approaches that rely on sole corpora, with a top-down approach

such as declarative domain-specific knowledge, even raises our bar for the perfor-

mance of the model by 8% and 15% for precision and recall.

4.5 Conclusion

The goal of this study was to create representations of users through strategically

identified domain-specific perspectives and relevant knowledge representation for

more robust classification. Such rich representations of users will enable to classify

users further into multiple classes of radicalization, based on a scale determined by

domain experts. Furthermore, it can allow researchers to understand the radical-

ization process over time through radicalization stages concerning religion, ideology

and violence.

In this research, we provide an approach to generate representations of users in

radical and non-radical networks on social media, that will improve classification

upon the state-of-the-art. We identified three contextual perspectives of the prob-

lem of radicalization on social media and learned three domain-specific embedding

model for content of users. We also incorporated knowledge embeddings created

through a domain-specific knowledge graph and the three perspective models that

we created. Overall, our comprehensive approach achieved 8%, 14% and 12% im-

provement in precision, recall and F-score respectively over the baseline, when we

used R,I,V representations with the knowledge representation.
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Chapter 5

Conclusion

Social media has become a major communication pathway in recent years providing

instant access to masses. Conventional learning mechanisms detect target content

from such social media data, permitting for example the analysis of public opinion.

However, a certain class of detection problems–persuasive social data–challenges

the state of the art. We have conducted two case studies in the marijuana and

radicalization related communications to test effectiveness of our approach that

involves domain specific information. We leverage the rich nature of social me-

dia data to extract and design feature and incorporate domain knowledge in the

learning scheme.

Moreover, the research presented in this document can be extended that will

further enhance modeling techniques and strategies using generative and declara-

tive modeling techniques in one scheme. In the following section, we will discuss

remaining challenges exemplifying from the use case of radicalization and future
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directions that we foresee.

5.1 Future Directions

The use of social media to spread Islamist extremism and radicalization is one ex-

ample of persuasive social data, extended over time and at least initially, cloaked

by ambiguous intentionality. For instance, the concept “jihad” commonly appears

in mainstream Islam, as well as radical discourse, albeit with a different context-

dependent meaning. Contemporary bottom-up analysis is ineffective in the face of

such ambiguity and target sparsity, further challenged by a process of persuasion

that starts out benign and over time turns increasingly radical. We model this

process as the interaction among connected agents with a mix of perspectives, each

one of which exemplifies a degree of radicalization and depends crucially on the

proper identification of relevant message features. We infuse domain knowledge

of Islamist radical ideology in deep learning models to relate linguistic features

spanning religion, ideology, and violence to classify discourse along an established

5-level radicalization scale. Combined with a network of agent models, a care-

fully constructed sequence of discourse content persuades the primed recipient to

descend into radicalism. Using Islamist extremism and radicalization as the focal

use case, our knowledge-driven and context-aware learning approach generalizes to

persuasive social data problems in other domains such as politics and economics.

Religious radicalization represents a class of rarely studied problems that do not

yield to contemporary bottom-up machine learning methods. The initial discourse
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Figure 5.1: Overall Architecture

corpus is large, but the signals are sparse, creating an extreme class imbalance. The

signals are ambiguous, properly members of at least two subsuming domains (i.e.,

radical vs. main-stream) that provide message context, threatening precision. The

process of persuasion between a recruiter and a target also offers unique content

characteristics.

Our methods will disambiguate important concepts defined in the Radicaliza-

tion KG (R-KG) with their different semantic meanings through its structural re-

lations. Knowledge incorporation will redefine the emphasis of sparse but essential

and irrelevant but frequently occurring terms and concepts, boosting recall with-

out reducing precision. Our novel, transformative learning approach will marry

top-down and bottom-up approaches in one framework, providing explanatory in-

sight into the model, robustness to noise and reducing dependency on frequency

in the learning process.

Our innovations seek to operationalize more abstract models of behavior from
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religion, political and psychology to render them computationally accessible. A

knowledge-based approach structures search within the feature space for deep

learning. If successful, this will transform how we study social media discourse

with respect to content, person and networks. We advance content analysis on

social media by using levels as classes to reflect the persuasion process. Perspec-

tive modeling coupled with knowledge infusion in a neural networks allows us to

address a challenging class of problems with inherent sparsity and ambiguity in

which the relations are implicit in the data.

5.1.1 Knowledge-Infused Learning Module

Each layer in a neural network architecture produces a latent representation of

the input vector. As neural network consists of an input layer, hidden layers and

output layer, external information has been incorporated before the input layer and

after the output layer. Infusion after the input, within the hidden layer or before

the output layer have not been investigated. we infuse knowledge within the neural

network while the latent representation is transmitted between layers including

hidden layers. The infusion of knowledge during the representation learning phase

raises the following central research questions, (i) Knowledge-Aware Loss Function

(K-LF): How do we decide whether to infuse knowledge or not at a particular stage

in learning between layers, and how to measure the incorporation of knowledge?

(ii) Knowledge Modulation Function (K-MF): How to merge latent representations

with knowledge representations, and How to propagate the knowledge through the

learned representation?
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Configurations of neural networks can be designed in various ways depending

on the problem. As our aim is to infuse knowledge within the neural network,

such operation can take place (i) before the output layer (e.g., SoftMax), (ii)

between hidden layers (e.g., reinforcing the gates of an NLM layer, modulating

the hidden states of NLM layers, Knowledge-driven NLM dropout and recurrent

dropout between layers). To illustrate (i), we describe our initial approach to

neural language models that fuses knowledge before the output layer.

In the subsequent subsections, we explain: (a) Creation of Knowledge rep-

resentations (e.g., Knowledge embeddings, Ke), (b) Knowledge Infusion Layer is

responsible for the two proposed functions. In these subsections, we provide an

initial approach that, we believe, will shed the light towards a reliable and robust

solutions with more research and rigorous experimentations.

Ke: Knowledge Embedding Creation

We generate representation of knowledge in the Seeded SubKG as embedding vec-

tors. We create an embedding of each concept and their relations in the Seeded

SubKG using the perspective models (R, I, V), and merge these embeddings

through the proximity of their concepts and relations in the graph. Unlike tradi-

tional approaches that compute the representation of each concept in the KGs by

simply taking average of embedding vectors of concepts, we leverage the existing

structural information of the graph. This procedure is formally defined:

Ke = ∑
i j
[Ci,C j]

⊗
Di j (5.1)
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where Ke is the representation of the concepts enriched by the relationships in the

Seeded-KG, (Ci, C j) is the relevant pair of concepts in the Seeded-KG, Dij is the

distance measure (e.g., Least Common Subsumer [Baader et al., 2007]) between

the two concepts Ci and C j. We will further examine novel methods building upon

our initial approach above as well as existing tools that include TRANS-E [Bordes

et al., 2013], TRANS-H [Wang et al., 2014b], and HOLE [Nickel et al., 2016] for

the creation of embeddings from KGs.

Knowledge Infusion Layer

In a many-to-one NLM [Shivakumar et al., 2018] network with T hidden layers,

the Tth layer contains the learned representation before the output layer. The

output layer (e.g., SoftMax) of the NLM model will estimate the error to be

back-propagated. As discussed above, knowledge infusion can take place between

hidden layers or just before the output layer. We will explore techniques for both

scenarios. In this subsection, we explain the Knowledge Infusion Layer (K-IL)

which takes place just before the output layer.

Algorithm 1 takes the PSP, the type of neural language model, number of

epochs, iterations and the seeded knowledge graph embedding Ke as input, and

returns a knowledge fused representation of the hidden state MT. In line 4, the

fusion of the knowledge happens after each epoch without obstructing the learning

of the vanilla NLM model and is explained by line 5-10. Within the knowledge

fusion process (line 7-9), we optimize the loss function in equation (1) with con-

vergence condition defined as the reduction in the difference between the DKL of
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hT and hT−1 in the presence of Ke. Considering the vanilla structure of a NLM

[Greff et al., 2017], MT is utilized by the fully connected layer for classification.

Algorithm 1 Routine for Infusion of Knowledge in NLMs
1: procedure KnowledgeInfusion

2: Data : PSP,NLMtype,#E pochs,#Iterations,Ke

3: Out put :
−→
MT

4: for ne=1 to #Epochs do

5:
−→
hT , −−→hT−1 ← TrainingNLM(PSP, NLMType,#Iterations)

6: while (DKL(
−−→
hT−1||

−→
Ke)−DKL(

−→
hT ||
−→
Ke)> ε) do

7: hT ← σ(Whk ∗ (
−→
hT ⊕

−→
Ke)+bhk)

8: W hk ← W hk - ηk∇(K−LF)

9:
−→
MT ←

−→
hT ⊙ W hk

10: return: −→MT

To illustrate our

initial approach in

Figure 5.2b, we

use LSTMs as NLMs

in our neural net-

work. K-IL func-

tions an additional

layer before the

output layer of our

proposed neural net-

work architecture.

This layer takes

the latent vector

(hT−1) of the penultimate layer, the latent vector of the last hidden layer (hT)

and the knowledge embedding (Ke), as input.

In this layer, we define two particular functions that will be critical for merging

the latent vectors from the hidden layers and the knowledge embedding vector

from the R-KG. Note that dimensions of these vectors are same because they are

created from same embedding models (e.g., R, I, V perspective word embedding

models)(see Sections 4.3.1 and Section 5.1.1), which makes the merge operation of

those vectors possible and valid.
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(a) (b)

Figure 5.2: (a) Perspective Modeling Diagram (b) Inner Mechanism of the Knowl-
edge Infusion Layer

K-LF: Knowledge-Aware Loss Function: In DL hidden layers of neural net-

works may de-emphasize important patterns due to the sparsity of certain features

during the learning process, which causes information loss. In some cases, such

patterns may not even appear in the data. However, such relations or patterns

may be defined in KGs with the relevant knowledge. We call this information

gap between the learned representation of the data and knowledge representation

as differential knowledge. Information loss in a learning process is relative to the

distribution that suffered the loss. Hence, we plan to develop a measure to be used

to determine the differential knowledge and guide the degree of knowledge infusion

in learning. As our initial approach to this measure, we developed a two-state reg-

ularized loss function by utilizing Kullback Leibler (KL) divergence. Our choice

of KL divergence measure is largely influenced by the Markov assumptions made

in language modeling and have been highlighted in [Longworth, 2010]. The K-LF

measure estimates the divergence between the hidden representations (hT−1,hT)
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and knowledge representation (Ke), to determine the differential knowledge to be

infused.

Formally we define it as: argmin( ⃗hT−1, h⃗T , K⃗e)≡K−LF , where hT−1 is an input

for convergence constraint.

K−LF = min DKL(h⃗T ||K⃗e); s.t. DKL(h⃗T ||K⃗e)< DKL( ⃗hT−1||K⃗e) (5.2)

We minimize the relative entropy for information loss to maximize the in-

formation gain from the knowledge representation (e.g., Ke). We will compute

differential knowledge (∇K−LF) through such optimization approach; thus, the

computed differential knowledge will also determine the degree of knowledge to be

infused in the K-IL. ∇K−LF will be computed in the form of embedding vectors,

and the dimensions from Ke will be preserved.

K-MF: Knowledge Modulation Function: We need to merge the differential

knowledge representation with the learned representation. However, such opera-

tion cannot be done arbitrarily., We explain an initial approach for the K-MF to

modulate the learned weight matrix of the neural network with the hidden vector

through an appropriate operation (e.g., Hadamard pointwise multiplication). This

operation at the Tth layer can be formulated as:

Equation for W hk =W hk−ηk ∗∇K−LF, where W hk is the learned weight matrix

infusing knowledge, ηk is learning momentum Sutskever et al. [2013], ∇K−LF is

differential knowledge. The weight matrix (W hk) is computed through the learn-

ing epochs utilizing the differential knowledge embedding (∇K−LF). Then we
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merge W hk with the hidden vector hT through the K-MF. Considering that we use

Hadamard pointwise multiplication as our initial approach, we formally define the

output MT of K-MF as: This operation at the Tth layer can be formulated as:

M⃗T = h⃗T ⊙W hk (5.3)

where MT is Knowledge-Modulated representation, hT is the hidden vector and

W hk is the learned weight matrix infusing knowledge. Further investigations of

techniques for K-MF, will be one of the main research topics in the agenda of this

proposed research.

5.1.2 Differential Knowledge Engine

In deep neural networks, each epoch generates an error that is back-propagated

until the model reaches a saddle point in the local minima, and the error is reduced

in each epoch. The error indicates the difference between probabilities of actual

and predicted labels, and such difference can be used to enrich the Seeded SubKG

in our proposed knowledge-infused deep learning framework.

In this section, we discuss the sub-knowledge graph operations that are based

on the difference between the learned representation of our knowledge-infused

model (MT), and the representation of the relevant sub-knowledge graph from the

R-KG, which we call as differential sub-knowledge graph. We define Knowledge

Proximation function to generate the Differential Sub-knowledge Graph, and Up-

date Seeded SubKG to insert the differential sub-knowledge graph into the Seeded
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SubKG.

Knowledge Proximity

Upon the arrival of the learned representation from the knowledge-infused learning

model, we query the R-KG for retrieving related information to the respective

data point. In this particular step, it is important to find the optimal proximity

between the concept and its related concepts. For example, from the “martyrdom”

concept, we may traverse the surrounding concepts with different number of hops

(empirically decided). We plan to investigate finding the optimal number of hops

towards each direction from the concept in question. As we find optimal proximity

of a particular concept in the KG, we propagate R-KG based on the proximation

starting from the concept in question.

Differential SubKG

Once we obtain the SubKG from the graph propagation, we create differential

SubKG that will reflect the difference in knowledge from the Seeded SubKG. For

this procedure, we plan to carry out research formulating the problem using vari-

ational autoencoders to extract such SubKG as we call differential subKG(Dkg)

and, we believe it will provide missing information in the Seeded-KG.

Update function

The differential subKG generated as a result of minimizing knowledge proxima-

tion is considered as input factual graph to the update procedure. As a result, the
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procedure dynamically evolves the Seeded subKG with missing information from

differential subKG. We plan to utilize Lyapunov stability theorem [Liu et al., 2014]

and Zero Shot learning to update the Seeded-KG using Dkg. Dkg and Seeded-KG

represent two knowledge structures requiring a process of transfer the knowledge

from one structure to another [Hamaguchi et al., 2017]. We define it as the process

of generating semantic mapping weights that encodes and decodes the two seman-

tic spaces. We plan to utilize the Lyapunov stability constraint and Sylvester

optimization approach: Given two semantic spaces belonging to a domain D (in

this case radicalization), we tend to attain an equilibrium position defined as:

||Skg−W ∗Dkg||F = α ∗ ||W ∗Skg−Dkg||F (5.4)

|| . ||F represents Frobenius norm and α is a proportionality constant belong to R.

Equation 5.4 reflects lyapunov stability theorem and to achieve such a stable state

we define our optimization function as follows:

L = min(||Skg−WDkg||F −α ∗ ||WSkg−Dkg||F),α > 0,W ∈ RXR (5.5)

Equation 5.5 is solvable using Sylvester optimization and its derivation is defined

in a recent study [Gaur et al., 2018].

5.1.3 R-KG: Radicalization Knowledge Graph

The Radicalization Knowledge Graph plays a key role in our framework as it will be

extensively used by several functions. Radical text includes content that appears
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as leaves in two pathways of a subsuming graph: the extremist parents and the

legitimate Islamic religious practice. We will develop the R-KG by capturing and

manually curating the frequently used terms and concepts in radical content, such

as (but not limited to) jihad, kafir/kufar [infidel], Al-Baghdadi, caliphate, mur-

tad, haram, Sharia and their relationships. Manual curation will be conducted

through our expert-sourcing platform by our domain experts (see support letters).

The R-KG will differentiate semantic and contextual nuances of concepts in po-

tential radical content. Domain experts in our team will maintain and monitor the

evolution of the R-KG as new concepts are added with their relations. R-KG will

also be linked to domain-specific and general knowledge graphs such as DBPedia

and the Islamic knowledge sources including the Qur’an and the books of Hadith

(Prophetic Narrations) [Harrag et al., 2011]. An Islamic KB that links these Is-

lamic resources in electronic format at the macro and micro levels will be utilized

[Basharat et al., 2016]. Linking the R-KG with these knowledge graphs will pro-

vide access to more related knowledge. We will leverage our expert-sourcing tool

for knowledge that is extracted from the classified social media data. The ex-

tracted information as candidate concepts and relations in the Radicalization KG

(R-KG), will be evaluated for its relevance to Islamist radicalization by three do-

main experts. Then the information will be passed on to the R-KG to be attached

if approved by majority of the experts; if not it will be discarded.
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5.1.4 Evaluation Plan

We have identified three key issues that challenge conventional machine learning

algorithms. Hence our evaluation focuses on how well our approach handles these

three issues. In addition, we evaluate our contributing models.

Sparsity Evaluation

Defined as the model’s ability to function precisely in the presence or absence of

sparsity in the content. This is an essential problem concerning our proposal as

domains like Radicalization do not generate a large amount of positive instances.

For evaluating the model’s sensitivity to sparsity, we plan to utilize the following

two metrics described in prior research: (1) AUC [Krishnan et al., 2017], (2) Gini

Ratio [Guest and Love, 2017], (3) Kolgomorov-Smirnov (K-S Test) (or Chi-square)

test [Gómez et al., 2008], (4) Information Divergence measures [Karacan et al.,

2015]. The K-S Test is proposed with an assumption that ground truth annotated

data represent one distribution and other is generated by our approach.

Ambiguity Evaluation

Defined as the model’s ability to distinctively characterize a user on the radical-

ization scale. As there are multiple outcomes (or called as actions) based on the

scale, we employ counterfactual assessment measures for evaluating the model.

Based on the prior literature, initially we plan on utilizing; (1) Inverse Probability

(or Propensity) Weighting [Braun et al., 2016], (2) Cumulative Reward or Regret

[Guo, 2017], (3) Hamming Loss [Saxena, 2018] or Jaccard Score [Issa et al., 2018],
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and (4) Mean Absolute Error (MAE). Although MAE is generic, we believe it to

be convincing in evaluating the model’s tendency to discriminate between different

outcome labels and appropriately classify the user.

Noise Sensitivity Evaluation

Defined as the consistency in the outcome of the model with or without the pres-

ence of noise in the data. F-measure is a good metric to start, with but it does not

account for noise sensitivity. One can abstractly explain with reference to Preci-

sion and Recall. However, we plan to utilize R-squared and adjusted R-squared

metric using the continuously valued metrics that our model returns. Using this

metric, we evaluate two models: (1) In the presence of noisy data, and (2) In the

absence of noisy data. In the event of non-normal distributed values, may employ

a Rank correlation coefficient.

Evaluation of Perspective Models

Considering an analogy of subpopulations from GA-EsP to diverse crowds, we

propose to evaluate the subpopulations using Monte-Carlo methods illustrated in

[Bhatt et al., 2017b]. In such an evaluation we consider a null-scenario baseline of

uniform populations (e.g. R-R-R, V-V-V, I-I-I) for comparison. Further, we plan

to create a gold standard of perspectives in radicalization domain for supervised

evaluation using an F1-measure.
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Evaluation of Subgraph

In our planned study, we define an architecture of dynamically evolve the seeded

knowledge graph (SeededKe, a subgraph). But, this assumes a quality subgraph

that is evolved by supervising the learning from NLMs. Recent work highlights

the use of error detection, completeness and Information-theoretic (Normalized

Mutual Information [Wang et al., 2018a], Jaccard Similarity, Jenson-Shannon Di-

vergence) approaches for KG quality evaluation [Paulheim, 2017]. We plan to align

our preliminary groundwork along two evaluation measures: Count of Temporal

Conflicts: Measured as a factor of increase in misclassification after missing knowl-

edge is added to SeedKe from reference knowledge graph. Minimum Information

Discrepancy: We measure the noticeable information discrepancy by employing

Shannon entropy and similarity measures elucidated in [Chowdhury et al., 2017].
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