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Abstract

The hydrophobic-polar (HP) model is a simplified lattice model for simulating protein

folding. With a minor modification, it can be used to study general categories of surface

adsorption of protein from a coarse-grained perspective. In this work, the thermodynamic

behavior and structural properties are studied by means of Wang-Landau sampling com-

plemented by multicanonical sampling. A number of benchmark HP sequences have been

considered with different types of surfaces, each of which attracts either: all monomers, only

hydrophobic (H) monomers, or only polar (P) monomers, respectively. For some structural

“transition” processes, the specific heat only shows obscure or missing signals, and thus a

comprehensive analysis is vital in distinguishing structural “transitions” between “phases”

for polymeric systems. From the analysis of the combined patterns of various structural ob-

servables, e.g., the derivatives of the numbers of surface contacts, together with the specific

heat, fundamental, general categories of folding and transition hierarchies have been identi-

fied. A connection between the transition categories and the relative surface strengths, i.e.,

the ratio of the surface attractive strength to the intra-chain attraction among H monomers,

has also been inferred. As the classification of transition categories is founded on multiple



benchmark sequences, it is believed that the folding hierarchies and identification scheme are

generic for different HP chains interacting with attractive surfaces, regardless of the chain

length, sequence, or type of surface attraction.
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hydrophobic-polar model, HP model, heteropolymers, structural phase
transitions



Unraveling universal thermodynamic and structural behavior of HP

model protein adsorption: A Wang-Landau study

by

Ying Wai Li

B.Sc., Chinese University of Hong Kong, Hong Kong S.A.R., 2005

M.Phil., Chinese University of Hong Kong, Hong Kong S.A.R., 2007

A Dissertation Submitted to the Graduate Faculty

of The University of Georgia in Partial Fulfillment

of the

Requirements for the Degree

Doctor of Philosophy

Athens, Georgia

2012



c©2012

Ying Wai Li

All Rights Reserved



Unraveling universal thermodynamic and structural behavior of HP

model protein adsorption: A Wang-Landau study

by

Ying Wai Li

Approved:

Major Professor: David P. Landau

Committee: Steven P. Lewis
Michael Bachmann
Shan-Ho Tsai

Electronic Version Approved:

Maureen Grasso
Dean of the Graduate School
The University of Georgia
August 2012



Center for Simulational Physics

University of Georgia

Unraveling universal thermodynamic and

structural behavior of HP model protein

adsorption: A Wang-Landau study

Author:

Ying Wai Li

Supervisor:

Prof. David P. Landau

August, 2012



Acknowledgments

First and foremost, I would like to express my sincere gratitude to my advisor, Prof. David

P. Landau. His insightful guidance, constant support and patience have been a tremendous

encouragement to me during my PhD studies. I am particularly thankful for his effort in

exploring and refining my various abilities, which tremendously enhanced my capabilities

and confidence in conducting research. His passion for physics has a great influence on me

in pursuing a scientific career.

I am very grateful for other members in my advisory committee: Prof. Steven P. Lewis,

who was the teacher of a number of graduate classes, for laying a solid foundation for my

theoretical physics background; Prof. Michael Bachmann, for contributing many construc-

tive discussions and suggestions to my research projects; and Dr. Shan-Ho Tsai, for offering

assistance on the usage of research computer clusters. Besides, I am thankful to them for

reading my dissertation with great care and their helpful comments.

I am also indebted to a number of collaborators. Dr. Thomas Wüst and Dr. Thomas
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Chapter 1

Introduction

Protein folding and protein adsorption have been important research topics for decades. They

gained so much attention both because of the many basic scientific questions they pose that

remain unsolved, and also because of their numerous applications [1–4]. In the natural world,

numerous biological functions at the cellular level are carried out by proteins. One common

example is enzymes, which are a class of proteins that catalyze chemical reactions. Since

the function of a protein relies on its structure, a misfolded protein is likely to malfunction

or even be toxic. Some illnesses, such as Alzheimer’s disease and Mad Cow disease, are

known to be caused by aggregated or misfolded proteins. Protein adsorption, in addition,

also takes an important role in the biological world. Blood coagulation, for instance, is one

of the vital processes in mammals that involves adsorption of blood proteins. Therefore,

understanding protein folding and adsorption is the key to revealing the principles of many

biological processes and causes of diseases.

Another example of protein adsorption in the medical or biological sciences is the study

of protein functions in experiments, which often involves the immobilization of proteins on

a solid substrate [5,6]. Protein drug delivery is a potential pharmaceutical application of a

protein-substrate complex [7]. In this process, the protein drug is first made adsorbed on a
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capsule and then delivered to a desired part of the body for action. After that the protein is

released to the target site by desorbing from the carrier and performs the expected medical

functions. Thus, understanding how the functions and conformations of a protein are affected

by adsorption and desorption is a crucial part of protein drug delivery [8,9].

Other areas where protein adsorption is widely applied include nanotechnology and the

fabrication of biomaterials. For instance, the study of adhesion of proteins on solid substrates

such as metals, semiconductors, carbon or silica etc., has enabled the synthesis of new

materials for biosensors or electronic devices [10–15]. It is also a crucial factor in integrating

implanted materials with body tissues [1,16].

Therefore, the study of protein folding and adsorption is a contribution both to the un-

derstanding of basic science and to the technological advancement of practical applications.

However, our knowledge about protein functions, structure prediction, folding kinetics, dy-

namics and thermodynamics, folding mechanisms, structural “phases” and transformations,

etc., is still at the tip of the iceberg. The exploration of these areas is pioneered by ex-

perimental studies nowadays, but the fact that only the “final product” can be obtained

and studied in an experiment makes for slow progress in understanding the dynamics and

folding processes. From another point of view, the diversity of possible protein sequences

and sophisticated interactions among amino acids also complicates the theoretical studies

of protein folding - not to mention when the protein interacts with solvent molecules or a

substrate where an extra level of complexity enters. It just becomes impossible to obtain an

analytical form for the physical quantities for macromolecules like proteins when hundreds

of thousands of atoms are involved. Furthermore, since the behavior of proteins can be very

different from one another due to the various combinations and sequences of amino acids,

even for the same chain length, one cannot apply finite-size scaling [17] to obtain a systematic

study of the effect of protein size, unlike some simple models in statistical mechanics.

With the advances in computer capacities, numerical simulations start to be a promising
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way to complement on the general problems and to bridge the gap between theoretical and

experimental studies. Nevertheless, proteins are sufficiently complicated that attempts to

study them numerically rely upon simplifying the problem to one of manageable propor-

tions, yet retaining the fundamental features of the protein. A sensible choice of simulation

strategies is also essential to attack a particular problem depending on its nature.

In this work, our intent is to recognize generic thermodynamic and structural behavior in

protein adsorption using a minimalistic lattice protein model known as the HP model [18,19].

Furthermore, we would like to see if this behavior is related to some system variables. This

question is of fundamental importance because a success in doing so implies that different

HP sequences share certain general qualities in structural transformations when brought

near to an absorbing substrate. That also means the feasibility of transition behavior pre-

diction given the system settings. Monte Carlo methods, which are capable of exploring a

large conformational phase space and giving access to the thermodynamics of a system in

equilibrium, are then well suited for this purpose. The combination with simple, coarse-

grained protein models is indispensable to enhance computational efficiency and to reduce

unnecessary distractions from the atomic details to the recognition of universal behavior.

The arrangement of this dissertation is as follows: Chapter 2 introduces some basics of

proteins, methods to study them and questions to be understood. Chapter 3 describes the

HP model that we have adopted in our simulations, and the measures that quantify the

structural properties in our model. Chapter 4 outlines the Monte Carlo techniques and trial

moves employed in our studies. We will start showing our simulation results in Chapter 5

by illustrating how to identify structural changes by a combination of thermodynamic and

structural quantities. Chapter 6 is an extension of our identification scheme to some longer

HP benchmark sequences, which has allowed for a comprehensive analysis of generic transi-

tion behavior. Four transition categories were identified and a correspondence between these

categories and some system parameters will also be presented. We will conclude our findings
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and offer an outlook for the subject in Chapter 7. Since the quality and the suitability of a

pseudo-random number generator is crucial to correctness of the simulation results, we have

carried out some simple tests to confirm the validity of the pseudo-random number generator

we adopted for use with our algorithm. The results are shown in Appendix A.
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Chapter 2

Background

2.1 A brief introduction to proteins

2.1.1 Composition - The (20+2) amino acids

Proteins are biological polymers found in nature. They are essential components which carry

out various biological functions in living organisms. These linear polymers are composed of

twenty-two types of naturally occurring, genetically coded amino acids (Table 2.1). A protein

typically contains 50 to 3000 amino acids. Of these 22 proteinogenic or standard amino acids,

twenty are directly encoded by the universal genetic code and they serve as the basic building

blocks of proteins [20,21]. The remaining two, selenocysteine and pyrrolysine, are indirectly

coded and are incorporated into proteins by special synthetic mechanisms [22,23].

Each amino acid is composed of an amino group (−NH2), a carboxylic acid group

(−COOH) and an alkyl group (−R) which makes up the side chain. All are bonded to

the same central carbon atom (Cα). Amino acids are covalently bonded together by a pep-

tide bond between the amino group of one amino acid and the carboxyl group of another.

This forms the linear, rigid backbone of the protein.

The only feature that distinguishes the different amino acids is the side chain to which
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Amino acid Three-letter code (One-letter) code
Hydrophobic: Alanine Ala (A)

Glycine Gly (G)
Isoleucine Ile (I)
Leucine Leu (L)
Methionine Met (M)
Phenylalanine Phe (F)
Proline Pro (P)
Valine Val (V)

Charged polar: Arginine (+) Arg (R)
Aspartic acid (−) Asp (D)
Glutamic acid (−) Glu (E)
Lysine (+) Lys (K)

Uncharged polar: Asparagine Asn (N)
Cysteine Cys (C)
Glutamine Gln (Q)
Histidine His (H)
Serine Ser (S)
Threonine Thr (T)
Tryptophan Trp (W)
Tyrosine Tyr (Y)

The 21st amino acid: Selenocysteine Sec (U)
The 22nd amino acid: Pyrrolysine Pyl (O)

Table 2.1: The twenty-two genetically encoded amino acids.
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the Cα is attached. Side chains can be charged polar, uncharged polar, or non-polar. The

first two types are hydrophilic, and the non-polar type is hydrophobic. Hence, the amino

acids are classified according to the types of their side chains (Table 2.1).

2.1.2 Levels of protein structures

The enormous combinatorics of the twenty amino acids give rise to multitudinous possible

protein sequences to which the structure is closely related, and hence its biological func-

tion [20]. There are four levels of complexity in protein structures which are related to each

other. The primary structure of a protein simply refers to the protein sequence of the chain,

i.e., the order in which the amino acids are arranged. A secondary structure is a local ar-

rangement formed by a peptide∗ with a regular pattern. The two most common types of

secondary structures are the alpha (α) helix and the beta (β) sheet, which is a composite with

a few β strands† held together. Tertiary structures are formed by packing secondary struc-

tures together to form a compact globule, and a quaternary structure is a macromolecular

complex constituted of multiple folded protein chains.

2.1.3 Interactions in a protein

Amino acids interact with one another or with the environment through various bonds or

interactions to attain different levels of structures, dictating the major principles of protein

folding and adsorption. Apart from the covalent disulfide bridges between cysteine side

chains, interactions between amino acids are mostly non-covalent. Ionic bonds are formed

as oppositely charged amino acids interact by a transfer of electrons. Secondary structures

such as α-helices and β-sheets are substantially formed by the hydrogen bonds between the

backbones. Hydrogen bonds can as well associate with other interactions, e.g., reactions

∗A peptide is a short chain of two or more amino acids. It usually consists of no more than 50 amino
acids.

†A β strand is a peptide of a few amino acids long and its backbone is nearly fully extended.
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between charged amino acids and water molecules. In addition, van der Waals forces also

exist between molecules to provide complementary attractions.

In an aqueous environment, hydrophobic amino acids group together in order to minimize

the disturbance on the hydrogen-bonded networks of water [24]. Hydrophobic residues held

together in this manner have been regarded as being “pulled” by their own attraction, the

so called “hydrophobic bonds”, although it originates from the repulsive force by the water

molecules. Such a hydrophobic interaction is believed to be the most significant factor that

governs the tertiary structure of proteins [25,26].

2.1.4 Factors that determine protein adsorption

Configurational changes of protein molecules upon surface adsorption depend on both the

properties of protein (e.g. sequence, size, thermodynamic stability, etc.) and the surface

properties (e.g. materials, polarity, surface roughness, etc.); but how large these changes are

and where in the protein molecules they occur remain puzzles to be solved [3,27]. Enormous

endeavors have been dedicated to unveil the mysteries in protein folding and adsorption

mainly by experimental approaches [28,29].

2.2 Methods of studying protein structures, folding

and adsorption

2.2.1 Theoretical approaches

In the theoretical research on protein folding, extensive studies have been made in searching

for native states, understanding folding mechanisms and pathways, analyzing relationship

between the sequence, structure and function of a protein, etc. Nevertheless, due to the

complexity of the problem, the underlying principles for protein structure prediction from
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the amino acid sequence are still unclear [18], which makes the above studies difficult. As

a result, the theoretical framework for the understanding of protein folding or adsorption

largely relies on the building of simple mathematical models, which is a counterpart of

that in the study of polymers [30]. For protein adsorption, the majority are the kinetic

models like the Langmuir model or the random sequential adsorption (RSA) model [31] for

the investigation of adsorption kinetics. A few equilibrium models were proposed for the

study of thermodynamics [32,33]. In condensed matter physics, emphasis is also placed on the

universal structural properties and “phases”, kinetics and dynamics of structural changes.

There are two theories which will be relevant to our study: the free energy landscapes in

protein folding and the Flory’s theory. The rough free energy landscapes in protein folding

is a consequence of all the complicated interactions among the amino acids [34,35]. The free

energy as a function of reaction coordinates Xi at a certain temperature T is defined as:

FT (X1, ...Xi, ...) = −kBT ln p(X1, ...Xi, ...), (2.1)

where kB is the Boltzmann factor, p(X1, ...Xi, ...) is the probability of finding a macrostate

with the reaction coordinates Xi, which are some physical quantities that best describe the

system characteristics. There is not a standard way of choosing appropriate reaction coordi-

nates, nevertheless it is a crucial key to unravel the folding behavior, e.g., folding pathways

and metastable states, of a protein [36–40]. At high temperatures proteins are distended, but

below some characteristic temperature they fold into a “native state” which has the global

minimum free energy at a certain finite temperature [41]. The knowledge of the free energy

landscape and the thermodynamics of a protein system is essential to completely understand

the folding process [35,42–46]. As a result, many theoretical studies have been dedicated to this

direction.

Flory’s theory [47] deals with the restriction that particles cannot overlap in space for
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real polymers. It naturally leads to self-avoiding polymer models, but this also leads to the

excluded volume effect: the self-avoidance requirement causes the polymer to occupy a larger

volume than the case if it is allowed to overlap. For an unrestricted, freely jointed chain

where overlapping particles are permitted, the radius of gyration (a quantity that measures

the size of a polymer, to be defined in Section 3.3), Rg, is proportional to
√
N , where N

is the number of monomers in the chain. When the excluded volume effect is accounted

for, the Flory theory approximated that Rg ∼ N3/(D+2), where D is the dimension of space.

This theory will come into play for the explanation of the discrepancy in the transition

temperatures identified by the specific heat and by the structural quantities in our results.

2.2.2 Experimental approaches

There are three major experimental methods to determine protein structures: x-ray crys-

tallography, nuclear magnetic resonance (NMR) spectroscopy and electron microscopy. Ac-

cording to the Protein Data Bank (PDB) [48,49] statistics as of this writing, x-ray diffraction

is still the prevailing tools for protein structural determination, with more than 85% of the

total structures contributed. About 10% of the structures were determined by NMR, and

less than 1% were determined by electron microscopy. A small percentage of structures were

determined by hybrid methods using a combination of these techniques.

X-ray crystallography [50] has an atomic resolution of about one Angstrom (Å) to a few

Angstroms, making it an ideal tool to determine secondary and tertiary structures where

detailed arrangements of atoms are required. However, a serious drawback of x-ray diffrac-

tion is that it can only resolve crystal structures with a regular, repeating pattern. As a

folded protein is usually a globular lump with irregular surfaces, protein crystals are difficult

to prepare. Moreover, crystal growing is time-consuming, and a number of experimental

conditions such as temperature, pH, concentrations of protein and solvent, etc., would affect

the suitability of the crystal for x-ray diffraction.
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NMR spectroscopy [51] is another experimental method to resolve the three-dimensional

structure of a protein. Although it does not provide a level of resolution as high as x-

ray crystallography, it is able to reveal kinetic or dynamic processes. NMR makes use of

the nuclear magnetic moments present in some atoms, e.g., hydrogen (1H), carbon (13C),

nitrogen (15N), phosphorus(31P), etc., to obtain some distance constraints between atoms,

which in turn can be used to derive the three-dimensional structure. NMR has an advantage

of being capable of resolving the protein structure in solution, thus it is able to get a structure

closer to a specific physiological environment [52]. However, its application is limited to small

proteins as there is an upper limit in the molecular weight that NMR can deal with. As of

the year 1999, the upper limit was around 35 kDa [53] ‡, which was equivalent to about 300

residues.

Cryo-electron microscopy (cryo-EM) [54] is less common in the determination of protein

structures, due to its relatively low resolution compared to the previous methods. It is

mainly used to obtain quaternary structures like viruses, ribosomes or cellular organelles.

For the case of protein adsorption where native structures are not the only interest,many

experimental methods are available for different purposes. For instance, ellipsometry [55]

and total internal reflection fluorescence (TIRF) [56] can be used to measure the amount

and thickness of adsorbed proteins. Optical waveguide lightmode spectroscopy (OWLS) [57]

is used to measure adsorption kinetics and conformational changes, which are affected by

temperature, pH or electrostatic effects of the environment. Three-dimensional images of

the protein adsorbed surface can be obtained by atomic force microscopy (AFM) [12,58]. Some

spectroscopic techniques like circular dichroism (CD) [59] and fluorescence measurements [60]

are useful in the study of conformations of adsorbed proteins. Readers are directed to some

excellent review articles [27,29,61] for a complete survey of experimental methods for probing

‡Masses of proteins are usually measured in Daltons (Da), also known as the unified atomic mass units
(u), which has a value of approximately 1.66× 10−27 kg.
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protein adsorption.

2.2.3 Computational approaches

There are two major branches for protein simulations in silico: molecular dynamics and

Monte Carlo simulations.

Molecular dynamics and Monte Carlo methods

In molecular dynamics, the equations of motion for each particle (it could be an atom or

a molecule, depending on the level of simplification) are first determined according to the

forces and potentials experienced by the particles. Time is discretized and the new positions

and velocities at the following time step are then calculated by integrating the equations

of motion. As such, the movements of particles and how the entire system evolves with

time can be simulated. For protein simulations, the two most widely-used force fields are

CHARMM [62,63] and AMBER [64], which are derived empirically from experiments.

Molecular dynamics is more advantageous than Monte Carlo methods for investigating

dynamical processes and simulating with explicit solvents. It is also easier to compare

the results with experiments. However, its reliability is highly dependent on the empirical

force field that models the interactions at the atomic level. This, in turn, requires proper

parametrization of the models and accurate representation of solvation effects [65]. With the

computer resources available nowadays, it is still impossible to simulate macromolecules with

a reasonably fine time step (say, a femtosecond) to a time scale that is comparable to the

realistic folding time, which ranges from microseconds to seconds.

Monte Carlo methods, on the other hand, generate a series of accessible states the sys-

tem can take on using some trial moves instead of solving the equations of motion. Trial

states are accepted according to a certain probability distribution. At the end of the sim-

ulation, physical properties of the system can be obtained through a statistical analysis of
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the series of configurations generated. As such, Monte Carlo is capable of exploring a larger

conformational phase space, allowing one to study a wide range of general problems through

statistical mechanics, e.g., thermodynamics, phase diagrams and transitions [17,66]. Neverthe-

less, an obvious limitation of Monte Carlo methods is that the system dynamics cannot be

studied easily.

The use of Monte Carlo is often accompanied with the introduction of simplified models

in the simulation of proteins or polymers [17,67]. A coarse-grained model has a much less com-

plicated energy function in contrast to an atomistic model. It thus has an advantage that

the calculation of energy is computationally more efficient. Undoubtedly, one severe defi-

ciency of a coarse-grained model is the inability of resembling a realistic protein system from

an experimental set-up. But as far as the universal, macroscopic properties are concerned,

which is always the major incentive of adopting Monte Carlo methods, coarse-grained models

are better suited to serve the purpose due to the absence of distractions from unnecessary

details [68]. In the following, we will briefly introduce a few common coarse-grained models

for proteins in Monte Carlo simulations, which are closely related to those that are used to

simulate polymers.

Overview of coarse-grained models

Most reduced models coarsen the structure of a protein by regarding an amino acid residue

as a single, spherical monomer, ignoring the atomistic details within the residue. The chain

formed by connecting these monomers together with bonds then represents a polymer or a

protein. To simulate a polymeric system, the simplest model is a homopolymer which is a

chain composed of only one type of monomer. A heteropolymer (or a copolymer), on the

other hand, contains two types of monomers. The homopolymer and the heteropolymer can

also be used to simulate a protein, in which case the interaction schemes between monomers

are constructed in reference to the realistic interactions between amino acids.
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For off-lattice models, a number of degrees of freedom and interactions between a pair

of monomers can be incorporated into the model to set restrictions to the orientations and

locations of the monomers. Some common ones include:

1. Bond length

It is the distance between two consecutive monomers. For polymers, it can be viewed

as a spring by letting the two monomers interact through a harmonic potential like in a

Gaussian chain; or an almost harmonic one like the FENE potential [69]. For proteins,

the bond length is usually held fixed due to the rigid backbone formed by covalent

bonds.

2. Bond angle

It is the angle formed by the two bonds connecting to the same monomer, and is a

control of the flexibility of a polymer.

3. Torsional angle

It is the rotation of a bond about the axis formed by the direction of the previous

bond.

4. Interaction between non-bonded monomers

Non-bonded monomers interact with each other mainly through effective potentials.

A widely used one is the Lennard-Jones potential.

For lattice models, the degrees of freedom are much reduced. The bond length is typi-

cally fixed, the bond angle takes on a value depending on the nature of the lattice. Two-

dimensional lattices include the square lattice and the triangular lattice; three-dimensional

lattices include the cubic, face-centered cubic, and body-centered cubic lattices. In these

examples, a monomer occupies a lattice site and interactions exist between two neighboring,

non-bonded monomers.
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Though highly simplified compared to a real protein, the off-lattice model is still a chal-

lenge to simulate. With various degrees of freedom and interactions, the energy calculation

for an off-lattice model is more complicated and computationally expensive when compared

to lattice models. The continuous energy levels also induce other simulation difficulties as

will be discussed in Section 3.2 of Chapter 3. As a result, we have chosen to concentrate on

a minimalistic, lattice model: the hydrophobic-polar (HP) protein model [18,19], which will be

introduced in Chapter 3. A related subject in the polymer physics community is the study of

block copolymers [70], in which the same types of monomers are arranged in blocks, forming

a segment of the polymer.

2.3 Previous work and questions remaining

In spite of its simplicity, the HP model is surprisingly challenging to study. Indeed, the

ground state§ search for an HP sequence turns out to be an NP-complete problem [71,72].

Another complication comes from the uniqueness of every HP sequence. Even for two se-

quences of the same length (i.e. same system size), their thermodynamics can be different

due to the difference in the proportion or order of the H and P monomers. Thus one can-

not apply finite-size scaling to the HP model and study the influence of system size to the

thermodynamic behavior, unlike many other “traditional” models in statistical mechanics.

The HP model has also created unexpected difficulties in simulations at the algorithmic

level. Metropolis method [73] has been proven to be extremely inefficient for obtaining low

temperature thermodynamics due to the complexity of the free energy surface [74]. Two ap-

proaches have been taken to resolve the problem. One is to invent algorithms only for search-

ing for the ground state configuration, e.g., Monte Carlo with minimization [75], simulated

annealing [76], genetic algorithms [77,78], tabu search [79], evolutionary Monte Carlo (EMC) [80],

§A ground state is the native state of the system at zero temperature.
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fragment regrowth Monte Carlo via energy-guided sequential sampling (FRESS) [81], and

many others. Detailed reviews can be found in Refs. [66] and [82]. Apart from Monte Carlo

methods, ground state conformation searches for HP sequences can also be performed by

tailor-made methods like hydrophobic core construction [83–86].

Another approach allows one to estimate the density of states as a function of energy,

g(E), from which the thermodynamic properties of the system can be obtained. Examples in-

clude the multi-self-overlap-ensemble simulation (MSOE) [87,88], pruned-enriched Rosenbluth

method (PERM) [89] and its variants [90–93], multicanonical chain growth (MCCG) [94–97], equi-

energy sampling (EES) [98] and Wang-Landau (WL) sampling [99–103]. As the HP model is a

simplified preliminary step towards the real protein folding problem, all these algorithms

have used it as a common testing ground for their capabilities.

In terms of studying protein adsorption using the HP model on lattice, similar approaches

have been taken to study the energy landscapes, thermodynamics and conformational transi-

tions [104–109]. Previous work by Bachmann and Janke [108], as well as Swetnam and Allen [109],

have studied the conformational pseudophases based on the specific heat of individual bench-

mark HP sequences (a 103mer and a 36mer, respectively). In Ref. [108], some structural

quantities and their dependence on temperature for the 103mer were presented. A number

of structural “phases” have been recognized, which are similar to those identified using a

homopolymer (see Refs. [110], [111] and references therein). A few quantities (the con-

tact numbers, which will be discussed in Chapter 3, Section 3.3 after the introduction of the

model), have also been identified as good “order parameters” for signaling structural changes.

These have enabled the investigation of the free energy landscapes and folding channels for

the adsorption of the 103mer [112,113]. Nevertheless, many areas remain relatively unexplored

in several aspects:

1. lack of studies for other and longer sequences;
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2. the existence of a “universal behavior” for different HP sequences is unknown;

3. lack of thorough investigation of the free energy landscapes for sequences other than

the 103mer;

4. folding channels for other sequences have not been investigated; and thus it is unclear

whether “universal” folding channels which are common to different sequences exist.

These questions are indeed interrelated. In this work, we are going to address items

1, 2 and 4 by studying the combination of the thermodynamic and structural behavior of

the HP sequences using Monte Carlo simulations. Multiple HP benchmark sequences, with

lengths between 36 and 103 monomers, are investigated and compared to “fill the holes”

left by the above studies. To the best of our knowledge, this work is the first complete

interpretation of protein adsorption that integrates analyses from multiple HP sequences.

Although one is tempted to think there is no “universal” behavior for the HP model because

of the uniqueness of the sequence and the failure of using finite-size scaling, it is indeed

observed from our careful analyses and interpretation of structural transitions for multiple

HP sequences.
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Chapter 3

The Hydrophobic-Polar (HP) Protein

Model

3.1 Specifics of the model

Out of the 22 proteinogenic amino acids, the 20 standard ones can roughly be classified as

either hydrophobic or polar depending on the nature of their side chains. The tendency

of the non-polar residues to stay away from water molecules has been identified as the key

driving “force” in forming tertiary structures. The hydrophobic-polar (HP) model [18,19] is a

coarse-grained lattice model for proteins that captures this hydrophobic effect. In this model,

an amino acid residue is treated as a single monomer and is classified into either: the hy-

drophobic (H) type, or the polar (P) type. A protein is thus represented by a heteropolymer

of N connected monomers performing a self-avoiding walk on a rigid lattice.

An attractive interaction exists only between a pair of non-bonded nearest neighboring H

monomers. This attraction is denoted by εHH in our discussion, and the magnitude indicates

the ability of the H monomers to pull themselves together as determined by the insolubility

of the protein in an aqueous environment. In other words, the solvent quality is intrinsically
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considered by the model.

In reality, there are other interactions that govern protein folding, e.g., attractions be-

tween hydrophobic and polar residues, and that between polar residues. Nevertheless, their

magnitudes are relatively weak compared to the hydrophobic attraction and are thus ne-

glected in the model. Factors like hydrogen bonds, charges and acidity of amino acids which

are important in forming secondary structures are also not handled in this scope.

In the case of protein adsorption, the binding of the protein with an attractive substrate

contributes to the energy externally in addition to the internal interactions within the poly-

mer. A slight modification to the model is then necessary. We have considered three types of

surface fields in view of the setting of the HP model: (i) a surface attracts only H monomers

with strength εSH, (ii) a surface attracts only P monomers with strength εSP , and (iii) a

surface interacts with both H and P monomers with equal strength, i.e., εS = εSH = εSP �= 0.

The energy function of the modified model thus takes the general form of [108]:

E = −εHHnHH − εSHnSH − εSPnSP , (3.1)

where nHH denotes the number of interacting pairs of H monomers, nSH the number of

surface contacts with the H monomers and nSP the number of surface contacts with the P

monomers. The negative signs in front of each term ensure that it is energetically favorable

when the monomers interact or come in contact with the surface.

Our simulations were performed on a three-dimensional simple cubic lattice, with periodic

boundary conditions imposed in the x and y directions. The attractive surface is represented

by an xy-plane placed at z = 0. A non-interacting steric wall is placed at z = hw = N + 1

to confine the polymer in a way that it can contact both walls with its ends only when it

is a vertical straight chain. A schematic setting of the model is shown by Figure 3.1. The

purpose of putting in a non-attractive wall is to reduce the vertical translational degrees
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of freedom of the polymer, so as to restrict the number of desorbed configurations in the

simulation that are translationally equivalent when the size of the simulation box is large.

Nevertheless, this steric wall also introduces an entropic effect which affects the adsorption

process. Detailed discussions will be given in Chapter 5, Section 5.5.1.

hw

Figure 3.1: A schematic diagram show-
ing the model used in this work. The gray
spheres represent hydrophobic monomers,
orange spheres represent polar monomers,
faint spheres are the attractive molecules
of the substrate and the solid top surface
is non-attractive.

3.2 Advantages and drawbacks of lattice models

The calculation of the energy of a lattice model is fast and straight-forward as the monomers

are restricted on a grid. When counting the number of interacting nearest neighbors, only

2×D steps are needed for every monomer, where D is the dimension of the simulation box.

As such, there are six directions to check on a cubic lattice and four directions on a square

lattice, instead of typically N − 1 steps per monomer for an off-lattice model when every

monomer has to be walked through and checked to see if it falls into the interactive range.

A self-avoiding check also becomes trivial on a lattice, as one only needs to verify that
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there are no two monomers occupying the same lattice site. This is a more sophisticated

and time-consuming task for an off-lattice case.

Furthermore, integer arithmetic can be used for the energy calculation and integer data

type can be used for the storage of coordinates since the energy and coordinates of monomers

in our system are discrete. This eliminates the chance of introducing round-off or truncation

errors for floating-point numbers as in off-lattice models, where the decision on the sizes of

an energy bin and the energy range unavoidably introduces artifacts into the simulations.

This also implies an absence of the problem of energy-binning in obtaining the density of

states g(E) and the histogram H(E) in Wang-Landau sampling (which will be introduced

in Chapter 4). All these advantages allow for the simulations of longer chains compared to

off-lattice models.

One unavoidable drawback of using a lattice is the introduction of an unnaturally fixed

bond length and bond angle. As there is only nearest neighbor interaction in the HP

model, another artificial defect is that every monomer is not able to interact with half of the

monomers within the chain due to the cubic lattice arrangement. For instance, a monomer

labeled i can only have nearest neighbors which have labels i + 2j + 1. This artifact exists

merely in a cubic lattice, and can be overcome by employing, for example, a triangular lat-

tice, a face-centered cubic lattice, or a bond-fluctuation model. The AB model [114], which is

literally the off-lattice version of the HP model, can also be adopted to eliminate the lattice

effects completely.

3.3 Structural quantities

Besides contributing to the system’s energy, the three contact numbers entered in Eq. (3.1),

nHH , nSH and nSP , are also useful “order” parameters that give quantitative measures of

the structure of a conformation. They are identified to be good “order parameters” for
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this system [112,113]. While nHH gives the number of hydrophobic pairs and measures the

energy contribution from the internal interactions, nSH and nSP give the numbers of surface

contacts and thus the energy contributions arising from the surface-monomer interactions.

It is equivalent to investigating different energy components instead of the total energy of

the system, and it becomes apparent how different transition processes affect the energy

fluctuations.

It is, therefore, natural to investigate the thermal derivatives of the ensemble averages

of these quantities so as to decompose their contributions to the energy fluctuations. These

include the derivative of the average number of H-H interactions, d 〈nHH〉 /dT , and those

of the numbers of surface contacts, d 〈nSH〉 /dT and d 〈nSP 〉 /dT . A peak in d 〈nHH〉 /dT
signals the construction of H-H interactions to form a hydrophobic core (H-core formation).

Peaks in d 〈nSH〉 /dT and d 〈nSP 〉 /dT provide information about the formation of surface

contacts, which is associated with the adsorption process as well as the “flattening” of the

structure due to surface attraction. All these transition processes will be discussed in more

detail in Chapter 5 and Chapter 6.

Other structural quantities which are essential in understanding non-energetic properties

of the system include the radius of gyration,

Rg =

√√√√ 1

N

N∑
i=1

(�ri − �rcm)2, (3.2)

and the end-to-end distance,

Ree = |�rN − �r1| , (3.3)

where �ri is the position of monomer i, �rcm in Eq. (3.2) is the average location of all the

monomers: �rcm = 1
N

∑N
i=1 �ri.

The radius of gyration Rg measures how far away the monomers are distributed relative to
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their average; while the end-to-end distance Ree gives the distance between both ends of the

polymer. Both quantities measure the degree of extension of the polymer and are essential

properties in quantifying structural transformations. In many cases, a rapid decrease in Rg

and Ree with the decrease in temperature is an indication of the collapse transition, where

an extended chain collapses to a globule structure.

3.4 HP benchmark sequences

A number of HP sequences have been proposed in the literature for simulations of proteins

or algorithm testing purposes. Each of them is specially designed to attain either a two-

dimensional or a three-dimensional ground state configuration. Since the ground state search

of these sequences is itself a challenging task as well as a “competition” among research

groups, these sequences have thus been deemed to be a benchmark for testing new algorithms.

Some common benchmark sequences are listed in Table 3.1. The lowest energy for each

sequence, which is essentially the number of H-H interaction pairs found in the ground

state, was obtained by HPstruct in the CPSP-tools package [115,116] (developed based on a

constraint-based algorithm in Ref. [86]) and was also presented in the table as a reference.
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Seq. code Sequence
Lowest
energy

2D:
2D36 [77] P3H2P2H2P5H7P2H2P4H2P2HP2 −14
2D50 [77] H2PHPHPHPH4PHP3HP3HP4HP3HP3HPH4PHPHPHPH2 −21
2D60 [77] P2H3PH8P3H10PHP3H12P4H6PH2PHP −36
2D64 [77] H12PHPHP2H2P2H2P2HP2H2P2H2P2HP2H2P2H2P2HPHPH12 −42
2D85 [117] H4P4H12P6H12P3H12P3H12P3HP2H2P2H2P2HPH −53
2D100a [118] P6HPH2P5H3PH5PH2P4H2P2H2PH5PH10PH2PH7P11H7P2HP-

H3P6HPH2

−48

2D100b [118] P3H2P2H4P2H3PH2PH2PH4P8H6P2H6P9HPH2PH11P2H3PH2P-
HP2HPH3P6H3

−50

3D:
3D42 [83] PH2PHPH2PHPHP2H3PHPH2PHPH3P2HPHPH2PHPH2P −34
3D48 [84] PHPHP4HPHPHP2HPH6P2H3PHP2HPH2P2HPH3P4H −34
3D67 [83] PHPH2PH2PHP2H3P3HPH2PH2PHP2H3P3HPH2PH2PHP2H3-

P3HPH2PH2PHP2H3P
−56

3D88 [119] PHPH2PH2PHP2H2P2HP2HP2HP2HP2HP2H2P2H3P2H3P2H3-
P2H3P2HPH2PH2PHP2HP2HP2H2P

−72

3D103 [120] P2H2P5H2P2H2PHP2HP7HP3H2PH2P6HP2HPHP2HP5H3P4-
H2PH2P5H2P4H4PHP8H5P2HP2

−58

3D124 [120] P3H3PHP4HP5H2P4H2P2H2P4HP4HP2HP2H2P3H2PHPH3P4-
H3P6H2P2HP2HPHP2HP7HP2H3P4HP3H5P4H2PHPHPHPH

−79

3D136 [120] HP5HP4HPH2PH2P4HPH3P4HPHPH4P11HP2HP3HPH2P3H2-
P2HP2HPHPHP8HP3H6P3H2P2H3P3H2PH5P9HP4HPHP4

−83

Table 3.1: Common benchmark HP sequences designed for 2D and 3D simulations. The
energy is measured in units of εHH .
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Chapter 4

Monte Carlo Techniques and Trial

Moves

Many Monte Carlo methods lay their foundation on statistical physics. As some basic

principles are often required for the generation and analysis of the simulation results, we

will start this chapter by reminding the readers of a few fundamental concepts that will

enter our calculations later in the next two chapters. We will then describe our simulation

techniques for the rest of the chapter. The discussions on statistical mechanics and Monte

Carlo techniques are kept concise as full descriptions can be found in a number of standard

textbooks and “classic” literature. Techniques which are specific to our implementation and

model will be discussed more extensively.
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4.1 A brief review on statistical physics

4.1.1 Calculation of thermodynamic quantities

The partition function Z at a particular temperature T is defined as:

Z =
∑
x

e−E[x]/kBT , (4.1)

where E[x] is the energy of the system which in turn depends on the state x, kB is the

Boltzmann constant, and the sum runs over all the states that the system can take. One can

also count the number of states of the same energy E to give the energy degeneracy, also

known as the energy density of states, g(E). The partition function can also be expressed

in terms of it:

Z =
∑
E

g(E)e−E/kBT , (4.2)

where the sum runs over all the energy levels. Since g(E) does not depend on temperature

T , one may calculate Z at any temperature with a single computation of g(E), which then

gives access to thermodynamic quantities at any temperature. For example, the average

energy 〈E〉 and the heat capacity CV are calculated as:

〈E〉 = 1

Z

∑
E

Eg(E)e−E/kBT , (4.3)

CV =
〈E2〉 − 〈E〉2

kBT 2
. (4.4)

The specific heat is defined as CV /N accordingly.

For a structural parameter, Q, which could be one of those in Section 3.3, the partition

function Z and its expectation value can be obtained likewise from the two-dimensional
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density of states, g(E,Q):

Z =
∑
E,Q

g(E,Q)e−E/kBT , (4.5)

〈Q〉 = 1

Z

∑
E,Q

Qg(E,Q)e−E/kBT . (4.6)

It is also informative to calculate the thermal derivative of the average structural quantity

from Eq. (4.6) by finite difference:

d 〈Q〉
dT

≈ ΔQ

ΔT
. (4.7)

It measures the fluctuation of 〈Q〉 as temperature varies, which often accompanies a struc-

tural transition.

4.1.2 Remarks on “phase transitions”

Theoretically, phase transitions exist only in the thermodynamic limit, i.e., when the sys-

tem size is infinitely large. It is because physical quantities for a finite system are smooth

functions of temperature, they cannot have true singularities which signify phase transitions.

Traditionally, finite size scaling is applied to study phase transitions by extrapolating finite

size results to the thermodynamic limit. However, finite size scaling does not exist for our HP

model simulations because the thermodynamics depends not only on the chain length but

also on other features of the HP chain like the proportion or sequence of H and P monomers.

Therefore, we emphasize that the “phase transitions” in this work are indeed pseudo-phase

transitions, or more precisely, structural transformations for finite systems.

The thermodynamics of the structural quantities in addition to the specific heat, CV , are

essential in identifying “transitions” between different structural “phases”. In cases where

the specific heat shows ambiguous signals, structural quantities help clarifying the types

of transition taking place at different temperatures. In some cases distinct signals might
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be missing in the specific heat, whereas structural quantities are more reliable to identify

structural transitions.

4.2 Metropolis Sampling

Metropolis sampling [73] is a groundwork in Monte Carlo methods and is widely used in

statistical physics. It is a special case of the importance sampling, where the outputs are

distributed non-uniformly.

At the beginning of the simulation, an initial state of the model system to be simulated

is first set up, and the initial energy E0 is calculated. The temperature T of the simulation

is also specified. Next, a new trial state is generated and its energy, Etrial, is calculated.

The change in energy is then ΔE = Etrial − Eold, where Eold is the energy of the current

state. The probability for the system to transform from the current state to the trial state

is determined by:

W (Eold → Etrial) = min
(
1, e−ΔE/kBT

)
, (4.8)

where kB is the Boltzmann’s constant. If ΔE < 0, the proposed move will automatically be

accepted. If ΔE > 0, a random number r ∈ [0, 1] needs to be generated. If r < W (Eold →
Etrial), the trial state will be accepted, otherwise the old state will be kept. The above

procedure is repeated until a desired number of Monte Carlo steps have been performed. At

the end of the simulation, the averages of all physical quantities of interest are calculated.

Suppose Pold and Ptrial are the probability of finding a microstate with energy Eold and

Etrial respectively. If a transition probability fulfills the detailed balance condition such that:

PoldW (Eold → Etrial) = PtrialW (Etrial → Eold), (4.9)

then the generated series of accepted states will distribute according to P . Since the above
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Metropolis procedure satisfies the detailed balance condition when

Pold = e−Eold/kBT and Ptrial = e−Etrial/kBT ,

the states generated are then distributed according to the Boltzmann distribution at a certain

temperature T .

One unavoidable drawback of Metropolis sampling is that it is easily trapped in metastable

states of the simulated system. This makes the simulations at low temperature practically in-

tractable, and one must be careful in determining the temperature region in which Metropolis

results are unreliable. Figure 4.12 at the end of this chapter shows one such example. More

discussion will be given in Section 4.5.4.

4.3 Wang-Landau (WL) Algorithm

4.3.1 Description of the algorithm

Wang-Landau (WL) sampling [99,100,121] is an iterative Monte Carlo algorithm to estimate the

density of states, g(E), by generating a series of configurations. The simulation begins with

an initial guess for g(E), which can be any sensible estimation with g(E) > 0 or merely a

simple guess as g(E) = 1, ∀E. We also accumulate a histogram H(E) for the same energy

range, which will help determine the flow of the simulation at a later time. It is set to be

zero at the beginning, i.e., H(E) = 0, ∀E.

The initial configuration is a horizontal straight chain a few lattice spacings above the

bottom surface. There are no interactions within the chain nor with the surface, so that the

initial energy is E = 0 according to Eq. (3.1). We have performed some control experiments

for a short sequence that began with different initial configurations, and the results were

consistent with those obtained with the horizontal structure to within the error bars. We
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thus believe that it is valid to start our simulations with a straight chain configuration.

Suppose the original configuration has an energy of Eold. Then a trial configuration

of energy Etrial is generated by some Monte Carlo trial moves (which will be introduced

in Section 4.5). The acceptance probability, P (Eold → Etrial), is inversely proportional to

g(Etrial):

P (Eold → Etrial) = min

(
1,

g(Eold)

g(Etrial)

)
. (4.10)

Therefore, if g(Eold) > g(Etrial), the proposed move will be accepted automatically. Oth-

erwise a random number r ∈ [0, 1] is drawn, the trial configuration will be accepted if

r < P (Eold → Etrial) (then E = Etrial); or else the old configuration will be restored

(E = Eold) and the trial one will be rejected. g(E) is then modified by multiplying the

existing value by a modification factor f , which has an initial value of f0 = e1 = 2.71828...

at the beginning of the simulation. H(E) is also accumulated such that:

g(E) → g(E)× f, (4.11)

H(E) → H(E) + 1. (4.12)

H(E) is indeed a statistic to keep track of the number of visits to an energy E within an

iteration interval. Note that if a trial move is rejected and the old state is restored, Eold has

to be counted again. The updates of configurations, g(E) and H(E) repeat until H(E) is

sufficiently “flat” over the entire energy range. The simulation is then brought to the next

iteration: H(E) is reset to zero and f is reduced, f → √
f , but g(E) is retained. A “flat”

histogram refers to a histogram H(E) for which all entries are not less than p×Have, where

Have is the average of all entries in H(E) and p is called the flatness criterion, which is a

tunable parameter for achieving a desired accuracy, and 0 < p < 1. The larger the value,

the more accurate the results are. The iteration goes on and g(E) is continuously modified

during the simulation until the modification factor is smaller than some predefined value,
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ffinal. At this point g(E) should have converged to its true value after normalization.

For our system, g(E) is normalized in such a way that

∑
E

g(E) = 1. (4.13)

It is because, unlike the Ising model for which the ground state degeneracy is exactly known

to be 2, the energy degeneracy is an unknown for our system and cannot be used as a reference

for normalization. Nevertheless, it does not affect the correctness of the thermodynamics, as

the partition function will cancel out any scaling factor brought by g(E) in the calculations

of the ensemble averages.

For all the simulations presented in this work, rather stringent parameters were used in

order to obtain accurate estimates for g(E). The flatness criterion was set to be p = 0.8 for

the simulations of 2D36 and 3D48, and p = 0.6 for 3D67 and 3D103. g(E) was estimated

iteratively until the natural log of the modification factor, ln(f), was brought below 10−8 in

all cases.

4.3.2 Considerations specific to our simulations

(i) WL sampling as a random walk in energy space

WL sampling is an efficient and robust simulation method as it focuses on the estima-

tion of g(E) which is independent of temperature. Thus, all thermodynamics at any

temperature can be calculated from one single simulation. It performs a random walk

in energy space by accepting a trial configuration with a probability proportional to the

reciprocal of g(E) instead of the Boltzmann factor e−E/kBT in traditional Metropolis

sampling, so that there is not a problem for the random walker being trapped in local

minima of the free energy. WL sampling is, therefore, able to simulate systems possess-

ing rough free energy landscapes, i.e., the free energy as a function of a specific reaction

31



coordinate (which could be a structural quantity, for instance) has many maxima and

minima.

(ii) Detailed balance issue

As g(E) is constantly modified, the algorithm does not satisfy detailed balance during

the early iterations. However, by the end of the simulation, g(E) does not change as

rapidly as in the beginning when the modification factor approaches unity. By Eq.

(4.10), it is straight-forward to arrive at:

1

g(Eold)
P (Eold → Etrial) =

1

g(Etrial)
P (Etrial → Eold), (4.14)

where 1/g(Eold) and 1/g(Etrial) are the probabilities of finding a microstate with energy

Eold and Etrial respectively. The WL algorithm thus converges toward detailed balance

at a later stage of the simulation.

The convergence of g(E) in WL sampling is proven to be achieved by an optimization

procedure rather than by means of Markov chain Monte Carlo arguments [122]. Re-

cently, the convergence has also been derived from the detailed balance condition and

improvements have been suggested [10].

(iii) “Self-adaptive” energy levels

The knowledge of the full energy range is essential in the WL algorithm for the exami-

nation of the flatness of the histogram, but the ground state energy is a priori unknown

for the HP model. To overcome this difficulty, the following procedure was used: every

time a new energy Enew was found, it was marked as “visited” and g(Enew) was set to

gmin, i.e., the minimum entry among all previously visited energy levels. The flatness of

the histogram is checked only for those energy levels which have been marked visited.

With this self-adaptive procedure, new regions of conformational space can be explored
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simultaneously as the random walker would not spend a vast amount of time on this

newly found energy level trying to catch up with other entries.

(iv) Performance improvements of WL sampling

Since the birth of WL sampling, variations are proposed from time to time to boost the

performance of WL sampling in general [122]. Recently, some improvements have been

suggested to speed up and ensure the convergence of WL sampling in the simulation

of lattice polymers or proteins [109,123,124].

We also noticed that WL sampling is rather computationally intensive when applied to

complex systems, even for a lattice protein model like the HP model in this study. The

sampling algorithm of the HP model can be accelerated through the implementation of

specialized coding techniques [125]. For more general applications, a parallel realization

of WL sampling has been designed and is under development at the time of writing [126].

4.4 Multicanonical (MUCA) Sampling

4.4.1 Description of the algorithm

In the second stage of our simulation, we estimated the joint density of states, g(E,Q),

by multicanonical (MUCA) sampling [127,128]. This two-dimensional density of states can be

used to obtain the thermodynamics of a structural observable Q. Although it is feasible to

sample g(Q) or g(E,Q) all over again using a one-dimensional or a two-dimensional random

walk in WL sampling if only one structural quantity is concerned, it becomes extremely

time-consuming if several of them are of interest. A more efficient way is to make use of

the prior knowledge of g(E) and perform a multicanonical sampling. In this process, trial

states are accepted or rejected according to a weight, W (E) ∝ 1/g(E), where this g(E) is

the density of states in energy obtained previously by the one-dimensional WL sampling.
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Unlike the previous WL process, W (E) is held fixed throughout the whole multicanonical

production procedure.

Again, suppose the original configuration has an energy of EA. A new trial state of

energy EB, and a random number, r ∈ [0, 1], are generated. The decision of whether it

will be accepted depends on the same acceptance probability as Eq. (4.10), i.e., if r <

P (Eold → Etrial). If the new configuration is taken, any desired structural quantity Q will

be evaluated, the corresponding two-dimensional histogram, H(E,Q), will be accumulated

as in Eq. (4.12). If the old configuration is retained, E and Q will be counted again.

The simulation is brought to an end when a predetermined number of Monte Carlo steps

have been performed. The joint density of states, g(E,Q), is then obtained by reweighting

H(E,Q) with g(E):

g(E,Q) = g(E)H(E,Q), (4.15)

followed by normalization: ∑
E,Q

g(E,Q) = 1. (4.16)

As such, we can obtain g(E,Q) for as many Q as desired in a single MUCA production run.

4.4.2 Considerations specific to our simulations

One important factor governing the accuracy of g(E,Q) obtained by MUCA is the number

of Monte Carlo steps, which is not at all obvious to determine. In our simulations, a few

measures were taken to ensure sufficient sampling in this MUCA production stage so that

we are confident that the phase space is reasonably sampled:

(i) the number of visits to the ground state exceeds a certain preset value, say, 104 times

(ii) the entire energy range has to be covered

(iii) the average energy, specific heat or other thermodynamic quantities calculated from
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the resulting g(E,Q) agree with the ones calculated from the g(E) obtained by WL

sampling

(iv) the random walker has not been “stuck” at a particular energy for a long time. This

can be confirmed by investigating the time series (energy as a function of Monte Carlo

time) of the simulation

4.5 Monte Carlo trial moves for lattice polymers

4.5.1 “Traditional” moves and their limitations

Traditional Monte Carlo trial moves for lattice polymers either change a conformation lo-

cally or globally. Local moves include the end-flip (Figure 4.1), kink-flip (Figure 4.2) and

crankshaft (Figure 4.3). They generate new configurations fairly similar to the old ones as

most parts of the polymer remains unchanged, inducing long correlation times in the simu-

lation. The pivot move (Figure 4.4) is the most common non-local move. It does not share

the same problem with the local moves, but it is ineffective in generating new states from

dense conformations, making for its high rejection rate.

(a) (b)

Figure 4.1: End flips.
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Figure 4.2: A kink flip.

Figure 4.3: A crank shaft move.

Figure 4.4: Pivot moves.

It has been found that two inventive trial moves, pull moves [79] and bond-rebridging

moves [129], are able to eradicate the problems. They work particularly well together with

WL sampling in search of the global energy minimum conformations and the determination

of the density of states for lattice polymers [102,103]. The ability of reaching low energy states

allows for a more thorough survey of the conformational space; thus a higher resolution of

g(E) and more precise thermodynamic quantities, especially in the low temperature regime,

can be obtained. This is of particular importance for systems with longer chain lengths

and more complex energy landscapes [130]. We therefore adopted the same strategy for our
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simulations in this work.

4.5.2 Pull moves

Pull moves were originally proposed to combine with the tabu algorithm in search of new

minimum energy configurations for the 2D HP model [79]. Later it was found to be equally

effective when combined with WL sampling [103].

The robustness of pull moves comes from two important properties which have been

proven mathematically: reversibility and ergodicity. Reversibility means that for any move

in a move set M applied to a configuration to form a new one, there is some move in M

that can restore the configuration to the original one. Ergodicity refers to the fact that

any configuration is reachable from any other valid configuration through a sequence of pull

moves in M . Theoretically, all microstates in phase space are equally probable over a long

period of time with the use of pull moves.

Description of the move

The way that pull moves are designed gives them a good balance between local and non-local

moves since depending on the starting conformation and the part of the N monomer chain

where a pull move is performed, it can displace only one monomer or up to N −1 monomers

of the entire chain. We now illustrate the implementation of pull move in a square lattice,

but it can be easily generalized to a cubic lattice:

1. For monomer i located at (xi, yi) and monomer i+ 1 located at (xi+1, yi+1), denote an

unoccupied site L so that it is adjacent to monomer i + 1 and diagonally adjacent to

monomer i. Monomers i and i + 1 together with site L form the three corners of a

square. If there are no empty adjacent sites to denote as site L, a pull move cannot be

performed, and the procedure starts over again with another monomer.
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2. Denote the fourth corner of the square as site C. Check that it has to be empty, or

else it must be (xi−1, yi−1), i.e., it is occupied by monomer i− 1. Figure 4.5 shows the

notations defined up to this point.

i C

Li+1

Figure 4.5: Annotations used for a pull move.

3. If C = (xi−1, yi−1), move monomer i to site L and the move is done (see Figure 4.6).

It is equivalent to a local kink-flip move.

i

Li+1

i−1

ii+1

i−1

Figure 4.6: A pull move when site C is preoccupied by monomer i− 1.

4. If C is empty, move monomer i to site L and monomer i − 1 to site C. Check if

monomer i − 1 can be connected to monomer i − 2. If so, the move completes (as

shown in Figure 4.7); otherwise, proceed to the next step.

i

i+1

i−1 i−2

C

L ii+1

i−1

i−2

Figure 4.7: A pull move when site C is adjacent to monomer i− 2.
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5. Starting from monomer j = i− 2 down to monomer 1, pull the monomers two spaces

up the chain, i.e., move monomer j to (xj+2, yj+2), repeat it for monomer j − 1 and so

on, until a valid configuration is formed. See Figure 4.8 for such an example.

9

8

7

65

43

2

1

C

L 9 8

7

65

43
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1 9 8

76

543

2

1

Figure 4.8: A pull move that causes part of the chain to relocate.

The detailed balance consideration

The violation of detailed balance condition can be introduced by a non-symmetric probability

matrix that is used to generate the trial moves, inducing a possible bias in the final estimate

of g(E) [131]. It is then important to correct Eq. (4.14) for unequal move ratios for pull moves

in order to eliminate the problem. An extra factor is inserted to the acceptance probability

of moving from state A (with energy EA) to state B (with energy EB):

P (A → B) = min

(
1,

g(EA)

g(EB)

nB→A/nB

nA→B/nA

)
, (4.17)

where nA→B is the number of pull moves that transform A to B; nA is the number of

possible pull moves which can be performed on state A; nB→A and nB are defined likewise.

The proven reversibility of pull moves has ensured that nA→B = nB→A, which causes these

two terms to cancel out. Eq. (4.17) then becomes:

P (A → B) = min

(
1,

g(EA)

g(EB)

nA

nB

)
. (4.18)
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When a pull move is chosen to generate a new configuration, a list of all possible moves

that can be performed on state A is first constructed to obtain nA. A move is selected at

random from the list, generating state B. nB is then obtained by counting the number of all

possible moves that can be performed on state B. P (A → B) can thus be calculated. This

list construction procedure is computationally intensive, and it slows down the simulation

by approximately an order of magnitude. For the sake of the correctness of our results, we

have kept this procedure in all of our simulations to guarantee detailed balance.

4.5.3 Bond rebridging moves

When the conformation of a lattice polymer is dense, it is extremely difficult to perform a

global move as it is unlikely to find vacant lattice sites around to accommodate a group of

monomers at a time without overlapping with each other. The bond rebridging move was

proposed to resolve the difficulty [129]. It is termed a “long range move” in the original paper

for its capability of generating a very different compact conformation from another compact

one, which makes it powerful in exploring different parts of the conformational phase space.

Description of the move

We now describe the move using a square lattice. Again, it can be generalized to a cubic

lattice in a similar manner.

1. Pick two consecutive monomers, i and i + 1, randomly. The displacement vector

between them gives the local direction of the chain.

2. Choose a unit vector at random which has a direction normal to the one formed by

the selected monomers (there are two such directions on a square lattice and four on a

cubic lattice).
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3. If the neighbors of monomers i and i+ 1 in the chosen direction are occupied by two

other adjacent, bonded monomers, two parallel strands are found. Proceed to the next

step in this case. Otherwise the process starts over again.

4. Denote the sites neighboring to monomers i and i+1 as j and k respectively as shown

in Figure 4.9(a). If k − j = −1, the two strands are anti-parallel and move type 1

will be performed. Otherwise, the two strands are parallel and move type 2 will be

performed.

5. Type 1 move:

(a) Cut the links between i and i+ 1, and between j and k.

(b) Make a link between i and j, and a link between i + 1 and k. The chain is now

broken into a segment and a loop.

i i+1

j k
1234

5 6 7 8

9101112

(a)

i’ i’+1

j’ k’

1234

5 6 7 8

9101112

(b)

i’ i’+1

j’ k’

1234

5 6 7 8

9101112

(c)

12

3 4

567

8

910

11

12

(d)

Figure 4.9: Type 1 bond rebridging move.
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(c) Choose two consecutive monomers i′ and i′ + 1 in the loop at random to form a

vector, and see if a segment parallel (or anti-parallel) to it can be found. If so, do

the “cut-and-join” again like steps (a) - (b); if not, a move cannot be performed

and the whole process starts over again.

(d) Renumber the monomers to restore the sequence of the chain; reassign the H/P

type accordingly.

Type 2 move:

(a) Cut the links between i and i+ 1, and between j and k.

(b) Make a link between i and j, and a link between i+ 1 and k.

(c) Renumber the monomers.

i i+1

j k

789

12 13 14

54321

6

1011

15

(a)

i i+1

j k

789

12 13 14

54321

6

1011

15

(b)

987

4 3 14

11121321

10

65

15

(c)

Figure 4.10: Type 2 bond rebridging move.

The bond rebridging move can also be performed to an end monomer as an end move as

illustrated by the following (Figure 4.11):

1. An end monomer is chosen at random and denoted as i.

2. Out of the three neighboring sites which are not directly connected to the end monomer,

choose one at random. If it is empty, try another site; otherwise, denote it as j.

3. Join monomers i and j.
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4. A bond between j and one of its neighbors is cut so that a valid configuration is formed.

5. Renumber the monomers to restore the sequence of the chain; reassign the H/P type

accordingly.

i

j

765

2 11 10

151413121

8

43

9

(a)

i

j

765

2 11 10

151413121

8

43

9

(b)

765

2 13 14

91011121

8

43

15

(c)

Figure 4.11: Bond rebridging move involving an end monomer.

A bond rebridging move is effective for high density polymers as it rearranges the bonds

rather than displacing the monomers. And as the move itself obeys detailed balance, it

is unnecessary to correct the acceptance probability in Eq. (4.10) as for pull moves. One

obvious drawback of the bond rebridging move, however, is the non-ergodicity, as movements

of monomers are not involved.

4.5.4 Combination of different moves and algorithms

The two trial moves are called with different probabilities. Bond rebridging move transforms

a polymer from one compact state to another without uncoiling, making it more efficient

than pull moves in dealing with densely packed polymers. It also makes a huge energy dif-

ference between consecutive moves; yet its acceptance rate is rather low because there are

only a small number of possible moves available for a given configuration. This drawback is

compensated for with a higher calling ratio. In our simulations, every time a new configura-

tion is to be generated, there is an 80% chance that bond rebridging moves would be used

and only a 20% chance pull moves would be used.
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However, it should be noted that these non-traditional trial moves alone are not able

to give correct low temperature thermodynamics if they are not combined with a suitable

Monte Carlo algorithm. As an illustration, we have compared WL with Metropolis sampling

in obtaining the specific heat of the 2D36 sequence interacting with a very weak attractive

surface in Figure 4.12. The two transition peaks at low temperature are clearly missing

in the Metropolis case, even though a very large number of trial moves (108) was used!

Although Metropolis sampling gave a seemingly correct answer with small statistical errors,

the low temperature results are obviously wrong, for they fail to predict the adsorption and

“flattening” processes (which will be introduced in Chapter 5) at low temperature, even

when combined with pull moves and bond rebridging moves.

We thus stress that an appropriate combination of both the sampling method and trial

updates is crucial in obtaining correct results from a Monte Carlo simulation.
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Figure 4.12: Comparison between Wang-Landau and Metropolis sampling in obtaining the
specific heat of 2D36 interacting with a very weak attractive surface, for which εS/εHH = 1/12.
15 independent runs were performed for both algorithms to obtain statistical errors (which
are not shown as they are smaller than the data points).
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Chapter 5

Identifying Structural “Transitions”

by Thermodynamic and Structural

Quantities in a Short HP Sequence

In this chapter, we will present our earliest simulation results for two short HP benchmark

sequences, 2D36 and 3D48. We will discuss and compare some fundamental physical proper-

ties of 2D36, both in the absence and presence of a substrate. We will then demonstrate how

these structural changes, or “phase transitions”, can be identified utilizing thermodynamic

quantities like the specific heat, together with the thermal dependence of some structural pa-

rameters introduced in Chapter 3. This chapter serves both as a presentation of our results,

and as an illustration of our method of analysis. Some of the results have been published in

Refs. [132], [133] and [134].

For the examples shown in this chapter, 15 independent runs were performed with the

simulation parameters given in Chapter 4 to obtain statistical errors. CPU time grows with

the size of the energy range of the systems: it takes about 15 minutes to finish a simulation

on an AMD Opteron dual-core 2.2 GHz processor for the surface-free case using 19 energy

46



bins; 5-10 hours for the strong attractive surface case with 51 energy bins; but around 10

days are generally needed for the weak attractive surface where there are 242 energy bins in

the full energy range.

5.1 The density of states

The immediate output from a Wang-Landau sampling is the density of states in energy,

g(E). Figure 5.1 shows some typical densities of states for sequence 3D48 in the absence of

a surface (both in two and three dimensions), and in the presence of a strongly attractive

surface (εS/εHH = 1 or 2). The difference in the magnitude of g(E) grows with the chain

length of the sequence. For 3D48 as shown in Figure 5.1, the densities of states span a wide

range of about 30 orders of magnitude for the adsorption cases. For 3D103 (which is not

shown here), the density of states spans an even wider range of about 60 orders of magnitude.

This huge difference in the degeneracy of high and low energies is one of the reasons why

even a small lattice polymeric system is difficult to simulate. This also explains why the

ground state search is a challenge.

Figure 5.2 shows an interesting g(E) obtained for 3D36, interacting with a very weakly

attractive surface (εHH = 12, εS = 1). The g(E) looks like saw-teeth with spikes every

multiple of εHH . This is a typical shape for a g(E) of a system with a weakly attractive

surface when εSH or εSP < εHH . To understand why a spike exists, we now take the system

in Figure 5.2 as an example. The second spike from the right occurs at E = −12, and there

are two ways of achieving it: (i) by forming one H-H interaction and no surface interaction,

i.e., nHH = 1, nSH = nSP = 0; (ii) by forming no H-H interaction but 12 surface interactions,

i.e., nHH = 0, nSH + nSP = 12. Therefore, there are more combinations of getting an energy

which is a multiple of εHH , and this extra degree of freedom comes from the formation of

H-H interactions. Another way of seeing this is to count the number of spikes. In Figure
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Figure 5.1: The densities of states in energy for 3D48 in free space and with two strongly
attractive surfaces. Errors are smaller than the data points.

5.2, there are 18 spikes excluding the one at E = 0. In a 3D free space case without the

attractive surface, the ground state energy is found when nHH = 18 (as will be discussed in

the following section). This agreement with the number of spikes shows another evidence

that the spikes correspond to the numbers of nHH available in the system.

Next we would like to stress the importance of obtaining g(E) with lowest energy states

in the calculation of thermodynamics. Here, we look at an example demonstrated by a

simulation for 3D48 interacting with a relatively weakly attractive surface, in which εHH =

2, εSH = 1, εSP = 0. Ten individual runs were started at the beginning, six of which found the

ground state E = −79, but four of which only discovered the first excited state E = −78.
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Figure 5.2: The densities of states in energy for 2D36 interacting with a very weakly attrac-
tive surface (εHH = 12, εS = 1). Errors are smaller than the data points. The inset shows a
close-up of one of the saw-teeth in the high energy region.

These runs were then divided into two groups and the specific heat curves CV /N were

calculated separately and were compared in Figure 5.3. From the top inset of the figure,

one can see that the transition peak height and temperature are not much affected, as both

results agree with each other to within the error bars. However, from the lower inset of the

figure, which shows CV /N at a very low temperature, a shoulder exists for the one calculated

from the g(E) with the ground state, and it is clearly missing for the one calculated from the

g(E) without the ground state. For only a difference of whether the ground state has been

included in the calculation, a significant discrepancy in the low temperature thermodynamics

is resulted. This is also a major cause of the difficulty in studying the low temperature
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behavior of polymeric systems.

0.0 0.5 1.0 1.5
k

B
T  / ε

HH

0.0
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C
v 

/ N

g(E) obtained down to E
min

 = −78

g(E) obtained down to E
min

 = −79

0.5 0.6 0.7

1.1

1.2

Figure 5.3: Effect of the range of density of states on the low temperature regime of the
specific heat CV /N for 3D48 interacting with a weak attractive surface (εHH = 2, εSH =
1, εSP = 0). Four runs obtained g(E) down to E = −78, while six runs obtained g(E) down
to E = −79. The inset magnifies the peak region of the specific heat.
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5.2 Structural changes in the absence of a substrate

The thermodynamics and structural transitions of an HP chain folding freely on a 3D cubic

lattice without an adsorbing substrate have been studied extensively in some existing work.

Generally speaking, the acquisition of the ground state structure is a two-stage process:

the coil-globule transition at a higher temperature, and a globule-ground-state transition

at a lower temperature. These can be verified by investigating the equilibrium states as

temperature decreases.

At high temperature, the HP polymer has a random, extended coil structure. As the

temperature is lowered, it undergoes a coil-globule transition to form a fairly compact struc-

ture, in which a hydrophobic core is primarily constructed in the center and polar residues

residing on the outside. Nonetheless, this globule is not perfectly packed and some loose

monomers can still be found. This hydrophobic core forming process involves rapid forma-

tion of H-H pairs that causes a vast decrease in energy and thus a pronounced peak in the

specific heat.

Further decrease in temperature induces the globule-ground-state transition, where the

globule is first partially unwound then collapses again to form a compact ground state, where

the hydrophobic core attains an optimal shape that minimizes the energy. This process causes

some energy fluctuations but not as much as the coil-globule transition, leading to a smaller

peak or a shoulder in the specific heat.

However, depending on the HP sequence, the globular phase might not exist in some cases.

The acquisition of the ground state is then a single process of coil-ground-state transition.

To obtain a verification of the above descriptions, we simulated the sequences 2D36 and

3D48 in a two-dimensional and a three-dimensional free space. For 2D36, we will compare

its fundamental structural transitions in the vicinity of an absorbing bottom surface in the

following sections. Results for other larger sequences will be presented in Chapter 6.
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The specific heat and typical states before and after the transition occurs are shown in

Figure 5.4. 2D36 undergoes a collapse transition as temperature decreases in both the 2D

and 3D cases, resulting in a compact hydrophobic core with polar residues residing on the

exterior to screen the core from the polar solvents. However, the folding to the ground state

from a random coil in the 3D space is a single process instead of the two-step process as

expected. It is probably because the sequence is too short, and so the construction of a

hydrophobic core seems to be highly cooperative and straight-forward.

We then turn to the specific heat for 3D48 as shown in Figure 5.5. In the 3D free

space case, the coil-globule transition is signaled by the peak at kBT/εHH ≈ 0.5, while the

acquisition of ground state from a globule is signaled by the shoulder at kBT/εHH ≈ 0.25.

This is, of course, in complete agreement with the aforementioned studies.
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Figure 5.4: The specific heat and typical states before and after the coil-globule transition for
2D36. The HP chain is displayed with orange (larger) polar and grey (smaller) hydrophobic
residues.
(a) The two-dimensional free space case. The ground state energy is found to be E = −14;
equivalently, 14 H-H bond pairs are formed (nHH = 14).
(b) The three-dimensional free space case. The ground state energy is found to be E = −18
(i.e., nHH = 18).
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Figure 5.5: Comparison of the specific heat for 3D48 in a two-dimensional and a three-
dimensional free space.

54



5.3 Limiting behavior in the presence of a substrate

The two cases in free space together serve as the “asymptotic” folding behavior in two

limiting cases. Since 2D36 was originally designed for folding on a square lattice to attain

a square hydrophobic core in the ground state configuration [77], it is therefore an ideal test

case for comparing the ground state configurations when the chain interacts with a strongly

attractive surface in a 3D space.

The 2D free space case resembles the limit of a surface with infinite attractive strength,

since it is equivalent to restricting all monomers of the HP chain on the surface to yield a

film-like, two-dimensional ground state. The 3D case corresponds to another limit where

the surface is extremely weakly attractive. It also sets a reference to the high temperature

thermodynamics for the adsorption cases when the HP protein is not interacting with the

surface.

These limiting cases are also useful in visualizing upper and lower bounds for thermody-

namic observables, and they serve as an aid to understanding the details of folding behavior.

Besides the specific heat, another demonstrative quantity is the averaged radius of gyration

per monomer, 〈Rg〉 /N . In Figure 5.6, we show the 〈Rg〉 /N for 3D48 interacting with a

surface attracting all monomers. The radii of gyration for the two limiting cases are plotted

in the same figure.

Drawing a simple connection to the self-avoiding random walk on square and cubic lat-

tices, it is obvious that 〈Rg〉 is largest when all the monomers are forced to sit on the surface

to form planar structures, while 〈Rg〉 is smallest when the HP chain is allowed to fold freely

in a three-dimensional space to form 3D structures. For this reason, the 2D and 3D free

space cases give the upper and lower bound of 〈Rg〉, respectively, for the cases where the HP
chain interacts with a surface, as seen in the lower panel of Figure 5.6. Generally speaking,

when the HP chain is placed near a surface of finite attractive strength, it remains as an
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Figure 5.6: Upper panel: Specific heat CV /N as a function of the effective temperature
kBT/εHH for 3D48 interacting with a surface which attracts all monomers with different
strengths. Lower panel: Averaged radii of gyration per monomer, 〈Rg〉 /N , as a function
of kBT/εHH, for 3D48 interacting with a surface which attracts all monomers with differ-
ent strengths. Note that kBT is scaled with the internal attraction strength, εHH , so as
to compare different systems in the same energy scale. In this manner, any difference in
quantities comes solely from the surface strength εS. Errors smaller than the data points
are not shown.
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extended coil at high temperature as if the surface is absent. The radii of gyration for all

cases thus coincide with the 3D, surface-free one.

As the temperature decreases, the HP chain interacting with a stronger attractive surface

(εS/εHH = 2) starts the adsorption process the earliest at kBT/εHH ≈ 5.0 as its 〈Rg〉
“departs” from the lower bound and begins to approach the upper bound. Such an adsorption

transition is clearly signaled by the peak in CV centered at kBT/εHH ≈ 4.25. At kBT/εHH ≈
1.0, 〈Rg〉 merges with the upper bound signifying a complete adsorption of all monomers.

The formation of a hydrophobic core in which the number of intra-chain H-H interactions,

nHH , is maximized, then takes place entirely on the surface until the ground state is reached

at zero temperature. This process in the low temperature regime is identical to the one in

two-dimensional free space, as indicated by the complete agreement in the radii of gyration

and the coincidence of the peaks at kBT/εHH ≈ 0.5 observed in CV .

The thermodynamics for the surface with εS/εHH = 1 is qualitatively similar to that of

the former case except that it requires a lower adsorption temperature. Since the radii of

gyration for both surface types end up with the same value as the upper bound at kBT/εHH =

0, one may expect that the ground state conformations for both systems are two-dimensional.

This has been confirmed by measuring the number of surface contacts (nSH = nSP = 24,

meaning the entire chain is in contact with the surface) and the number of H-H interactions

(nHH = 21, which is the same as the ground state of the 2D limiting case).

While the two peaks in the specific heat for the surface with εS/εHH = 1
2
tend to give

the impression that this situation has the same qualitative folding behavior as the previous

cases, the shape of the radius of gyration clearly distinguishes it from the others, apart

from showing that the ground state is now three-dimensional. This is the first sign that the

specific heat alone is not sufficient to reveal all structural transition behavior. Indeed, the

transition hierarchy, i.e., the order of occurrence of different transition processes, is different

from the other two in this case. This can only be verified by examining other structural
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parameters, as we shall see in the following sections.

5.4 Structural transitions in the vicinity of a weakly

adsorbing surface

With a surface that attracts both H and P monomers, the HP chain exhibits a much richer

range of structural “phase transitions” due to the competition between surface adsorption

and attraction within the polymer. The different structural “phase transitions” are best

illustrated by considering the 2D36 sequence interacting with a very weak attractive surface

(εS = 1
12
εS). The top portion of Figure 5.7 shows the specific heat as compared to that of

the three-dimensional free space case, while the temperature dependence of the structural

properties is shown in the bottom portion.

The height of the non-attractive wall is set to be hw = N + 1 = 37, i.e., there are 36

layers between the two horizontal surfaces, the 36mer can touch both surfaces with its ends

only when it is a fully stretched, vertical chain.

While there is only a single peak corresponding to the coil-globule transition at kBT/εHH ≈
0.5 for a free chain, three distinct peaks are observed in the case with a weakly attractive

surface. These maxima correspond to three basic phase transitions respectively (from high

to low temperature): (i) hydrophobic core (H-core) formation, (ii) adsorption, and (iii)

“flattening” of an adsorbed structure. From the comparison with the free space case, it is

obvious that the two transitions in the low temperature regime are due to the influence of the

attractive substrate. The individual transitions are explained in the following subsections.
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Figure 5.7: Upper panel: The specific heat of sequence 2D36 interacting with a weakly
attractive surface (εS = 1

12
εHH, hw = 37) and without the presence of the surface. Typical

configurations are shown for several different temperatures. Lower panel: The radius of
gyration per monomer, and the thermal derivatives of the numbers of H-H contacts as well as
surface contacts. Horizontal arrows besides the labels indicate the scales that the quantities
are using. For both graphs, error bars smaller than the data points are not shown.
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5.4.1 Hydrophobic core formation / collapse transition

Referring to Figure 5.7, the specific heat shows the largest peak at the effective temperature

kBT/εHH ≈ 0.5. This is the same coil-globule transition as the one found in free space,

which is clearly demonstrated by the overlap of the specific heat from the two cases. During

this stage, the HP polymer transforms from an extended chain-like structure to a compact,

but desorbed, globule. Typical structures are much the same as the collapsed states of the

free chain in the absence of the surface, as shown in the same figure. The radius of gyration

is rapidly decreasing and the number of H-H contacts is rapidly increasing (which results in

a peak in its thermal derivative) upon cooling. Both pieces of information support the idea

that they are the very same coil-globule transformation.

5.4.2 Adsorption

The middle peak at kBT/εHH ≈ 0.18 signals protein adsorption, during which the compact

HP globule “docks” at the surface with the hydrophobic core remaining intact. As seen in a

typical configuration of this kind in Figure 5.7, the “freshly” adsorbed globule spans several

layers vertically, and the total energy of the system is lowered slightly due to the contact

with the surface. The thermal derivatives of the numbers of surface contacts for both H and

P monomers thus show a peak at the same temperature due to the rapid increase in the

surface contacts.

5.4.3 Flattening

Further decrease in temperature brings the system to the third transition at kBT/εHH ≈
0.05 where the system maximizes the number of surface interactions without sacrificing an

intact, energetically minimized hydrophobic core. Forming H-H contacts is immensely more

energetically favorable than forming surface contacts with a large value of εHH .
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The thermal derivative of the number of surface-P contacts has maxima at the same

temperatures as both of the low temperature specific heat peaks. The radius of gyration

also increases at low temperature because the protein is flattening out on the surface and

becoming rather two-dimensional in shape.

One interesting feature is a subtle shoulder at kBT/εHH ≈ 0.02 in the specific heat. This

shoulder is a “crossover” signal owing to a transition from the ground state to the first few

excited states at low temperature. This behavior is similar to that in the case reported in the

investigation of freezing and collapse of homopolymers [102,135], for which a signal is caused by

the big difference in the numbers of possible configurations for the ground state and the first

excited states. The difference for our case is that this excitation is an effect purely due to

the existence of the surface, as the same weak shoulder is also found in d〈nSP 〉
dT

. In addition,

the excitation from the ground state to the first few excited states can only be due to the

decrease in one surface-P contact.

Typical states at kBT/εHH = 0 and kBT/εHH ≈ 0.02 suggest that the difference in the

numbers of available ground states and first few excited states is most probably due to the

additional shape of a hydrophobic core available at kBT/εHH ≈ 0.02, resulting in a much

larger number of first excited states available than the ground states. At kBT/εHH = 0

where the polymer occupies just ground states, only a rectangular core is able to maximize

the number of surface-P contacts that minimizes the energy. This gives the ground state

energy E = −241 (nHH = 18, nSH = 8, nSP = 17). An example of such a structure is shown

in the leftmost configuration in Figure 5.7. At kBT/εHH ≈ 0.02 where first and second

excited states dominate, two hydrophobic core shapes are observed: a rectangular and an

“L-shape” as shown in Figure 5.8. Since these two cores have the same energetic contribution

(nHH = 18, with 8 H monomers interacting with the surface for both cases), the excitation

from the ground state to the first few excited states can involve a change in the hydrophobic

core shape in addition to losing a surface-P contact.
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Figure 5.8: First excited states of 2D36 interacting with a very weakly attractive surface,
with energy E = −240 (nHH = 18, nSH = 8, nSP = 16).

To summarize at this point, the three transitions, namely, hydrophobic core formation,

adsorption and flattening, can be identified by comparing the peak positions of the specific

heat and those of the structural quantities. The thermal derivative of 〈nHH〉 peaks for H-

core formation, while the thermal derivatives of 〈nSH〉 and 〈nSP 〉 peak for adsorption at a

higher temperature, and flattening at a lower temperature due to the fact that the flattening

process has to take place after the protein is adsorbed on cooling. In some cases, it is also

possible that flattening is signaled by a shoulder, or only a peak in either d〈nSH〉
dT

or d〈nSP 〉
dT

but not both.

5.5 Structural transitions in the vicinity of a strongly

adsorbing surface

If the surface is strongly attractive, the transition behavior is quite different from the previous

case as shown in Figure 5.9. For the surface strength we have chosen to illustrate here

(εS = 2εHH, hw = 37), only two peaks with a weak bump in between are seen in the specific
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heat. The peak at kBT/εHH ≈ 3.9 indicates an adsorption transition, and the peak at

kBT/εHH ≈ 0.35 corresponds to the H-core formation that takes place completely on the

surface. The bump at kBT/εHH ≈ 2.0 then signals the flattening stage.

Understanding this in conjunction with the snapshots of the typical states, we see that at

high temperature where the specific heat shows a peak, the extended HP chain first adsorbs

on the surface until a significant number of monomers touch it. This is in agreement with

the peaks in the derivatives of the numbers of surface contacts at the same temperature.

In the temperature range kBT/εHH ≈ 3 down to kBT/εHH ≈ 1, the partly adsorbed chain

flattens itself out until all monomers come into contact with the surface. Again, the specific

heat and the derivatives of the number of surface contacts echo each other by revealing

convex bumps at the same temperature. The radius of gyration increases rapidly in this

temperature range as the structure becomes more and more planar. However, the chain

remains extended without forming many H-H contacts during this stage, and no signal is

found from the derivative of the number of H-H contacts. As a third step the fully adsorbed,

yet expanded, two-dimensional chain undergoes a collapse transition at kBT/εHH ≈ 0.35 to

maximize the number of H-H contacts before adopting a film-like, compact structure. This

is clearly signaled by the sharp peaks in the specific heat and the derivative of the number

of H-H contacts at that temperature.
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Figure 5.9: Upper panel: The specific heat of sequence 2D36 interacting with a strongly
attractive surface (εS = 2εHH , hw = 37). Typical configurations are shown for several
different temperatures. Lower panel: Radius of gyration and thermal derivatives of the
numbers of H-H contacts as well as surface contacts. Horizontal arrows besides the labels
indicate the scales that the quantities are using. For both graphs, error bars are not shown
as all are smaller than the data points.
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5.5.1 Entropic effects of surface separation in a simulation

There are also cases where the flattening process combines with the adsorption process. In

this case no signal is observed between adsorption and H-core formation. An example is

shown in Figure 5.10, where a slightly weaker surface attractive field is used (it is still a

strongly attractive surface but not as strong as the previous one, with εS = εHH , hw = 37).
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Figure 5.10: The specific heat of 2D36 interacting with a strongly attractive surface (εS =
εHH , hw = 37). Error bars smaller than the data points are not shown.

Figure 5.10 also shows the influence of the entropic effects on the transition behavior

due to the height hw of the non-interacting wall bounding the chain from above. When

the two surfaces are made further apart, i.e., hw becomes larger, the system can take on

more possible configurations due to the additional vertical translational degree of freedom.

The entropy for a macrostate, S = −kB log Ω (where Ω is the thermodynamic probability,

which can be interpreted as the number of accessible configurations for that macrostate),
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thus increases with hw. This change in entropy as a result of a change in the number of

possible configurations is termed the entropic effect.

The desorption-adsorption transition thus shows a systematic dependence on hw. A

smaller hw restricts the vertical movements of the HP chain to a larger extent, resulting

in a smaller entropy gain (and thus a less pronounced peak in the specific heat) as less

translational variations of the same configuration are allowed. The chain is also more likely to

be on the attractive surface, resulting in a higher adsorption temperature. This dependence

of the adsorption transition peak on hw was also reported recently [136], where an off-lattice

homopolymer model is used to study polymer adsorption.

The low temperature collapse, however, is obviously not affected at all, as it takes place

on the attractive surface regardless of where the steric upper surface is placed.

5.6 Effect of surface attraction on the structural tran-

sitions

As shown in the few examples here, structural transitions may occur in different orders for

different surface attractive strengths when temperature changes. Some transitions may not

give distinct signals in specific heat but merely in particular structural parameters. It is

thus essential to analyze specific heat together with structural quantities to identify various

“phases”.

With longer HP chains, our interpretation of selected structural parameters suggests that

the hierarchies of structural phase transitions for this model can be generalized into a few

categories, for which the occurrence can be closely related to the surface attractive field

strength. In the following chapter, we are going to explore these in great detail.
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Chapter 6

Generic Transition Hierarchies

In the last chapter, we have illustrated that it is crucial to identify structural “phase tran-

sitions” by analyzing the thermodynamics of some structural quantities in addition to the

specific heat using a short sequence 2D36 as an example. Three major structural changes,

H-core formation, adsorption, and “flattening”, are observed. In this chapter, we shall

first demonstrate, by sequence 2D36 again, that these structural transitions occur at differ-

ent temperatures when the surface attractive field strength varies. The transitions arrange

themselves in different orders of occurrence, which lay the foundation of the hierarchies of

the structural phase transitions and has been published in Ref. [137]. To build a connection

to some existing work, we will also distinguish a few basic structural “phases” which were

identified previously [108,112,113]. They are, namely, adsorbed compact (AC), adsorbed globu-

lar (AG), adsorbed expanded (AE), desorbed compact (DC), and desorbed expanded (DE)

phases. Note that as these phases were defined primarily based on the transitions identified

by the specific heat, they are not perfect classifications for the phases found in our study.

It is because we have defined transitions using structural quantities as well. As a result,

two structures before and after a transition in our study might belong to the same phase

according to the existing definitions of phases.
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Next, we shall show in deeper detail, with evidence provided by some longer benchmark

sequences, that the same hierarchical changes could also be observed by varying the surface

attraction. That leads to the idea of grouping similar transition hierarchies into a single

category. By doing so, a few general categories can be identified, and their relations to the

surface attractions have emerged. These results have been published in Ref. [134].

6.1 Identification of transition hierarchies

Recalling the order of occurrence of the structural transitions in Section 5.4 where the 2D36

interacts with a very weakly attractive surface, H-core formation takes place at the highest

temperature, adsorption follows, and flattening occurs at the lowest temperature (see Figure

6.1). This is referred to as Category IV in our following discussions.

When the surface attraction becomes stronger, the three basic transitions occur in a very

narrow temperature window so that only one peak in the specific heat is observed as seen

in Figure 6.2. In the example we are showing here, these three transitions can be identified

clearly by the structural parameters and show a sequence of adsorption, H-core formation

and flattening with the decrease in temperature. However, we stress that this order could be

different depending on the surface attraction. If the surface attraction is weaker, the order

of transitions would be closer to Category IV. Similarly, with the surface attraction a little

stronger, the order of transitions would be closer to Category II as will be discussed in the

following. As long as these transitions occur at almost the same temperature and give only

one single peak in the specific heat, we group these types of orders of transitions together as

Category III.

By making the surface attraction even stronger, the transitions begin to be separately

distinguishable again. Figure 6.3 shows the thermodynamics for 2D36 interacting with a

surface of moderate attractive strength (εS = 1
2
εHH). Two peaks are present in the specific

68



0.0 0.2 0.4 0.6 0.8

 k
B
T / ε

HH

0.05

0.06

0.07

0.08

0.0

0.2

0.4

0.6

0.8

1.0

Cv / N

<R
g
> / N

0.0 0.2 0.4 0.6 0.8

 k
B
T / ε

HH

-0.25

-0.20

-0.15

-0.10

-0.05

0.00

dT

d<n
SP

>

d<n
SH

>

dT

dT

d<n
HH

>1
N

1
N

N
1

AC AC DC DE

Figure 6.1: Specific heat and structural quantities of 2D36 interacting with a very weak
attractive surface (εS = 1

12
εHH). Typical conformations with their classified phases are also

shown. This is a typical example for the Category IV transition hierarchy.

heat, with adsorption taking place at kBT/εHH ≈ 1.0, a hydrophobic core forms at a slightly

higher temperature (kBT/εHH ≈ 0.35) than that of flattening (kBT/εHH ≈ 0.27). The last

two processes are still indistinguishable by the CV peak at the lower temperature. In terms

of the transition sequence, H-core formation and adsorption have swapped places compared

to Category IV. On cooling, a three-dimensional, adsorbed but extended structure is first

formed after adsorption which takes place at the highest temperature. The lowest energy

state with a two-dimensional hydrophobic core is achieved after the combined action of H-

core formation and flattening. As these two processes closely overlap, no intermediate states

could be singled out between them.

Further increase in surface attractive strength shifts the H-core formation to an even lower
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Figure 6.2: Specific heat and structural quantities of 2D36 interacting with a weak attractive
surface (εS = 1

3
εHH). Typical conformations with their classified phases are also shown. This

is a typical example for the Category III transition hierarchy.

temperature as shown in Figure 6.4, where a strong attractive surface is used (εS = 2εHH).

In this case, there are also two peaks in the specific heat with a weak bump in between. A

comparison with the structural properties clearly distinguishes the three basic transitions,

which now occur at well separated temperatures. Adsorption takes place at kBT/εHH ≈ 4.0;

H-core formation at kBT/εHH ≈ 0.4; the bump occurring between kBT/εHH ≈ 1.0 and

kBT/εHH ≈ 3.0 is a signal of flattening.

With this transition ordering, the desorbed, extended protein first adsorbs on the surface

to form a three-dimensional, adsorbed yet extended structure. After the flattening process,

most of the monomers contact with the surface but the chain is still not compact. The

H-core formation finally takes place on the surface, forming a two-dimensional ground state
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Figure 6.3: Specific heat and structural quantities of 2D36 interacting with a moderately
attractive surface (εS = 1

2
εHH). Typical conformations with their classified phases are also

shown. This is a typical example for the Category II transition hierarchy.

with a hydrophobic core. Comparing with Category II, H-core formation and flattening have

swapped places in this case, which we regard as the Category I transition.

As we have seen in these examples from 2D36, the three basic transitions, H-core forma-

tion, adsorption, and “flattening”, occur at different temperatures when the surface attrac-

tive strength varies, giving rise to a different order in structural changes. As a consequence,

an extended, desorbed protein goes through a different path in conformational space to-

wards the acquisition of compact, adsorbed ground states. Structures of the intermediate

and ground states thus vary from case to case and are completely dependent on this order

(or hierarchy) of transitions.

The four major transition categories in the previous examples were identified from a
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Figure 6.4: Specific heat and structural quantities of 2D36 interacting with a strong attractive
surface, in which εS = 2εHH . Typical conformations with their classified phases are also
shown. This is a typical example for the Category I transition hierarchy.

combination of the specific heat, average radius of gyration 〈Rg〉, and the thermal derivative

of the average number of H-H interactions, d 〈nHH〉 /dT , and those of the numbers of surface

contacts, d 〈nSH〉 /dT and d 〈nSP 〉 /dT . Nevertheless, since all these changes in structural

parameters are interrelated to each other, the classification of transition categories can be

simplified as considering only the combined patterns of CV and 〈Rg〉, where the order of

occurrence of different folding process is “encoded”:

Category I CV shows two peaks, a bump between the peaks might be possible, 〈Rg〉 shows
a maximum between these two peaks

Category II CV shows two peaks, 〈Rg〉 decreases upon cooling. In the very low tempera-
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ture regime, it might rise back up a little to form a minimum when the temperature

approaches zero

Category III CV shows only one peak with possible shoulders, 〈Rg〉 decreases on cooling

Category IV CV shows three distinct peaks, 〈Rg〉 decreases upon cooling. In the very

low temperature regime, it might rise back up a little to form a minimum when the

temperature approaches zero

Nevertheless, this simplified classification scheme should only be used as a coarse outline

when details are not of importance. Later in Section 6.7, we shall show that this classification

outline is not able to pick up a subtle crossover between two categories.

We also observe that 〈Ree〉 behaves quite similarly as 〈Rg〉 but is less reliable at low

temperature where compact structures are mainly found. For this reason our analysis relies

on 〈Rg〉 rather than on 〈Ree〉.

6.2 Comprehensive analysis of longer HP sequences

So far, the transition hierarchies are identified by a comprehensive analysis of different struc-

tural parameters of the systems, as illustrated by examples of a rather short sequence, 2D36.

We extended the analysis to some longer benchmark HP sequences interacting with dif-

ferent surface attractions. Specifically, three other HP sequences, 3D48, 3D67 and 3D103,

were first simulated and their transition categories were determined (see Table 6.1). The

thermodynamic properties will be reported in Sections 6.3 − 6.5. Based on the category

information we obtained from these three sequences, we have set up a classification scheme

for the transition categories related to the surface attractive strength and the internal H-H

interaction strength, namely, (εSH + εSP )/εHH .

The second data analysis stage involves the “validation” of the inferred rule set forth by
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the three aforementioned sequences. We have simulated two other benchmark sequences,

3D48.1 and 2D64 (folding in a three-dimensional space), categorized their transition behav-

iors and saw if the results match with the prediction. These results will be presented in

Section 6.8.

Note that only Categories I to III are realized from the systems in Table 6.1. It is because

the numbers of energy bins become larger and larger when the surface becomes weaker and

weaker, and the computation time grows with the number of energy bins. It has become very

computationally inefficient to simulate a long sequence with a weakly attractive surface.

surface εHH εSH εSP 3D48 3D67 3D103

Free space without surface:
2D 1 / / −21 −29 −32
3D 1 / / −34 −56 −58

Surfaces attract all monomers:
A1 1 1 1 −69 (I) −96 (I) −135 (I)
A2 1 2 2 −117 (I) −163 (I) /
A1/2 2 1 1 −93 (II) −132 (II) −167 (I/II)

Surfaces attract only H monomers:
H1 1 1 0 −49 (II) −72 (II) −80 (II)
H2 1 2 0 −73 (I) −108 (I) /
H1/2 2 1 0 −79 (III) −118 (II) −128 (III)

Surfaces attract only P monomers:
P1 1 0 1 −48 (II) −69 (II) −100 (I/II)
P2 1 0 2 −71 (I) −91 (I) /
P1/2 2 0 1 −79 (III) −123 (II) −150 (II)

Table 6.1: Systems simulated using the sequences 3D48, 3D67 and 3D103. Different attrac-
tive surface types and strengths are abbreviated in the surface labels (A, H or P stand for
the surface types, the numbers stand for the ratio between εSH or εSP and εHH). The lowest
energy found during the estimation of g(E) for each system is reported, with the Roman
number in the parentheses denoting the classification of transition categories.
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6.3 Category I: folding behavior with a strongly at-

tractive surface

Figure 6.5 shows a typical transition of Category I demonstrated by 3D67 interacting with

surface A2, for which εS = 2εHH. It is characterized by two pronounced peaks in CV , with

〈Rg〉 attaining its maximum between them as seen in the upper panel of the figure. The

nature of transitions to which the two peaks in CV correspond are identified by comparing

them with d 〈nHH〉 /dT and d 〈nSH〉 /dT in the lower panel. Since the surface attracts both

types of monomers equally, d 〈nSP 〉 /dT shows similar behavior as d 〈nSH〉 /dT and thus is not

shown in the figure. The peak at kBT/εHH ≈ 2.2 in CV represents the desorption-adsorption

transition where d 〈nSH〉 /dT peaks at the same temperature. The peak at kBT/εHH ≈ 0.2

represents the H-core formation as d 〈nHH〉 /dT also shows a peak at that position. 〈Rg〉
decreases most rapidly during this process when temperature is lowered.

A closer look at CV in Figure 6.5 shows a weak bump between kBT/εHH ≈ 0.5 and

1.75. The same phenomenon is also observed in d 〈nSH〉 /dT (and d 〈nSP 〉 /dT ), suggesting
that this is a region where the HP chain keeps forming contacts with the surface until

it adsorbs completely on the surface, which is the “flattening” of the structure. It is also

evidenced by the continuous increase in the average radius of gyration 〈Rg〉 with the decrease

of temperature. When the surface attraction is sufficiently strong, “flattening” occurs right

after the chain is adsorbed to the surface but before the H-core formation. A similar case is

shown by the 3D48 interacting with the A2 surface (εS = 2εHH) as shown in Figure 6.6, in

which a bump for “flattening” is also observed in CV between the adsorption and the H-core

formation peak.
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Figure 6.5: Thermodynamics of 3D67 interacting with surface A2 (εS = 2εHH), which shows
a typical Category I transition.
Upper panel: Specific heat, CV /N , and the average radius of gyration per monomer,
〈Rg〉 /N , as a function of the effective temperature kBT/εHH. The horizontal arrows beside
the labels indicate the axes to which the quantities refer.
Middle panel: Typical configurations at different temperatures.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average number of surface contacts of H monomers per
monomer, (1/N)d 〈nSH〉 /dT , as a function of kBT/εHH.
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Figure 6.6: Upper panel: The specific heat, CV /N , and the average radius of gyration per
monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D48 interacting
with surface A2 (εS = 2εHH), another example of a Category I transition in which a flatten-
ing bump is present. The horizontal arrows beside the labels indicate the axes to which the
quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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However, there are cases where this “flattening” bump is not observed in CV , as seen

from two other examples for 3D67 (Figure 6.7) and 3D103 (Figure 6.8) with different surface

attractions. The flattening process might have been “integrated” within adsorption, or it

simply does not cause energy fluctuations to give an obvious signal in CV . In the latter case,

signals can be found in other structural quantities like d 〈nSH〉 /dT or d 〈nSP 〉 /dT .
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Figure 6.7: Upper panel: The specific heat, CV /N , and the average radius of gyration per
monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D67 interacting
with surface H2 (εSH = 2εHH , εSP = 0), an example of a Category I transition in which a
“flattening” bump is not observed in CV . The horizontal arrows beside the labels indicate
the axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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Figure 6.8: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D103 inter-
acting with surface A1 (εS = εHH), another example of a Category I transition in which a
“flattening” bump is not observed in CV . The horizontal arrows beside the labels indicate
the axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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6.4 Category II: folding behavior with a moderately

attractive surface

Figure 6.9 shows the thermodynamics for the 3D103 with surface P1/2, a typical case in

Category II. Similar to Category I, systems in Category II also show two pronounced peaks

in CV and identification of structural transitions depends on the thermal derivatives of

〈nHH〉, 〈nSH〉 and 〈nSP 〉. The peak at kBT/εHH ≈ 0.85 represents the desorption-adsorption

transition as identified by the peaks in d 〈nSH〉 /dT and d 〈nSP 〉 /dT . Another peak at

kBT/εHH ≈ 0.42 indicates the H-core formation as signaled by a peak in d 〈nHH〉 /dT .
Interesting observations at low temperature are revealed by the thermodynamics of

d 〈nHH〉 /dT , d 〈nSH〉 /dT and d 〈nSP 〉 /dT as shown in the lower panel of Figure 6.9. During

the H-core formation at kBT/εHH ≈ 0.42 where d 〈nHH〉 /dT peaks, troughs are observed in

d 〈nSH〉 /dT and d 〈nSP 〉 /dT . This is a process of “thickening”, during which some of the

surface attachments have to be broken to facilitate the construction of H-H interactions.

When the temperature is further lowered to kBT/εHH ≈ 0.25, a subtle shoulder could

barely be seen in CV and 〈Rg〉 stays still on cooling; d 〈nSP 〉 /dT , however, shows a clear

peak. This suggests that surface contacts for the P monomers are established, demonstrating

the flattening effect. Eventually the structures with minimal possible energy are attained

but they no longer span as many layers vertically as at higher temperature. These structures

are not completely planar as in Category I, as forming surface contacts is not always more

energetically favorable than forming hydrophobic interactions.

Another major feature that differentiates Category II from Category I is the absence of

a maximum for 〈Rg〉 between the two peaks in CV . It decreases upon cooling until the very

low temperature regime. The difference arises from the fact that the flattening of structures

occurs at a lower temperature than the H-core formation in the vicinity of a less attractive

surface, giving rise to another transition hierarchy than Category I.
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Two possibilities for 〈Rg〉 are then observed when the temperature is further lowered: (a)

it keeps descending as in Figure 6.9; (b) it rises back up until T = 0, forming a minimum

below the H-core formation temperature as the 3D48 does in Figure 6.10.
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Figure 6.9: Thermodynamics of the 3D103 interacting with surface P1/2 (εSH = 0, εSP =
1
2
εHH), which shows a typical Category II transition.

Upper panel: The specific heat, CV /N , and the average radius of gyration per monomer,
〈Rg〉 /N , as a function of the effective temperature kBT/εHH. The horizontal arrows beside
the labels indicate the axes to which the quantities refer.
Middle panel: Typical configurations at different temperatures.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and those of the numbers of surface contacts, (1/N)d 〈nSH〉 /dT and
(1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH , respectively.
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Figure 6.10: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D48 in-
teracting with surface A1/2 (εS = 1

2
εHH), another example of a Category II transition in

which a “kink” is formed in the very low temperature regime of 〈Rg〉 /N upon cooling. The
horizontal arrows beside the labels indicate the axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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In some other examples of this transition category (Figure 6.11 and Figure 6.12), CV only

has two major transition peaks, sometimes with a subtle shoulder or a spike merged into the

peaks as a result of a combination of various events. Individual investigation of structural

measures is thus essential to segregate different structural changes.
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Figure 6.11: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D67 inter-
acting with surface P1 (εSH = 0, εSP = εHH). This is an example of a Category II transition
without a “kink” formed in the very low temperature regime of 〈Rg〉 /N upon cooling. The
horizontal arrows beside the labels indicate the axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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Figure 6.12: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D103 in-
teracting with surface H1 (εSH = εHH , εSP = 0). This is another example of a Category
II transition without a “kink” formed in the very low temperature regime of 〈Rg〉 /N upon
cooling. The horizontal arrows beside the labels indicate the axes to which the quantities
refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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6.5 Category III: folding behavior with a weakly at-

tractive surface

When the surface attractive strength further reduces, the adsorption and flattening tem-

peratures decrease accordingly. Category III is identified when the adsorption transition

coincides with H-core formation, giving a single peak in CV associated with a shoulder in

some cases like the example shown in Figure 6.13. The thermodynamics of Category III

transitions looks similar to that in 3D free space: 〈Rg〉 decreases upon cooling and CV peaks

at nearly the same temperature in both cases, except that a higher peak results for Category

III. Since adsorption and H-core formation now occur almost together at nearby tempera-

tures, more conformational degrees of freedom are introduced by the surface interactions,

this higher entropy gain results in a larger CV .

Details of transitions are again provided by d 〈nHH〉 /dT , d 〈nSH〉 /dT and d 〈nSP 〉 /dT .
From the positions of peaks in d 〈nSH〉 /dT and d 〈nSP 〉 /dT , one may identify adsorption at

kBT/εHH ≈ 1.25 and flattening at kBT/εHH ≈ 0.5 respectively. d 〈nHH〉 /dT demonstrates

a wide peak across the adsorption and flattening temperatures, which suggests that the

hydrophobic core is formed roughly in the temperature range kBT/εHH ≈ 0.5− 1.5. Instead

of producing individual peaks in CV , the signals of adsorption and flattening are “bridged”

and smoothed out by the H-core formation, giving only a peak with a shoulder in CV . In

some cases, e.g., Figure 6.14 and Figure 6.15, the shoulder may appear at different locations.

It could become a spike or it could be absent. In these cases, one needs to rely on the

structural quantities again to separate signals for various transitions as illustrated in the

previous discussions.
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Figure 6.13: Thermodynamics of the 3D48 interacting with surface P1/2 (εSH = 0, εSP =
1
2
εHH), which shows a typical Category III transition.

Upper panel: The specific heat, CV /N , and the average radius of gyration per monomer,
〈Rg〉 /N as a function of the effective temperature kBT/εHH . The horizontal arrows beside
the labels indicate the axes to which the quantities refer.
Middle panel: Typical configurations at different temperatures.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and those of the numbers of surface contacts, (1/N)d 〈nSH〉 / dT and
(1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH , respectively.
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Figure 6.14: Upper panel: The specific heat, CV /N , and the average radius of gyration per
monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D48 interacting
with surface H1/2 (εSH = 1

2
εHH , εSP = 0). This is an example of a Category III transition

with a shoulder in CV /N at a very low temperature. The horizontal arrows beside the labels
indicate the axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .

90



0.0 0.5 1.0
 k

B
T / ε

HH

0.04

0.06

0.08

0.0

0.4

0.8

1.2

Cv / N <R
g
> / N

0.0 0.5 1.0
 k

B
T / ε

HH

-0.4

0.0

0.4

dT

d<n
SP

>

d<n
SH

>

dT

dT

d<n
HH

>

1
N

1
N

N
1

Figure 6.15: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D103 in-
teracting with surface H1/2 (εSH = 1

2
εHH , εSP = 0). This is another example of a Category

III transition with a shoulder in CV /N . The horizontal arrows beside the labels indicate the
axes to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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6.6 Category IV: folding behavior with a very weakly

attractive surface

For weaker attractive surfaces, adsorption and flattening occur at even lower temperatures.

They become distinguishable from the H-core formation which takes place at a higher tem-

perature, forming two or even three distinct peaks in CV . We generally classify systems with

this transition hierarchy as Category IV. However, since it is computationally too expensive

to simulate longer sequences with a very weakly attractive surface due to the larger number

of energy bins required, data are only available from the 2D36 sequence.

Although one cannot prove rigorously that there are no other transition categories be-

tween Categories III and IV, it is probably not likely by considering the following “hand-

waving” argument. Assume that adsorption, flattening and H-core formation are the only

three dominant transition processes for HP protein adsorption. There are 3! = 6 ways of

permuting these three processes. But since there is a constraint that flattening has to take

place after (i.e., at a lower temperature than) adsorption, that rules out three permutations

and only three of them are physical upon cooling:

• adsorption → flattening → H-core formation;

• adsorption → H-core formation → flattening;

• H-core formation → adsorption → flattening.

The first two possibilities have already been identified as Categories I and II respectively.

Furthermore, allowing the three transition processes to occur nearly together gives an extra

possibility as Category III. The last possibility is then Category IV, and no other hierar-

chies are possible. Without loss of generality, we thus believe that Category IV is the only

transition hierarchy possible for systems with a very weakly interacting surface.
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6.7 Crossover between two categories

There are also a few individual cases where the transition behavior demonstrates dual prop-

erties of two categories, as seen in the two examples obtained from the 3D103 sequence

interacting with surface A1/2 (Figure 6.16) and surface P1 (Figure 6.17).

At first glance, the combined pattern of CV and 〈Rg〉 in Figure 6.16 suggests that it

belongs to Category I, where flattening occurs in the temperature range kBT/εHH ≈ 1.0

to 2.5. However, further investigation of the thermal derivatives of the numbers of surface

contacts reveals the presence of another flattening process at kBT/εHH ≈ 0.4, which accounts

for the little spike in CV and a kink in 〈Rg〉 at the same temperature. This is obviously a

Category II feature where flattening occurs at a lower temperature than the construction

of an hydrophobic core. Indeed, what happens in this system is that the flattening process

splits into two pieces and takes place both before and after the H-core formation, yielding a

crossover order of transitions between Categories I and II, i.e., adsorption → flattening →
H-core formation → flattening. This phenomenon thus accounts for the mixed signals in the

thermodynamic and structural quantities.

Figure 6.17 shows another example of a mixed Categories I and II transition, in which

the low temperature flattening at kBT/εHH ≈ 0.13 causes a small shoulder in CV and a kink

in 〈Rg〉 respectively.
A remark in identifying this kind of rare events is that the simplified classification method

of analyzing only the combined pattern of CV and 〈Rg〉 as proposed in Section 6.1 have failed

to recognize the low temperature flattening process. The two examples shown above would

have been regarded as Category I if other structural parameters were not looked into. The

simplified method should thus be used merely as a rough guide with caution, and it is more

secure to analyze as many structural properties as possible when categorizing the structural

transition behavior.
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Figure 6.16: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D103 in-
teracting with surface A1/2 (εS = 1

2
εHH). This is an example of a dual behavior of Category

I and II. In both figures, the horizontal arrows beside the labels indicate the axes to which
the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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Figure 6.17: Upper panel: The specific heat, CV /N , and the average radius of gyration
per monomer, 〈Rg〉 /N , as a function of the effective temperature kBT/εHH for 3D103 inter-
acting with surface P1 (εSH = 0, εSP = εHH). This is another example of a dual behavior of
Category I and II. In both figures, the horizontal arrows beside the labels indicate the axes
to which the quantities refer.
Lower panel: Derivatives of the average numbers of H-H contacts per monomer,
(1/N)d 〈nHH〉 /dT , and that of the average numbers of surface contacts per monomer,
(1/N)d 〈nSH〉 /dT and (1/N)d 〈nSP 〉 /dT , as a function of kBT/εHH .
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6.8 Classification of categories using relative surface

attractive strengths

The described classification scheme effectively generalized the folding behavior into a few

transition hierarchies. One step further, we investigate if these hierarchies are related to any

intrinsic system parameter(s), or a combination of them, for the general HP lattice protein

adsorption problem. If it is the case, this implies that the folding behavior is almost certainly

predictable once the system is set up.

Recall our model setting; there are seven tunable system parameters, namely:

• hw: the separation between the attractive bottom surface and the neutral upper wall;

• εHH : attraction strength of the internal H-H interactions;

• εSH, εSP : attraction strengths between the bottom surface and the H or P monomers,

respectively;

• N : chain length;

• NH, NP : numbers of H or P monomers in a chain.

Making use of these quantities as a starting point, we observe that the dominating factor

determining the transition category is the relative surface attraction. Specifically, it is the

ratio between εSH + εSP and εHH . We have also investigated other possible quantities

which might be used for categorizing the transition hierarchies, e.g., proportion of the H

and P monomers with respect to the chain length, NH/N and NP/N , or the relative surface

attraction weighted by these factors, (NH/N)εSH +(NP/N)εSP compared to εHH . For these

cases, no explicit association with the hierarchies can be be concluded as precisely and

elegantly as (εSH + εSP )/εHH .
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(εSH + εSP )/εHH Category I Category II Category III

> 1

A1: 36, 48.1,
48.9, 64,
67, 103

A2: 36, 48.9,
64, 67

H2: 48.1, 48.9,
64, 67

P2: 48.1, 48.9,
64, 67

= 1

A1/2: 103
P1: 103

A1/2: 36, 48.1,
48.9, 64,
67

H1: 48.1, 48.9,
64, 67,
103

P1: 48.1, 48.9,
64, 67

< 1

H1/2: 67 H1/2: 48.1, 48.9,
64, 103

P1/2: 67, 103 P1/2: 48.1, 48.9
A1/3: 36, 64

Table 6.2: Distribution of transition categories with respect to the relative surface attrac-
tions. The abbreviations refer to the surface types introduced in Table 6.1. The numbers
are the short forms of the benchmark sequences (e.g. 36 stands for 2D36, 48.1 and 48.9
correspond to Seq. 1 and 9 among the ten “Harvard sequences” respectively. 48.9 is also the
3D48 we have introduced in the previous text.)

Table 6.2 shows the distribution of transition categories against the relative surface at-

tractions for systems with various chain lengths and surface types. Ideally, a perfect corre-

spondence between the transition categories and the relative surface attractions is implied

if only the diagonal compartments are filled in the table. In reality, as thermodynamic sub-

tleties vary from sequence to sequence, some off-diagonal compartments are also occupied
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(e.g., some systems with (εSH + εSP )/εHH < 1 show Category II behavior).

A few systems also reveal “category duality” in which case the thermodynamics have

dual properties from two consecutive categories (e.g. 3D103 interacting with surfaces A1/2

or P1 as discussed in Section 6.7). Nonetheless, the generality of our classification scheme is

still apparent and allows for the inference of the following basic rules:

1. Category I occurs for surfaces which are strongly attractive, i.e., (εSH+εSP )/εHH >≈ 1

2. Category II occurs when the hydrophobic internal attraction is approximately compa-

rable to the surface attractions, i.e., (εSH + εSP )/εHH ∼ 1

3. Category III can only occur when surface strengths are relatively weak compared to

εHH , i.e., (εSH + εSP )/εHH < 1

Although the conditions for Category IV to take place are not concluded from the results

presented here for the longer HP sequences, from the results of 3D36 in Section 6.1 and

the argument in Section 6.6, we believe that it should follow Category III when the surface

attractions becomes even weaker, without loss of generosity.

We stress that this classification is an inference based on multiple HP sequences of various

lengths and attributes. In Table 6.2, we have also included results from 2D36 and two other

sequences, which were used as a “validation data set” for the adequacy of the classification

scheme. They are 3D48.1 (another 48mer: HPH2P2H4PH3P2H2P2HPH3PHPH2P2H2P3H-

P8H2), and 2D64. 2D64 was originally proposed to test a 2D genetic algorithm just like

2D36 [77], whereas the 3D48.1 is Seq. 1 of the ten “Harvard testing sequences” [84]. All these

results fall into the diagonal compartments of the table, reinforcing that our classification

scheme is applicable to other sequences interacting with an absorbing substrate without loss

of generality. This is also a breakthrough in the understanding of adsorption properties

of lattice proteins: instead of behaving individually, the thermodynamics of HP proteins
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do follow common patterns in structural transitions when they interact with an absorbing

substrate.

6.9 Remarks on the structural measures and categories

Our results demonstrate that a comprehensive analysis on CV with a set of appropriate

structural quantities is essential to shed light on recognizing structural transformations,

especially those subtle ones for which CV alone provides insufficient information. We also

note that in identifying phase transitions, the peaks observed in structural quantities and

those in CV might be slightly off. One possible explanation could be the finite size effects: the

cause for d 〈Rg〉 /dT ’s peak being slightly off compared to that of CV ’s
[138]. Nevertheless, this

does not affect our identification scheme much as the difference in transition temperatures

is sufficiently small compared to the difference in temperature scales for different phase

transitions.

99



Chapter 7

Conclusions and Outlook

In this work, the structural phase transitions of protein adsorption was studied with a coarse-

grained lattice model, the hydrophobic-polar (HP) model, interacting with a surface which

either attracts all monomers, only hydrophobic monomers or only polar monomers of the

chain. Wang-Landau sampling was employed to obtain the one-dimensional energy density

of states, while multicanonical sampling was used to estimate the two-dimensional densities

of states in energy and different structural parameters. Two inventive Monte Carlo trial

moves, pull moves and bond-rebridging moves, have been implemented in combination with

these two sampling algorithms to enhance the ability of obtaining a thorough survey of the

conformational space. This resulted in densities of states which are more accurately esti-

mated, and this allowed for the calculation of the thermodynamic and structural quantities

to a higher resolution, especially in the low temperature regime. Ground state energies for

the system simulated were also reported as “side products”.

The first stage of the study of structural “phase transitions” involved the identification

of transition processes for a 36mer. Three structural transitions, namely, H-core formation,

adsorption, and flattening, have been identified. We have illustrated that instead of using

specific heat alone, a comprehensive analysis of other structural parameters alongside with
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it, is essential in revealing the folding and adsorption behavior. We found that the radius of

gyration and the derivatives of the numbers of surface contacts are particularly informative

in our case.

With the capability of distinguishing different structural changes, the second stage of our

study concerned about the generalization of the orders of occurrence of these transformations,

i.e., the “phase transition” hierarchies. We have generalized four main types of transition

hierarchies, which were first identified from the 36mer case, and were then reinforced by the

extensive results of a 48mer, a 67mer and a 103mer.

In the next stage we found that the occurrence of these transition hierarchies depends,

in principle, on the attractive strengths of the surface relative to the internal hydrophobic

attraction, regardless of the surface type, chain length or composition of H and P monomers

of an HP sequence. Two other benchmark sequences, another 48mer and a 64mer, have been

used to confirm the validity of our classification scheme.

Although there were a few rare crossover cases in which dual properties of two cate-

gories were observed, the classification scheme proposed in this work provides a general and

representative picture of the thermodynamics of HP proteins interacting with an adsorb-

ing substrate. Classifying transition hierarchies by a comprehensive analysis of combined

patterns of specific heat and appropriate structural parameters also sets a paradigm of ap-

proaching similar systems of large conformational and sequence spaces, for instance, HP

proteins interacting with two confining, attractive surfaces [139–141].

However, further investigation is necessary to determine if there is a more rigorous re-

lation between the transition categories and the relative surface attraction. More statistics

from longer chains, or chains of the same length but different H and P composition would

help clarifying the problem. The next question is whether the same conclusion can be drawn,

or what discrepancies will be found, for other lattice models with other energy functions, i.e.,

different interactions between monomers and with the surface. Another important question
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is whether the classification scheme can be applied to off-lattice models. In this case, ther-

modynamics of other structural parameters, e.g., the gyration tensor, density profile or any

suitable ones, should also be examined in verifying and improving the classification scheme.

All these together are essential in determining the effectiveness of using different simplified

protein models in computer simulations to study protein adsorption from a macroscopic per-

spective.
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Appendix A

Tests of Random Number Generators

The quality of the pseudo-random number generator is indispensable in obtaining reliable

results in Monte Carlo simulations. Nevertheless, even “high quality” generators which are

able to pass a number of statistical tests can yield systematically incorrect results when used

for specific algorithms. One example is the combination of R250 with the Wolff algorithm [142].

On the other hand, since these random number generators are based on deterministic re-

cursion rules, it is not unreasonable to find them problematic under certain conditions [143].

It is, therefore, necessary to check if a pseudo-random number generator works fine for the

system being simulated.

In all our simulations, we have used RANLUX [144] as the random number generator. It

uses a lagged-fibonacci-with-skipping algorithm, has a long period of about 10171, and is

recommended by the GNU Scientific Library (GSL) for its “reliable source of uncorrelated

numbers” and “strongest proof of randomness” [145]. In addition, we adopted the double

precision version provided by the GSL, gsl rng ranlxd2, which produces double precision

outputs.

Since RANLUX has been tested extensively and is widely accepted to be good, we focused

on the question of whether it is suitable for the simulation of the HP model using Wang-
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Pseudo-random number generator Simulation time (days)
RANLUX 7.06± 1.58
Mersenne Twister 6.05± 1.39

Table A.1: Average time for simulating 2D36 interacting with a very weakly attractive
surface (εS = 1

12
εHH , hw = 37) on an IBM Power4 1.3GHz processor, using different random

number generators. The average value is based on 15 individual runs.

Landau sampling. One simple way is to compare it with another pseudo-random number

generator. If they yield agreeable results, we are more confident that both random number

generators are fine as the probability of two generators getting the same wrong results is

quite low. In Figure A.1, the g(E) of 2D36 interacting with a very weakly attractive surface

as obtained by RANLUX is compared to that obtained by another high quality pseudo-

random number generator, Mersenne Twister [146]. 15 runs were performed for each algorithm

to obtain the statistical errors. Despite the roughness of the g(E), the results from both

methods agree extremely well with each other throughout the entire energy range. Only

tiny discrepancies are observed for the lowest two energy states where the error bars overlap,

as shown in the inset of Figure A.1. We then believe that RANLUX would not incur a

systematic error (at least not noticeable if there was one) to our simulations.

A drawback of RANLUX is its sluggishness. During the generation of random numbers,

RANLUX discards at least half of the numbers it generated. The higher the “luxury”

level, the more numbers it discards from the sequence. Table A.1 shows a comparison

in computation time of simulating the aforementioned system. For a small system like

this, RANLUX takes approximately 17% more time than Mersenne Twister, although this

difference falls within the variance range. To ensure the quality of our work we have used

RANLUX for all of our simulations. Nevertheless, as the time difference will grow larger with

the system size when more random numbers are drawn, one should take this consideration

into account if simulation time is a concern.
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Figure A.1: The densities of states in energy for 2D36 interacting with a very weakly attrac-
tive surface (εS = 1

12
εHH), obtained by two random number generators: Mersenne twister

and RANLUX. Statistical errors are obtained from 15 runs for each method. They are
smaller than the data points and are not shown in the major panel.
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[102] T. Wüst and D. P. Landau, The HP model of protein folding: A challenging testing

ground for Wang-Landau sampling. Comput. Phys. Commun. 179, 124 (2008)
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[136] M. Möddel, W. Janke, and M. Bachmann, Systematic microcanonical analyses

of polymer adsorption transitions. Phys. Chem. Chem. Phys. 12, 11548 (2010)
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[144] M. Lüscher, A portable high-quality random number generator for lattice field theory

simulations. Comput. Phys. Commun. 79, 100 (1994)

120



[145] M. Galassi, J. Davies, J. Theiler, B. Gough, G. Jungman, P. Alken,

M. Booth, and F. Rossi, GNU scientific library reference manual (Network Theory

Ltd., 2009), 3rd edn.

[146] M. Matsumoto and T. Nishimura, Mersenne twister: a 623-dimensionally equidis-

tributed uniform pseudo-random number generator. ACM Transactions on Modeling

and Computer Simulation 8, 3 (1998)

121


