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ABSTRACT

Recent evidence suggests that analysts anticipate the effects of earnings management
when creating their earnings forecasts. However, these studies offer conflicting stories about
how analysts use this information. Burgstahler and Eames (2003) suggest that analysts
incorporate earnings management into their forecasts to improve their accuracy, while
Abarbanell and Lehavy (2003) suggest that analysts remove earnings management to provide
useful information to investors.

This paper investigates which view is more consistent with the data. I find evidence
consistent with analysts including the effects of earnings management in their forecasts.
Additional tests suggest that the asymmetries in the forecast error distribution documented by
Abarbanell and Lehavy (2003) are due to managers’ ‘last minute’ earnings manipulations instead
of analysts’ attempts to remove the effects of earnings management.
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CHAPTER 1
INTRODUCTION

1.1  Statement of Issues

A large body of research finds that analysts are rewarded when their forecasts are accurate
(Mikhail, Walther and Willis 1999 and Stickel 1992). Accuracy is measured as the deviation of a
forecast from reported earnings. Ifanalysts attempt to accurately forecast earnings, then forecast
error should be symmetrically distributed around zero. However, Abarbanell and Lehavy (2003)
find that this is not the case. The distribution of analyst forecast errors shows a higher number of
small positive than small negative values, consistent with firms managing earning to beat their
analyst forecast, and the left tail of the distribution is longer and thicker than the right tail,
consistent with firms ‘taking a bath.” Abarbanell and Lehavy speculate that these asymmetries
arise because analysts are removing the effects of earnings management from their forecasts. On
the other hand, Burgstahler and Eames (2003) show that the distribution of analyst forecasts
matches the distribution of earnings, including the ‘chink’ around zero documented by
Burgstahler and Dichev (1997) as evidence of earnings management. They argue that the
similarity of these two distributions arises because analysts forecast reported earnings. This
dissertation investigates which view (analysts removing or including the effects of earnings

management) is more consistent with the data.'

'For the purposes of this dissertation, I make no attempt to differentiate between accrual
and ‘real” manipulations of earnings.
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To be sure, a forecasting target other than reported earnings is inconsistent with analysts’
incentives for accuracy. However, research suggests that analysts are also rewarded when their
forecasts are informative (Barth, Kasznik and McNichols 2001, Huang, Willis and Zhang 2005,
Irvine 2004, and Lang, Lins and Miller 2004). Informativeness is the ability of the forecast to
provide insight into future firm performance. Analysts may be willing to sacrifice accuracy for
informativeness, and vice-versa. For example, an accurate forecast of next year’s reported
earnings might not be informative if reported earnings contain large transitory elements. An
analyst in this situation must assess whether the personal benefits of accurately forecasting next
year’s reported earnings exceed the benefits of providing information by removing the transitory
elements.

There is already evidence that analysts remove the transient components of earnings when
making their forecasts (Bradshaw and Sloan 2002). The question is whether analysts also
attempt to remove the managed component of earnings from their forecasts, as claimed by
Abarbanell and Lehavy (2003). Earnings management is difficult to assess, even by market
participants as sophisticated as analysts (Fischer and Verrecchia 2000). However, to the extent
that analysts understand managerial incentives and opportunities to manage, they can make their
forecast more informative by estimating and removing earnings management. On the other hand,
analysts may simply incorporate their knowledge of earnings management into their earnings
forecasts in order to improve their forecasting accuracy, as suggested by Burgstahler and Eames

(2003).
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1.2 Summary of Tests of How Analysts Treat Anticipated Earnings Management

To address the issue of how analysts incorporate earnings management into their
forecasts, I collect a sample of annual IBES consensus forecasts from 1988-2004. Iuse this
sample to replicate the analysis of Abarbanell and Lehavy (2003) and Burgstahler and Eames
(2003). Using Burgstahler and Eames’ (2003) method, I find that the earnings and analyst
forecast distributions are almost identical, including a pronounced chink above zero consistent
with earnings management. This evidence suggests that analysts include the effects of earning
management in their forecasts. In contrast, when I replicate Abarbanell and Lehavy’s (2003)
method, I find evidence of a chink above zero and of a longer and fatter left than right tail in the
analyst forecast error distribution. This evidence suggests that analysts remove the effects of
earnings management when issuing their forecasts. These results underscore the ambiguity
regarding analysts’ use of their earnings management information and the need to resolve this
ambiguity. Next, [ use a model suggested by Elgers, Lo and Pfeiffer (2003) to test the predictive
value of current discretionary accruals (a proxy for earnings management) on upcoming earnings
and on analysts’ forecasts of those earnings. If analysts include the effects of earnings
management in their forecasts, there should be no difference between the predictive value of
discretionary accruals and the weight they are given by analysts. However, if analysts remove the
effects of earnings management from their forecasts, then current discretionary accruals will be
weighted less by analysts than expected from their predictive ability. I find no difference in the
weighting of discretionary accruals, which suggests that analysts include the effects of earnings
management in their forecasts.

I supplement these findings using the Vuong (1989) test to determine whether analyst

forecasts are more strongly correlated with reported or restated earnings (a proxy for premanaged
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earnings). If analysts include the effects of earnings management in their forecasts, then
analysts’ forecasts will be more highly correlated with reported than with restated earnings, and
vice versa if analysts remove the effects of earnings management. The results of this analysis
support my original findings that analysts include the effects of earnings management in their

forecasts.

1.3 Summary of Tests of Last Minute Earnings Management

Although my preliminary results support the findings of Burgstahler and Eames (2003),
they do not explain the asymmetries in the forecast error distribution documented by Abarbanell
and Lehavy (2003). Brown (1998) notes that managers adjust their earnings numbers in response
to analysts’ forecasts, and proposes that asymmetries in the forecast error distribution are due to
this ‘last minute’ earnings management by managers. Under this scenario, analysts attempt to
forecast reported earnings, but additional earnings management performed after analysts have
released their forecasts allows many firms to either beat the forecast by a small amount or ‘take a
bath.” To test this explanation for the asymmetries in the forecast error distribution, I use a
sample of management forecasts of annual earnings to proxy for the planned earnings level prior
to analysts’ final forecast. I then calculate the difference between reported earnings and
management forecasts to proxy for last minute earnings manipulations. When the analyst
forecast is higher than the management forecast, I find that managers engage in additional
manipulations in order to meet-or-beat expectations, consistent with the predictions of Brown

(1998).
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14 Organization

The dissertation proceeds as follows. Chapter two reviews the relevant literature.
Chapter three describes the data, including the sample selection procedure, and provides
descriptive statistics. Chapter four presents the results of replicating the tests in Abarbanell and
Lehavy (2003) and Burgstahler and Eames (2003) using the current sample. Chapter five
develops and tests a model to evaluate the weight placed on discretionary accruals by analysts.
Chapter six describes the Vuong (1989) test and presents these results. Chapter seven develops
and tests the ‘last minute manipulation’ explanation for the asymmetries in the forecast error

distribution. Chapter eight offers concluding remarks.
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CHAPTER 2
LITERATURE REVIEW

2.1 The Importance of Analysts and their Forecasts

A large body of accounting research focuses on financial analysts, their forecasts, and the
market reaction to those forecasts. A search of the Social Science Research Network reveals the
word ‘analyst’ or ‘analysts’ in the titles of 71 working papers posted during the past year and 243
during the past three years. Analysts are mentioned in the abstracts of 689 additional papers. A
similar search of the Accounting Review, the Journal of Accounting Research, and the Journal of
Accounting and Economics produces 57 published papers using ‘analyst’ or ‘analysts’ in the title
and 52 more that mention analysts in the abstract. These papers address diverse topics, including
the rewards analysts receive from issuing forecasts (Huang et al. 2005), the probable causes for
analyst forecasting bias (Kadous, Kirsche and Sedor 2004), the differential abilities of analysts in
forecasting stock price (Bradshaw and Brown 2006), and the type of information analysts have
difficulty forecasting (Plumlee 2003 and Weber 2005). This underscores the importance of
analysts, and their forecasts, in the accounting literature.”

Researchers use analysts as proxies for sophisticated investors, because of their reputation
as investing experts, in tests of value relevance (see, for example, Abarbanell 1991, Abdel-
Khalik and Espejo 1978, and Barron et al. 2002) and tests of market efficiency (see, for example,

Bradshaw 2004, Bradshaw, Richardson and Sloan 2001, Morse and Stephan 1991, Plumlee 2003,

*Additional discussion of the analyst forecast literature can be found in Brown (1993),
and Kothari (2001).
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Ramnath 2002, and Weber 2005). Researchers also use analysts’ forecasts as proxies for
investors’ earnings expectations in studies that investigate voluntary disclosure, earnings
management, and value relevance (e.g. Degeorge, Patel and Zeckhauser 1999, Frankel and Lee
1998, and Waymire 1984). Analysts’ forecasts are preferred to time-series models because they
are more accurate. Brown and Rozeff (1978) find that analysts’ forecasts are more accurate than
the predictions from most commonly used time-series models of earnings at that time. These
time-series models use only the information available at the end of the prior fiscal period (Brown
1993), ignoring information that emerges during the current period (Abdel-Khalik and Espejo
1978, Barron et al. 2002, Crichfield, Dyckman, and Lakonishok 1978). Analysts have an
information advantage because they incorporate this additional information (Barron et al. 2002
and Brown and Rozeff 1978).

In addition to their importance to researchers, analysts’ forecasts are important sources of
information to investors (Abarbanell and Bernard 2000, Elgers, Lo and Pfeiffer Jr. 2001, Irvine
2000, Irvine 2004, Lang, et al. 2004, Pinello 2005, and Weber 2005). Recent evidence by Brown
and Caylor (2005) and Degeorge, Patel and Zeckhauser (1999) suggests that analysts’ importance
to investors has increased, since their forecasts have become the primary benchmark for company
performance.

Because of their importance to both researchers and investors, it is essential to understand
the characteristics, incentives, and other factors that affect analysts and their forecasts. Several
recent studies explore this area. Clement (1999) finds that analysts’ forecast accuracy is
positively associated with their experience and the size of their brokerage and negatively
associated with number of industries and companies they follow (see also Mikhail, Walther and

Willis 2003). Other studies, such as Jacob, Lys and Neale (1999), find that innate ability plays in
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important role in analysts’ ability to generate earnings forecasts and stock recommendations.
More recent studies focus on the information analysts use in creating their forecasts. Studies
such as Barron et al. (2002) and Barron, Kim, Lim and Stevens (1998) discuss the information
environment of analysts and how analysts use that information, while Kim, Lim and Shaw
(2001) examine the idiosyncratic information contained in individual forecasts. Kadous et al.
(2004) focus on the existence of analyst optimism and how to resolve it.

Of particular relevance to this dissertation are studies that address whether analysts
include or remove anticipated earnings management when issuing their forecasts. For example,
Lang, et al. (2004) find that, in the absence of traditional monitoring forces, earnings
management decreases for firms followed by analysts. This is consistent with analysts’ forecasts
providing information regarding the earnings manipulations to investors. Abarbanell and Lehavy
(2003) and Burgstahler and Eames (2003) also suggest that analyst have the ability to anticipate
earnings management. Abarbanell and Lehavy (2003) suggest that analysts then remove the
effects of earnings management from their forecasts. Burgstahler and Eames (2003), however,
suggest that analysts include anticipated earnings management in their forecasts. A recent
working paper by Liu (2005) finds evidence that the relation between analysts and managers is
dynamic, with each trying to guess what number the other will report. This evidence is
consistent with Burgstahler and Eames’ (2003) suggestion that analysts include earnings

management in their forecasts.

2.2 Analyst Incentives
Several studies investigate analysts’ incentives for accuracy. Stickel (1992), examines

the characteristics of the ‘All-American Research Team,’ an elite group of U.S. financial
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analysts. He finds that members of the team generate more accurate forecasts than other analysts
and argues that analysts have incentives to improve their accuracy in order to become part of the
team. A related study by Leone and Wu (2002) finds that analyst accuracy is one of the primary
determinants of analyst rankings by Institutional Investor. Both of these studies also provide
indirect evidence that membership in the All-American Research Team and higher Institutional
Investor rankings are associated with higher compensation. Mikhail et al. (1999) find that
accurate analysts enjoy greater job security since turnover is negatively related to forecast
accuracy. Finally, Brown (1997) provides evidence that analysts’ forecast accuracy has steadily
increased over time, consistent with analysts striving for accuracy in their forecasts.

Although the accounting literature has focused primarily on analysts’ incentives to
provide accurate forecasts, they also have other incentives. Recent studies have begun to
examine the impact of analysts’ incentive to provide useful information to investors through their
earnings forecasts. Huang et al. (2005), for example, show that managers disclose more
information to analysts who provide bold forecasts.’ In addition, Irvine (2004) documents an
increase in bonuses for analysts that incorporate useful information (i.e. information different
from that used by other analysts) in their forecasts.

A set of related studies discusses analysts’ role in creating information for market
participants. The first of these, Kim and Verrecchia (1994), suggests that sophisticated market
participants, such as analysts, can use their expertise to generate idiosyncratic information about

the firm from public information. Barron et al. (1998) model analysts’ information environment

*Analysts tend to ‘herd” when making their forecasts (i.e. each analyst closely follows the
forecast provided by the previous analyst). Bold forecasts are defined as forecasts that differ
from the herd without greatly increasing their forecast error, thereby providing new information
to investors.
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and argue that analysts exploit their environment to create new information. Kim et al. (2001)
provides indirect support for this theory by suggesting that analysts have idiosyncratic
information that is eliminated by researchers when they use the average forecast. Mikhail,
Walther and Willis (2003) provide empirical evidence that experienced analysts help reduce
post-earnings announcement drift by almost 18 percent, consistent with analysts producing useful
information for the market. Similarly, Barth, et al. (2001) studies the relation between analysts’
incentives and their coverage of firms with high levels of intangible assets. They find that, on
average, analysts focus their efforts on firms with large amounts of intangible assets. Barron,
Byard, Kile and Riedl (2002) finds that analysts focus on firms with high levels of intangible
assets in order to provide useful information to investors.

In many instances, analysts’ accuracy and informativeness incentives will converge, and
the most accurate forecast will also be the most informative. However, in some situations
analysts will be forced to choose between accuracy and informativeness. For example, the SEC
argues that earnings management clouds what would otherwise be accurate information about
company performance (see Levitt 1998). When firms manage earnings, accuracy incentives
encourage analysts to include the effects of earnings management in their forecasts and provide a
more accurate prediction of reported earnings. Informativeness incentives, on the other hand,
encourage analysts to remove the effects of earnings management and provide investors with an

estimate of pre-managed earnings.

2.3 The Difficulty of Anticipating Earnings Management
Anticipating earnings management is difficult because it requires an understanding of

managers’ underlying goals, which are unobservable (Fischer and Verrecchia 2000). In one

10
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period, managers might manage earnings upward in order to maximize their bonuses (Guidry,
Leone and Rock 1999 and Healy 1985), while in the next period those same managers might
manage earnings downward to minimize taxes (Enis and Ke 2003). Other goals might include
smoothing earnings (Chandar and Bricker 2002, Gaver, Gaver and Austin 1995, and Herrmann,
Inoue and Thomas 2003), manipulating stock price (Beneish and Vargus 2002, and McVay,
Nagar and Tang 2006), continuing their employment (DeFond and Park 1997), avoiding debt
covenant violations (Dichev and Skinner 2002), providing information about upcoming events
(Arya, Glover and Sunder 2003 and Subramanyam 1996), or avoiding regulatory scrutiny (Gaver
and Paterson 2004). These different, and often conflicting, goals make it difficult to determine
how, or even if, managers will manipulate their earnings in a particular period.

Research supports the notion that investors struggle to understand and predict earnings
management. Sloan (1996) and Xie (2001) compare the relative strength of the information
content of the earnings components and the weight investors place on that information. They
find that the average investor has difficulty weighing current earnings management when setting
stock price. Similarly, Bartov, Givoly and Hayn (2002) examine the stock price reaction to firms
that meet-or-beat market expectations and find evidence that the market gives a premium to these
firms, even when the likelihood of earnings management is high. This suggests that analysts can
provide useful information to the market if they can remove the effects of earnings management
from their forecasts.

There are two reasons to believe that analysts can at least partially anticipate earnings
management (Schipper 1989). Compared to the average investor, analysts have greater access to
information and greater ability to interpret this information. Because of their association with big

brokerage firms, analysts often have information not accessible to the average investors (e.g.

11
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historical databases and computing programs) (Clement 1999). In addition, Huang et al. (2005)
suggest that analysts on good terms with management receive inside information unavailable to
other market participants (Bamber and Cheon 1998 and Das, Levine and Sivaramakrishnan 1998
also find evidence consistent with analysts receiving inside information not available to other
investors).* Analysts also seem better able than the average investor to use publicly available
information to create idiosyncratic information and improve their overall information set about a
firm. Kim and Schroeder (1990) argue that analysts can interpret information about earnings-
based bonus plan incentives in order to anticipate earnings management, and Balsam, Bartov and
Marquardt (2002) suggest that sophisticated investors react more quickly to earnings
management than the average investor (see also Barron et al. 1998, Kim et al. 2001, and Kim and
Verrecchia 1994). Based on the evidence from these studies, I assume that analysts have insight
into firms’ earnings processes that allows them to anticipate earnings management. However,

these papers do not address what analysts do with their information about earnings management.

2.4 Do Analysts Include or Remove the Effects of Earnings Management?

Recent studies by Abarbanell and Lehavy (2003) and Burgstahler and Eames (2003)
suggest that analysts anticipate earnings management when creating their forecasts. However,
these authors differ in their conclusions regarding how analysts use their estimates of earnings
management. Burgstahler and Eames (2003) contend that analysts include the effects of
earnings management in order to forecast reported earnings more accurately. They examine the

distribution of analyst forecasts and find that it is similar to the earnings distribution. Both

*Gintschel and Markov (2004) suggest that RegFD eliminated this source of extra
information.

12
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distributions show a chink above zero, caused by a higher number of firms reporting positive
earnings than those reporting negative earnings. Burgstahler and Dichev (1997) argue that this
shape is symptomatic of earnings management. Burgstahler and Eames (2003) interpret the
similarities between the distributions as evidence that analysts target reported earnings when
making an earnings forecast, which includes earnings management.

Abarbanell and Lehavy (2003) take a different view. They argue that analysts remove the
effects of earnings management from their forecasts in order to make their forecasts more
informative. They examine the distribution of analyst forecast errors, and find two asymmetries.
First, there is a chink above zero and second, the left tail is longer and thicker than the right tail.
Abarbanell and Lehavy (2003) argue that these asymmetries occur because analysts remove the
effects of earnings management in order to forecast pre-managed earnings.

Brown (1998) also discusses the effects of earnings management on analysts forecasts.
Consistent with Burgstahler and Eames (2003), he suggests that analysts attempt to include the
effects of earnings management in their forecasts. However, since analysts provide their
forecasts before the final earnings announcement, managers have the opportunity to perform ‘last
minute’ manipulations in response to the final analyst forecast. Because managers always have
the final word, analysts cannot fully anticipate earnings management. Brown (1998) proposes
that the asymmetries in the analyst forecast error distribution are caused by last minute
manipulations by managers in response to the final analyst forecasts rather than by analyst error
or analysts’ attempts to remove the effects of earnings management. Consistent with Brown’s
theory, Liu (2005) examines analysts’ forecasts and earnings announcements and finds evidence
of a dynamic relationship in which analysts and managers attempt to anticipate what number the

other will report. More specifically, analysts attempt to anticipate managers’ earnings

13
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manipulations in order to improve their forecast accuracy, while managers attempt to anticipate

analysts’ forecasts in order to meet-or-beat market expectations.

2.5  Summary

In summary, analysts play an important role in both the capital markets and the academic
literature. Researchers have attempted to define and understand the characteristics, incentives,
and other forces that affect analysts and their forecasts. This literature suggests that analysts
strive for both accuracy and informativeness when issuing their forecasts. However, since
analysts have greater ability anticipate earnings management than the average investor, analysts
can be forced to choose between these two goals when firms engage in opportunistic earnings
management. Analysts favoring accuracy will include anticipated earnings management in their
forecasts; analysts favoring informativeness will remove eamings management from their
forecasts. The results of Burgstahler and Eames (2003) suggest that analysts include the effects
of earnings management, and the findings of Abarbanell and Lehavy (2003) imply the opposite.
Alternatively, Brown (1998) suggests that analysts attempt to include earnings management but
miss last minute manipulations made in response to their forecasts. This study investigates

which set of findings is more consistent with the data.
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CHAPTER 3
SAMPLE SELECTION

3.1  Description of Sample Selection Procedures

The initial sample consists of the last available mean consensus forecast of annual
earnings forecasts for all December year-end, U.S. firms in the IBES summary database during
the period 1988-2004. The use of annual forecasts with December year-ends results in a sample
of firms with similar reporting periods, a necessary assumption of the model developed in section
5.1.> The sample period begins in 1988 in order to obtain accrual data from the Statement of
Cash Flows (Hribar and Collins 2002). Finally, the IBES summary database is used for
consistency with both Abarbanell and Lehavy (2003) and Elgers, Lo and Pfeiffer (2003).

From this initial sample, I remove any IBES consensus forecast formed more than 30
days prior to year end in order to reduce the risk of stale forecasts being included (Brown 1997
and Brown and Han 1992). I then control for outliers by winsorizing earnings per share, analyst
forecasts, and analyst forecast errors to the 1% and 99" percentile of each distribution, consistent
with Abarbanell and Lehavy (2003). The resulting sample of 34,990 firm-year observations is
used to replicate the distribution analyses of Abarbanell and Lehavy (2003) and Burgstahler and
Eames (2003). Irefer to this set of observations as the ‘full sample.’

In chapter five, [ regress upcoming earnings and analysts forecasts on the components of

current earnings. These tests require both forward looking data (one year ahead earnings and

>The restriction to December year-end firms is necessary to satisfy the assumption of the
model (developed in chapter 5) that the cross-sections have a common reporting period.
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analyst forecasts) and data necessary for calculating cash flow from operations, nondiscretionary
accruals, and discretionary accruals. These additional requirements limit the sample to 16,593
observations. Irefer to this set of observations as the ‘restricted sample.” Table 3.1 contains a

summary of the sample selection procedure.

3.2 Summary Statistics

Tables 3.2, 3.3, and 3.4 present summary counts and statistics for both the full and
restricted samples. Table 3.2 presents a breakdown of the number of observations by year.
Column one presents the results for the full sample and column two for the restricted sample.
Although the distributions are similar, two differences should be mentioned. First, the restricted
sample has a smaller percentage of observations from 1988 than the full sample (0.5% versus
3.4%). This difference is most likely due to missing data in the Compustat database, since 1988
was the first year in which the cash flow data required for the calculation of discretionary
accruals was available. Second, the restricted sample has no observations in 2004. This is due to
the additional requirement that all observations in the restricted sample have earnings and analyst
forecast data for the upcoming year. For the remainder of the distribution, the samples follow a
similar pattern. More specifically, both samples show a relatively steady increase through 1998.
After 1998, the number of observations drops slightly, then slowly begins to increase. The
similarity of the two distributions suggests that the additional sample screens used to create the
restricted sample do not introduce differential bias across the sample years.

Table 3.3 presents an analysis of analyst following. Interestingly, the full sample shows
that many ‘consensus’ forecasts were made by only one analyst. The main difference between

the full and restricted samples is that fewer firms in the restricted sample are followed by only

16



one analyst. This is most likely due to the forward looking data requirement in the restricted
sample, because analyst coverage is likely to be more sporadic for firms followed by only one
analyst. Through the remainder of the distribution, both samples follow a gently decreasing
curve. As with the yearly breakdown, the overall similarity between the distributions suggests
that the sample screens do not introduce differential bias across the levels of analyst following.

Table 3.4 presents the distribution of observations by 2-digit SIC code. Again, the
general industry representation is consistent between the full and restricted samples. The only
exception is the lack of depository institutions (SIC code 60) in the restricted sample compared to
a large number of these observations in the full sample. However, it is necessary to remove
financial institutions from the restricted sample in order to estimate discretionary accruals using
the Jones’ (1991) model. The similarities suggest that the sample screens do not introduce
differential bias across SIC codes, except where necessary to calculate the modified-Jones model
(see section 5.4 for more details).

Table 3.5 presents summary statistics for the samples. The variables are defined as
follows: total assets is Compustat data item 6; the number of analysts is the number that
participated in creating each consensus forecast, as reported by IBES; EPS is the actual earnings
per share reported by IBES; the analyst forecast is the mean consensus forecast reported by IBES;
and analyst forecast error is actual earnings per share less the consensus analyst forecast, deflated
by beginning of the period stock price and multiplied by 100. Panel A of table 3.5 presents
statistics for the full sample and panel B presents results for the restricted sample. Several points
are noted. First, the full sample consists of larger firms than the restricted sample (average total

assets of $7,227.8 versus $6,139.8 million; p < 0.001 for a two-tailed test of the difference,
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untabulated). Second, the analyst following is lower for the full sample than for the restricted
sample (average analyst following of 7 versus 8.7; p < 0.001).

In addition, table 3.5 provides preliminary evidence regarding the findings of Abarbanell
and Lehavy (2003) and Burgstahler and Eames (2003). Abarbanell and Lehavy (2003) find
evidence of the two asymmetries in the analyst forecast error distribution. First, they find a
higher than expected number of small positive forecast errors caused by a number of firms
meeting-or-beating earnings by a small amount, and second they find evidence of a longer and
thicker left tail caused by a group of firms reporting earnings considerably lower than the analyst
forecast. These patterns are consistent with earnings management and suggest that analysts are
omitting earnings management from their forecasts. Supporting this, I find that the mean analyst
forecast error is significantly negative for both samples (p < 0.001, untabulated) although the
medians are significantly positive (p <0.001). Similarly, the negative tail is larger than the
positive tail, as shown by the more extreme values of the 25" percentile and minimum relative to
the values of the 75" percentile and maximum.

Burgstahler and Eames (2003) find that the distributions of earnings and analyst forecasts
are similar, with both including a chink above zero identified by prior research as evidence of
earnings management (Burgstahler and Dichev 1997). This suggests that analysts include the
effects of earnings management in their forecasts. However, I find that the mean earings per
share is significantly smaller than the mean analyst forecast in both the full and restricted
samples (p-value for the two-tailed test of the difference is <0.001 and 0.051, respectively).
Similarly, the median, percentile, minimum and maximum of the analyst forecast distribution
appear to be larger than the earnings per share distribution. These differences are inconsistent

with the findings of Burgstahler and Eames (2003). On the other hand, the positive 25"
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percentile, mean, and median values indicate a chink above zero in the distributions of both
earnings and analysts forecasts, consistent with the findings of Burgstahler and Eames (2003).
Chapter four will discuss the properties of the earnings, analyst forecast, and analyst forecast

error distributions in greater detail.
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Table 3.1
Sample Selection Criteria

Table 3.1 summarizes the sample selection procedure. The initial sample comes from the IBES
summary data base and consists of all annual earnings forecasts for US firms with a December
vear end from 1988-2004. The first set of restrictions remove the effects of stale forecasts, and
the second set removes observations that lack the data necessary to construct the variables for

the regression analysis described in section 5.1.

Initial sample of annual earnings per share forecasts for U.S.

firms, with a December year end from 1988-2004 429,576
Less:
Not last available forecast (390,184)
Made more than 30 days before the period end (4,402)
Observations used in the distribution tests 34,990
Observations with insufficient data for calculating
discretionary accurals (13,121)
Observations without forward looking or other data (5,276)
Observations used in the regression tests 16,593
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Table 3.2
Distribution of Observations Across Sample Years

Table 3.2 presents the number of observations in each of the sample years. Column one presents
the results for the full sample used in the distributions tests, and column two for the restricted
sample used to estimate the regressions.

Year Full Restricted

n % n %
1988 1,207  3.4% 86 0.5%
1989 1,231  3.5% 621  3.7%
1990 1,246  3.6% 653  3.9%
1991 1,207  3.4% 684 4.1%
1992 1,393  4.0% 751  4.5%
1993 1,620  4.6% 820 4.9%
1994 1,877 5.4% 929  5.6%
1995 1,972  5.6% 1,101  6.6%
1996 2,297  6.6% 1,167  7.0%
1997 2,686 7.7% 1,272 7.7%
1998 2,782  8.0% 1,398 8.4%
1999 2,663  7.6% 1,374  8.3%
2000 2,586 7.4% 1,334 8.0%
2001 2,504  7.2% 1,383  8.3%
2002 2,510  7.2% 1,491  9.0%
2003 2,570  7.3% 1,529  9.2%
2004 2,639  7.5% 0 0.0%

Total 34,990 100.0% 16,593 100.0%
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Table 3.3
Distribution of Observations by Analyst Following

Table 3.3 presents a breakdown of the full and restricted samples by analyst following. Column
one presents the results for the full sample used in the distributions tests, and column two for the
restricted sample used to estimate the regressions.

# of Analysts Full Restricted
n % n %
1 6,309 18.0% 1,560  9.4%
2 4,668 13.3% 1,706  10.3%
3 3,729  10.7% 1,600  9.6%
4 2,934  8.4% 1,410  8.5%
5 2,341 6.7% 1,151  6.9%
6 2,003  5.7% 1,106  6.7%
7 1,674  4.8% 958  5.8%
8 1,353 3.9% 775 4.7%
9 1,164  3.3% 675 4.1%
10 1,020  2.9% 626  3.8%
11 900 2.6% 559 3.4%
12 777 2.2% 488  2.9%
13 685  2.0% 449  2.7%
14 625 1.8% 421 2.5%
15 527 1.5% 331 2.0%
16 496  1.4% 301 1.8%
17 463 1.3% 299 1.8%
18 382 1.1% 240  1.4%
19 377 1.1% 234 1.4%
20 315 0.9% 214 1.3%
21 276  0.8% 187  1.1%
22 235 0.7% 147  0.9%
23 254 0.7% 175 1.1%
24 226  0.6% 136  0.8%
25 208  0.6% 131 0.8%
26 155 0.4% 9  0.6%
27 149  0.4% 99  0.6%
28 111 0.3% 74 0.4%
29 131  0.4% 86  0.5%
30 9%  0.3% 59  0.4%
31 73 0.2% 51 0.3%
32 80  0.2% 52 0.3%
> 32 254 0.7% 197  1.2%

Total 34,990 100.0% 16,593 100.0%
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Table 3.4

Distribution of Observations by 2-Digit SIC Code

Table 3.4 presents the number of observations in each 2-digit SIC code. Column one presents
the results for the full sample used in the distributions tests, and column two for the restricted
sample used to estimate the regressions.

SIC code Industry Description Full Restricted
n % n %
10  Metal mining 225 0.6% 146  0.9%
12 Coal mining 49  0.1% 7 0.0%
13 Oil and gas extraction 1,157  33% 696  4.2%
14  Nonmetallic minerals, except fuels 82  0.2% 6 0.0%
15  Building construction 172 0.5% 50  0.3%
16  Heavy construction other than buildings 128  0.4% 54 0.3%
17  Construction - special trade contracts 46 0.1% 0 0.0%
20  Food 530  1.5% 333 2.0%
21  Tobacco 45  0.1% 0 0.0%
22 Textile mills 173 0.5% 124 0.7%
23 Apparel and other textiles 181 0.5% 9%  0.6%
24 Lumber and wood products 177 0.5% 102 0.6%
25  Furniture and fixtures 134 0.4% 66  0.4%
26  Paper and allied products 526 1.5% 395 24%
27  Printing and publishing 429 1.2% 306 1.8%
28  Chemicals and allied products 2,849  8.1% 1,781 10.7%
29  Petroleum and coal products 328  0.9% 233 1.4%
30  Rubber and miscellaneous plastic products 329 0.9% 207 1.2%
31  Leather and leather products 95  0.3% 37 0.2%
32 Stone, clay, and glass products 227 0.6% 136  0.8%
33 Primary metal products 567 1.6% 385 2.3%
34  Fabricated metal products 403 1.2% 257 1.5%
35  Industry machinery and equipments 1,864  5.3% 1,181 7.1%
36  Electronic and other equipment 1,905  5.4% 1,167  7.0%
37  Transportation equipment 734 2.1% 506  3.0%
38 Instruments and related products 1,764  5.0% 1,035  6.2%
39  Miscellaneous manufacturing industries 249  0.7% 135  0.8%
40  Transportation 150  0.4% 100 0.6%
41  Local and interurban passenger transportation 11 0.0% 0 0.0%
42 Motor freight transportation and warehousing 336 1.0% 194 1.2%
44 Water transportion 167  0.5% 89  0.5%
45  Transportation by air 228  0.7% 111 0.7%
46  Pipelines, except for natural gas 32 0.1% 0 0.0%
47  Transportation services 112 0.3% 32 0.2%
48  Communications 1,363 3.9% 687 4.1%
49  Electric, gas, and sanitary services 1,714  4.9% 1,166 7.0%
50  Wholesale trade - durable goods 534 1.5% 319 1.9%
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51  Wholesale trade - nondurable goods

52 Building materials, hardware, garden supply,
etc.

53  General mechandise stores

54  Food stores

55  Automotive dealers and gasoline stations

56  Apparel and accessory stores

57  Home furniture, furnishings, & equipment
stores

58  Eating and and drinking places

59  Miscellaneous retail

60  Depository institutions

61  Nondepository credit unions

62  Security and commodity brokers

63  Insurance carriers

64  Insurance agents, brokers, and services

65 Real estate

67 Holding and other investments, except trusts

70  Hotels and other lodging places

72 Personal services

73  Business services

75  Automotive repair, services, and parking

76  Miscellaneous repair services

78  Motion pictures

79  Amusement and recreation services

80  Health services

81  Legal services

82  Educational services

83  Social services

86  Membership organizations

87  Engineering, accounting, & related services

89  Services, Other

99  Not classified or no 2-digit code

Totals
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254 0.7% 142 0.9%
61  0.2% 0 0.0%
61  0.2% 0 0.0%

143 0.4% 72 0.4%
78 0.2% 36  0.2%
44 0.1% 0 0.0%
62  0.2% 0 0.0%

369  1.1% 216  1.3%

279  0.8% 135 0.8%

4,812 13.8% 0 0.0%
385 1.1% 162 1.0%
285  0.8% 151 0.9%

1,947  5.6% 928  5.6%

221 0.6% 132 0.8%
95  0.3% 16  0.1%

757  2.2% 118  0.7%

136  0.4% 49  0.3%
61  0.2% 6 0.0%

3,039  8.7% 1,488  9.0%

46  0.1% 0 0.0%
11 0.0% 0 0.0%

114 0.3% 20 0.1%

292 0.8% 154 0.9%

510 1.5% 262 1.6%

I 0.0% 0 0.0%

68  0.2% 5 0.0%

69  0.2% 7 0.0%

0 0.0% 0 0.0%

526 1.5% 257 1.5%

0 0.0% 0 0.0%

249 0.7% 98  0.6%
34,990 100.0% 16,593 100.0%



Table 3.5
Summary Statistics for the Full, Reduced, and Compustat Samples during 1988-2004.

Table 3.5 presents summary statistics for the samples used in the study. The variables are
defined as follows: total assets is Compustat data item 6, the number of analysts is the number
that participated in creating each consensus forecast, as reported by IBES; EPS is the actual
earning per share reported by IBES; the analyst forecast is the mean consensus forecast
reported by IBES,; and AFE is analyst forecast error, calculated as actual earnings per share
less the analyst forecast, deflated by beginning of the period stock price and multiplied by 100.

Panel A presents summary statistics for the full sample used in the distribution tests. Panel B

presents statistics for the restricted sample used in the regression tests. Assets are reported in
millions and EPS and analyst forecast are reported in dollars. Forecast error is reported as a
percentage of beginning of the period stock price.

Panel A: Full Sample

Standard 25th 75th
Mean Deviation Min Percentile Median Percentile Max
Total Assets 7,227.8 43,016.6 0.0 143.1 5984 2,566.01,484,101.0
Number of Analysts 7.0 7.0 1.0 2.0 4.0 10.0 50.0
EPS 0.79 1.44 -4.59 0.15 0.74 1.47 5.63
Analyst forecast 0.84 1.33 -3.68 0.20 0.76 1.48 5.50
AFE -0.66 417 -29.86 -0.25 0.01 0.20 9.09
Panel B: Restricted Sample
Standard 25th 75th
Mean Deviation Min Percentile Median Percentile Max
Total Assets 6,139.8 32,984.0 0.2 170.2  630.2 2,601.91,179,017.5
Number of Analysts 8.7 7.6 1.0 3.0 6.0 12.0 50.0
EPS 0.83 1.36 -4.69 0.20 0.74 1.47 5.59
Analyst forecast 0.85 1.29 -3.66 0.22 0.75 1.47 5.47
AFE -0.27 2.82  -29.98 -0.15 0.02 0.18 9.16
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CHAPTER 4
REPLICATIONS
4.1 Burgstahler and Eames (2003)

Burgstahler and Eames (2003) compare the distributions of earnings and analyst
forecasts, and observe a chink immediately above zero in both distributions. This chink is
caused by a higher number of small positive than small negative values, and was noted earlier by
Burgstahler and Dichev (1997) who interpreted it as evidence of earnings management.
Burgstahler and Eames observe that the distribution of analysts’ forecasts, including the size and
position of the chink, is almost identical to that of the earnings distribution, and conclude that
this is because analysts include the effects of earnings management in their forecasts.

The distributions of earnings and analyst forecasts for my full sample of 34,990
observations are presented in figure 4.1. I define earnings as actual earnings reported by IBES
and analyst forecasts as the mean consensus forecast reported by IBES. Both variables are
deflated by the beginning of the period stock price. As in Burgstahler and Eames (2003), the two
distributions are similar, with an obvious chink above zero. The analysis in table 4.1 confirms
the statistical significance of the chinks. Column one presents the results of chi-square tests that
compare the number of observations in various bins above zero to the number of observations in
the corresponding bins below zero. Column two of table 4.1 presents the percentage of
observations that fall into each concentric set of bins (that is, the total number of observations

used to calculate the ratio presented in column one). Consistent with the visual and statistical
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evidence of the chink, the majority of observations fall within the [-0.1, 0.1] range and are mostly
positive, as shown by the ratio presented in column one.

A comparison of the results in panels A and B of table 4.1 reveals further similarities
between the two distributions. The percentages listed in column two are almost identical for the
two distributions, and the pattern of the ratios of positive to negative observations in each set of
bins, presented in column one, is also similar. However, the analyst forecast distribution shows
greater evidence of the chink than does the earnings distribution, as shown by the higher value of
the ratios presented in column one of panel B. This evidence is consistent with Burgstahler and
Eames’ (2003, page 256) conjecture that analysts sometimes anticipate earnings management that

does not materialize.

4.2  Abarbanell and Lehavy (2003)

Abarbanell and Lehavy (2003) observe that prior evidence of analyst optimism (see, for
example, Kadous, Kirsche and Sedor 2004) is not consistent with analysts’ incentives. For
example, analysts who want to encourage managers to provide them with additional information
are unlikely to antagonize them by issuing a forecast that managers cannot reach. In an attempt
to explain this phenomenon, Abarbanell and Lehavy (2003) examine the distribution of analyst
forecast errors. They find two asymmetries. First, although a considerable number of firms just
beat the consensus analyst forecast, there is no corresponding group that just misses the forecast.
This causes a chink in the distribution above zero. Abarbanell and Lehavy refer to this as the
middle asymmetry. Second, although a group of firms misses the consensus analyst forecast by a
large amount, few, if any, beat the forecast by a large amount. This causes the left tail of the

distribution to be longer and thicker than the right tail. Abarbanell and Lehavy refer to this as the
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tail asymmetry. These asymmetries could be caused by earnings management to either meet-or-
beat the forecast or to take a ‘big bath’ when the forecast cannot be met. In additional tests,
Abarbanell and Lehavy (2003) find that the firms that create these asymmetries have higher
levels of discretionary accruals, another clue that earnings management could be taking place.
Based on these results, they conclude that analysts omit the effects of earnings management when
issuing their earnings forecasts.

The forecast error distribution for my sample is presented in figure 4.2, panel A.

I define analyst forecast error as eamings reported by IBES less the mean consensus forecast,
deflated by beginning of the period stock price and multiplied by 100. This definition is
consistent with Abarbanell and Lehavy (2003). Visual inspection shows a chink above zero,
consistent with the findings of Abarbanell and Lehavy (2003). Panel B of figure 4.2 presents a
graph of the percentiles of the distribution, which provides a clearer picture of the tails of the
distribution. I observe a longer and thicker left tail, consistent with Abarbanell and Lehavy’s
(2003) tail asymmetry.

Table 4.2, column one, presents summary statistics for the analyst forecast error
distribution from my sample and column two presents corresponding results from Abarbanell and
Lehavy’s (2003) sample. Although a direct comparison of the results is difficult due to
differences in the sample selection criteria, the summary statistics appear to be consistent
between the two studies. The breakdown of positive, negative, and zero analyst forecast errors is
similar, as is the size of the samples. In addition, both samples have a negative mean analyst
forecast error and a median forecast error that is either zero or close to zero. The most notable
difference is the relative size of mean analyst forecast error, which is most likely caused by the

more extreme negative values in the left tail of the full sample (shown in panel A of table 4.3). 1
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attribute this to the fact that my sample is made up annual forecasts and Abarbanell and Lehavy
(2003) use quarterly forecasts. Column three of table 4.6 presents the results for a sample of
quarterly analyst forecast errors (discussed below). The mean analyst forecast errors and
percentile values for that sample are closer to those reported by Abarbanell and Lehavy (2003).

Panel A of table 4.3 presents the percentiles of the forecast error distribution and the
results of a Mann Whitney test of the tail asymmetry. Column one presents the results for the
full sample and column two from Abarbanell and Lehavy (2003). The Mann Whitney test
compares the absolute values of the 1* through 10™ percentiles (the left tail) to those of the 90"
through 99" percentiles (the right tail) of the distribution. Under the null hypothesis of a
symmetric distribution, the amounts should be identical. I find a significant z-statistic, which
indicates that one tail is longer and thicker than the other. An examination of the percentiles and
the difference in corresponding percentiles confirms that the left tail is larger than the right tail.

Panel B, column one, presents chi-squared tests of the number of positive to negative
observations in concentric bins around zero to test the significance of the chink above zero. The
results are consistent with the visual evidence in figure 4.2. In addition, column two presents the
percentages of observations falling into each set of bins. The higher percentage of observations
in the bins around zero, the majority of which are positive, provides additional support for

existence of the middle asymmetry.

4.3  Sensitivity Tests
4.3.1 Alternative samples
The tests reported here do not provide a direct replication of Abarbanell and Lehavy

(2003) and Burgstahler and Eames (2003) because the samples vary between studies. Although
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the similarities in the results presented in sections 4.1 and 4.2 to those of Abarbanell and Lehavy
(2003) and Burgstahler and Eames (2003) reduce this concern, I replicate my results using the
median consensus forecast, the last available forecast (both consistent with Burgstahler and
Eames 2003) and a sample of quarterly consensus forecasts (consistent with Abarbanell and
Lehavy 2003). The median consensus forecast sample (n = 34,990) is constructed by substituting
the median forecast for the mean forecast in the full sample. The last available forecast (n =
9,698) and quarterly consensus forecast (n = 128,612) samples are constructed using a sample of
individual annual and consensus quarterly forecasts, respectively. All of the sample screens
discussed in section 3.1 are then applied. For all three alternative samples, the distributions are
similar to those presented in figures 4.1 and 4.2.

Table 4.4 presents the results of chi-squared tests of the middle asymmetry for the median
and last available forecast samples. As in table 4.1, panel A presents results for the earnings
distributions, while panel B presents results for the analyst forecast distributions. Table 4.5
presents analogous results using the sample of quarterly observations.® The results using these
alternative samples are qualitatively similar to those presented in table 4.1.

Table 4.6 presents the tests for the two asymmetries in the analyst forecast error
distribution for the three alternative samples. Column one presents the results for the median
analyst forecast sample, column two for the last available forecast sample, and column three for

the quarterly forecast sample. In each case, the findings are consistent with those from the

5The results from the quarterly sample are reported separately because the bin sizes for
the chi-squared tests are smaller than those used for the median and last available forecast
samples. This is due to the smaller size of the quarterly earnings announcements relative to
annual earnings.
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primary sample. The only exception is an insignificant z-statistic for the Mann-Whitney test of
the tail asymmetry for the quarterly sample.

Prior research finds that using the IBES summary database may result in erroneous
conclusions (Brown and Han 1992 and Payne and Thomas 2003). While the sample of last
available forecasts partially addresses this issue, the use of only one analyst forecast might not
result in a clear picture of market expectations, especially since analysts have differential abilities
in predicting upcoming earnings (Clement 1999, Jacob, Lys and Neale 1999, and Mikhail,
Walther and Willis 2003). Thus, the final alternative sample is made up of all individual analyst
forecasts from the IBES detail database meeting the sample requirements from section 3.1. 1
collect a sample of 95,578 individual forecasts from the IBES detail database that meet all of the
sample requirements. Except for an insignificant z-statistic for the Mann-Whitney test of the tail
asymmetry, the results from this sample, presented in tables 4.7 and 4.8, are qualitatively similar

to the results presented in tables 4.1 and 4.2.

4.3.2  Alternative variable definitions

Since discretionary accruals are calculated based on total earnings, rather than eaming per
share, the model developed in section 5.1 uses total earnings and analyst forecasts of total
earnings rather than eamings per share and analyst forecasts of earnings per share. In order to
ensure that these variables also reflect the spirit of the findings of Abarbanell and Lehavy (2003)
and Burgstahler and Eames (2003), I recreate the earnings, analyst forecast, and analyst forecast
error distributions after converting eamings per share to total earnings.

In this analysis, total earnings is defined as earnings before extra items (Compustat data

item 123), and analyst forecasts of total earnings is defined as the mean consensus forecast from
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the IBES database multiplied by the total number of shares used to calculate EPS (Compustat
data item 54). Both of these variables are then deflated by total assets. The earnings and analyst
forecast distributions are shown in figure 4.3. As in figure 4.1, the distributions are almost
identical, especially with respect to the chink above zero.

Figure 4.4 presents the distributions of analyst forecast errors, where analyst forecast error
is defined as the difference between total earnings and the analyst forecast multiplied by the
number of shares used to calculate EPS, deflated by total assets. This definition of analyst
forecast error is used for comparison with the variables definitions used in figure 4.3. Panel A
presents the distribution of analyst forecast errors and provides visual evidence of the chink
above zero, consistent with the middle asymmetry. Panel B graphs the percentiles of the analyst
forecast error distribution. Although the graph shows a much tighter distribution than in panel B
of figure 4.2, there is still evidence that the left tail of the distribution is longer and thicker than
the right tail. These results suggest that an analysis based on total earnings can be used to

reconcile the results of Abarbanell and Lehavy (2003) and Burgstahler and Eames (2003).

4.3.3 Deflating

A recent study by Durtschi and Easton (2005) suggests that the evidence of a ‘chink’ in
the earnings distribution is caused by the use of stock price as a deflator, rather than earnings
management (as proposed by Burgstahler and Dichev 1997). They theorize that firms meeting-
or-beating their benchmarks will have a higher stock price than firms missing their benchmarks.
This will lead to larger denominators for the meet-or-beat firms and, consequently, will pull
observations into the bins immediately above zero without any earnings management. Firms that

miss the benchmarks, on the other hand, will have smaller denominators, which will tend to push
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the observations away from zero. In order to address the possibility that the results from the
primary tests are caused by deflating, I replicated the tests without deflating by stock price. The
results, presented in figures 4.5 and 4.6 are qualitatively similar to those presented in figures 4.1

and 4.2.

4.4  Summary

The similarities in the earnings and analyst forecast distributions suggest that analysts
include the effects of earnings management when issuing their forecasts, consistent with the
findings of Burgstahler and Eames (2003). Based on this finding, I would expect the analyst
forecast errors to be caused by only random error, leading to an analyst forecast error distribution
that is symmetric around zero. Instead, the forecast error distribution has its own chink above
zero and a fat left tail, consistent with the findings of Abarbanell and Lehavy (2003), who claim
that analysts remove the effects of earnings management from their forecasts. In the next chapter

I attempt to resolve this discrepancy.
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Figure 4.1
Distributions of Earnings per Share and Analysts’ Forecasts of Earnings per Share
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In figure 4.1, panel A presents the earnings distribution. Earnings are actual earnings per share
reported by IBES. Panel B presents the analyst forecast distribution. Analyst forecasts are the
mean consensus forecast reported by IBES. Both variables are deflated by beginning of the

period stock price. The sample consists of the 34,994 annual earnings forecasts from IBES
meeting the requirements presented in table 3.1.

34



Table 4.1
Results of Chi-Square Tests of the Ratio of Positive to Negative Observations in the
Distributions of Earnings and Analyst Forecasts

Table 4.1 presents tests of the statistical significance of the chink above zero for the earnings
and analyst forecast distributions. Panel A presents the results for the earnings distribution and
panel B for the analyst forecast distribution. The first column presents the ratio of positive to
negative observations falling in concentric bins around 0. A chi-squared test is used to
determine if there is a significant difference in the number of positive and negative observations.
* indicates significance at the 5% level. In column two presents the percentage of observations
falling in each bin width. A significant chink above zero is evidenced by a high percentage of
observations falling close to zero.

Panel A: The Distribution of Earnings Per Share

Range of Ratio of positive to % of total number of
Forecast errors Negative Forecast Errors observations
Reported Reported
Overall 4.06
Earnings per Share = 0 0%
[-0.05,0) & (0, 0.05] 5.80%* 49%
[-0.1,-0.05) & (0.05, 0.1] 7.28%* 32%
[-0.15,-0.1) & (0.1, 0.15] 2.79%* 10%
[-0.2,-0.15) & (0.15, 0.2] 1.07* 3%
[-0.25,-0.2) & (0.2, 0.25] 0.56* 2%
[-0.3,-0.25) & (0.25,0.3] 0.31%* 1%
[Min,-0.3) & (0.3, Max] 0.21%* 4%

Panel B: The Distribution of Analysts’ Forecasts of Earnings per Share

Range of Ratio of positive to % of total number of
Forecast errors Negative Forecast Errors observations
Reported Reported
Overall 4.62
Forecast =0 0%
[-0.05,0) & (0, 0.05] 6.18%* 49%
[-0.1,-0.05) & (0.05, 0.1] 8.51* 33%
[-0.15,-0.1) & (0.1, 0.15] 3.08%* 10%
[-0.2,-0.15) & (0.15, 0.2] 1.12%* 3%
[-0.25,-0.2) & (0.2, 0.25] 0.61% 1%
[-0.3,-0.25) & (0.25,0.3] 0.42* 1%
[Min,-0.3) & (0.3, Max] 0.26* 3%
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Figure 4.2
Distribution of Analyst Forecast Errors
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In figure 4.2, panel A presents the analyst forecast error distribution over the range of [-1, 1].
Forecast error is defined as the difference between actual earnings from IBES less the mean
consensus IBES forecasts. The difference is deflated by beginning of the period stock price and
multiplied by 100 (following Abarbanell and Lehavy 2003). Panel B presents the percentile
distribution of the analyst forecast errors. The sample consists of the 34,994 earnings forecast
errors meeting the requirements presented in table 3.1.
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Table 4.2
Comparison of the Summary Statistics of the Analyst Forecast Error Distribution

Table 4.2 presents summary statistics of the analyst forecast error distribution. Column one
presents the results from the full sample, and column two presents the results from Abarbanell
and Lehavy (2003). Analyst forecast error is defined as actual earnings per share, reported by
IBES, less the consensus analyst forecast, deflated by beginning of the period stock price and
multiplied by 100.

Abarbanell
Full and Lehavy
Sample (2003)
Number of Observations 34,990 33,548
Mean -0.657 -0.126
Median 0.009 0.000
% Positive 51% 48%
% Negative 41% 40%
% Zero 8% 12%
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Table 4.3
Results of Chi-Square and Mann-Whitney Tests of the Middle and Tail Asymmetries of the
Analyst Forecast Error Distribution

Table 4.3 presents tests of the middle and tail asymmetries of the analyst forecast error
distribution. Analyst forecast error is defined as actual earnings per share, reported by IBES,
less the consensus analyst forecast, deflated by beginning of the period stock price and
multiplied by 100.

Column one presents the results from the full sample, and column two presents the results from
Abarbanell and Lehavy (2003). Panel A presents the percentiles examined by Abarbanell and
Lehavy (2003) to test for the tail asymmetry and a Mann-Whitney test comparing the absolute
size of the percentiles in the tails of the distribution. Panel B presents chi-squared tests of
concentric bins around zero and a breakdown of the percentage of observations in each set of
bins. * indicates significance at the 5% level.

Panel A: Statistics on the ‘tail asymmetry’

Abarbanell

Full and Lehavy
Percentile Sample (2003)
P5 -4.931 -1.333
P10 -1.810 -0.653
P25 -0.253 -0.149
P75 0.198 0.137
P90 0.800 0.393
P95 1.744 0.684
Difference in Absolute Value of
Percentiles
|P5| - [P95| 3.187 0.649
|[P10] - [P90| 1.010 0.260
|P25| - [P75] 0.055 0.012

Mann-Whitney Test of the
Tails
Z-Statistic 2.489%*

38



Panel B: Statistics on the ‘middle asymmetry’

Range of Ratio of positive to % of total number of
Forecast errors Negative Forecast Errors observations
Abarbanell Abarbanell
Full and Lehavy Full and Lehavy
Sample (2003) Sample (2003)
Overall 1.25 1.19
Forecast errors =0 8% 12%
[-0.1,0) & (0, 0.1] 1.91* 1.63* 27% 29%
[-0.2,-0.1) & (0.1, 0.2] 1.69* 1.54* 14% 18%
[-0.3,-0.2) & (0.2, 0.3] 1.58* 1.31* 8% 10%
[-0.4,-0.3) & (0.3, 0.4] 1.37* 1.22% 6% 7%
[-0.5,-0.4) & (0.4, 0.5] 1.27* 1.00 4% 5%
[-1,-0.5) & (0.5, 1] 1.12* 0.83* 11% 11%
[Min,-1) & (1, Max] 0.59%* 0.40* 22% 9%
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Table 4.4
Chi-Squared tests of the Earnings and Analyst Forecast Distributions using the Median and Last
Available Forecast Samples

Table 4.4 summarizes the results of chi-squared tests of the chink above zero for two alternative
samples. Column one presents the results using a sample of median consensus forecasts, created
by substituting the median analyst forecast for the mean in the full sample (n = 34,990). Column
two presents the results for a sample of last available forecasts, obtained from the IBES detail
file and subjected to the sample screens described in section 3.1 (n = 9.698). * indicates
significance at the 5% level.

Panel A: The Distribution of Earnings Per Share

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Median Last
Overall 4.06 3.73
Earnings = 0
[-0.05,0) & (0, 0.05] 5.80* 5.02%*

[-0.1,-0.05) & (0.05, 0.1] 7.28* 6.78*
[-0.15,-0.1) & (0.1, 0.15] 2.79* 2.48*

[-0.2,-0.15) & (0.15, 0.2] 1.07* 1.28*
[-0.25,-0.2) & (0.2, 0.25] 0.56* 0.63*
[-0.3,-0.25) & (0.25,0.3] 0.31% 0.35*
[Min,-0.3) & (0.3, Max] 0.21% 0.28*

Panel B: The Distribution of Analysts’ Forecasts of
Earnings per Share

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Median Last
Overall 4.62 4.22
[-0.05,0) & (0, 0.05] 6.21%* 5.40%*

[-0.1,-0.05) & (0.05, 0.1] 8.42* 7.49*
[-0.15,-0.1) & (0.1, 0.15] 3.13* 2.94%*

[-0.2,-0.15) & (0.15, 0.2] 1.14% 1.35%
[-0.25,-0.2) & (0.2, 0.25] 0.59* 0.57*
[-0.3,-0.25) & (0.25,0.3] 0.41% 0.36*
[Min,-0.3) & (0.3, Max] 0.26* 0.34*
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Table 4.5
Chi-Squared tests of the Earnings and Analyst Forecast Distributions using a Sample of
Quarterly Forecasts

Table 4.5 summarizes the results of chi-squared tests of the chink above zero for a sample of
consensus quarterly consensus forecasts, created by implementing the sample screens discussed
in section 3.1 on a set of quarterly consensus forecasts (n = 128,612). # indicates significance at
the 10% level, and * indicates significance at the 5% level.

Panel A: The Distribution of Earnings Per Share

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors
Reported
Overall 4.11739
[-0.01,0) & (0, 0.01] 6.14960*
[-0.02,-0.01) & (0.01, 0.02] 8.52152%*
[-0.03,-0.02) & (0.02, 0.03] 4.82803*
[-0.04,-0.03) & (0.03, 0.04] 2.02864*
[-0.05,-0.04) & (0.04, 0.05] 1.06555*
[-0.1,-0.05) & (0.05,0.1] 0.42890*
[Min,-0.1) & (0.1, Max] 0.10769*

Panel B: The Distribution of Analysts’ Forecasts
of Earnings per Share

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Reported
Overall 4.7047
[-0.5,0) & (0, 0.5] 6.4084*
[-0.1,-0.5) & (0.5, 0.1] 9.7192%*
[-0.15,-0.1) & (0.1, 0.15] 5.4391%*
[-0.2,-0.15) & (0.15, 0.2] 2.2452%
[-0.25,-0.2) & (0.2, 0.25] 1.0513#
[-0.3,-0.25) & (0.25,0.3] 0.4244%*
[Min,-0.3) & (0.3, Max] 0.1350%*
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Table 4.6
Results of Chi-Square and Mann-Whitney Tests for the Median Consensus Forecast, Last
Available Forecast, and Quarterly Consensus Forecast Samples

Table 4.6 presents tests of the middle and tail asymmetries of the analyst forecast error
distribution for three alternative samples. Column one presents the results for a sample of
median consensus forecasts, column two for a sample of the last available forecasts, and column
three for a sample of quarterly consensus forecasts. Panel A presents the percentiles examined
by Abarbanell and Lehavy (2003) to test for the tail asymmetry and a Mann-Whitney test
comparing the absolute size of the percentiles in the tails of the distribution. Panel B presents
chi-squared tests of concentric bins around zero and a breakdown of the percentage of
observations in each set of bins. * indicates significance at the 5% level.

Panel A: Statistics on the ‘tail asymmetry’

Last

Percentile Median Available  Quarterly

P5 -4.907 -5.213 -1.813
P10 -1.749 -2.000 -0.720
P25 -0.232 -0.336 -0.108
P75 0.192 0.257 0.135
P90 0.780 1.058 0.461
P95 1.723 2.435 0.923

Difference in Absolute Value of Percentiles

IP5] - [P95| 3.184 2.778 0.889
P10 - [P9O| 0.969 0.942 0.259
IP25| - [P75] 0.040 0.079 -0.027

Mann-Whitney Test of the Tails
Z-Statistic 2.240* 2.240%* 0.581

Panel B: Statistics on the ‘middle asymmetry’

Range of Ratio of positive to
Forecast errors Negative Forecast Errors
Last

Median Available  Quarterly
Overall 1.23 1.16 1.39
[-0.1,0) & (0, 0.1] 1.89%* 1.61%* 1.95%
[-0.2,-0.1) & (0.1, 0.2] 1.77* 1.57* 1.77*
[-0.3,-0.2) & (0.2, 0.3] 1.58%* 1.42%* 1.50%*
[-0.4,-0.3) & (0.3, 0.4] 1.48%* 1.42%* 1.33%
[-0.5,-0.4) & (0.4, 0.5] 1.22% 1.07 1.20%*
[-1,-0.5) & (0.5, 1] 1.13* 1.15% 1.01
[Min,-1) & (1, Max] 0.60* 0.68%* 0.57*
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Table 4.7
Chi-Squared tests of the Earnings and Analyst Forecast Distributions using a Sample of
Individual Analyst Forecasts

Table 4.7 summarizes the results of chi-squared tests of the chink above zero for a sample of
95,578 individual analyst forecasts from the IBES detail file. # indicates significance at the 10%
level, and * indicates significance at the 5% level.

Panel A: The Distribution of Earnings Per Share

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Reported
Overall 5.65
Earnings per Share = 0
[-0.05,0) & (0, 0.05] 691 *
[-0.1,-0.05) & (0.05, 0.1] 9.29 *
[-0.15,-0.1) & (0.1, 0.15] 3.66 *
[-0.2,-0.15) & (0.15, 0.2] 1.85 *
[-0.25,-0.2) & (0.2, 0.25] 0.81 *
[-0.3,-0.25) & (0.25,0.3] 0.45 *
[Min,-0.3) & (0.3, Max] 0.26 *

Panel B: The Forecast Level Distribution

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Reported
Overall 6.124
Forecast=0
[-0.05,0) & (0, 0.05] 7.212 *
[-0.1,-0.05) & (0.05, 0.1] 10.318 *
[-0.15,-0.1) & (0.1, 0.15] 4259 *
[-0.2,-0.15) & (0.15, 0.2] 1.761 *
[-0.25,-0.2) & (0.2, 0.25] 0.780 *
[-0.3,-0.25) & (0.25,0.3] 0.442 *
[Min,-0.3) & (0.3, Max] 0.286 *
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Table 4.8
Results of Chi-Square and Mann-Whitney Tests for the Sample of Individual Analyst Forecasts

Table 4.8 presents tests of the middle and tail asymmetries of the analyst forecast error
distribution for the sample of individual analyst forecasts. Panel A presents the percentiles
examined by Abarbanell and Lehavy (2003) to test for the tail asymmetry and a Mann-Whitney
test comparing the absolute size of the percentiles in the tails of the distribution. Panel B
presents chi-squared tests of concentric bins around zero and a breakdown of the percentage of
observations in each set of bins. * indicates significance at the 5% level.

Panel A: Statistics on the ‘tail asymmetry’

Percentile Full Sample

P5 -2.345
P10 -0.923
P25 -0.136
P75 0.181
P90 0.652
P95 1.357

Difference in Absolute Value of Percentiles

IP5| - [P95| 0.988
IP10] - [P90) 0.272
P25 - [P75| -0.044

Mann-Whitney Test of the Tails
Z-Statistic 0.166

Panel B: Statistics on the ‘middle asymmetry’

Ratio of positive to

Range of Negative Forecast
Forecast errors Errors

Full Sample
Overall 1.340
Forecast errors =0
[-0.1,0) & (0, 0.1] 1.666 *
[-0.2,-0.1) & (0.1, 0.2] 1.667 *
[-0.3,-0.2) & (0.2, 0.3] 1.618 *
[-0.4,-0.3) & (0.3, 0.4] 1.550 *
[-0.5,-0.4) & (0.4, 0.5] 1.296 *
[-1,-0.5) & (0.5, 1] 1.125 *
[Min,-1) & (1, Max] 0.717 *
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Figure 4.3
Distributions of Total Earnings and Analysts’ Forecasts of Total Earnings
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Figure 4.3, panel A presents the earnings distribution. Earnings are earnings before extra items
(Compustat data item 123). Panel B presents the analyst forecast distribution. Analyst forecasts
are the mean consensus forecast reported by IBES time the number of shares used to calculate
EPS (Compustat data item 54). Both variables are deflated by total assets (Compustat data item
6). The sample consists of the 34,990 annual earnings forecasts from IBES meeting the
requirements presented in table 3.1.
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Figure 4.4
Distribution of Total Analyst Forecast Errors
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Figure 4.4, panel A presents the analyst forecast error distribution over the range of [-1, 1].
Forecast error is defined as the difference between income before extra items (Compustat data
item 123) less the mean consensus IBES forecasts times by the number of shares used to
calculate EPS (Compustat data item 54). The difference is deflated by total assets. Panel B
presents the percentile distribution of the analyst forecast errors. The sample consists of the
34,990 earnings forecast errors meeting the requirements presented in table 3.1.
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Figure 4.5
Distributions of Total Earnings and Analysts’ Forecasts of Undeflated Earnings per Share
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Figure 4.5, panel A presents the earnings distribution with no deflator. Earnings are earnings
before extra items (Compustat data item 123). Panel B presents the analyst forecast distribution.
Analyst forecasts are the mean consensus forecast reported by IBES time the number of to
calculate EPS (Compustat data item 54). The sample consists of the 34,990 annual earnings
forecasts from IBES meeting the requirements presented in table 3.1.
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Figure 4.6
Distribution of Undeflated Analyst Forecast Errors

Panel A: Analyst Forecast Error Distribution
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Figure 4.6, panel A, presents the analyst forecast error distribution over the range of [-1, 1].
For these figures, forecast error is defined as the difference between actual earnings from IBES
less the mean consensus IBES forecasts. Panel B presents the percentile distribution of the
analyst forecast errors. The sample consists of the 34,990 earnings forecast errors meeting the
requirements presented in table 3.1.
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CHAPTER 5
THE REGRESSION MODEL

5.1  Defining the Model

In order to examine how analysts treat earnings management when making their forecasts,
I use a variation of the model used by Elgers, et al. (2003) to test working capital accruals. The
current model consists of two equations. In the first equation, year ahead earnings are regressed
on current cash flows, nondiscretionary accruals, and discretionary accruals. The estimated
coefficient on each component of current earnings indicates its predictive ability for future
earnings. In the second equation, analysts’ forecasts of year ahead earnings are regressed on
current period earnings components. In this equation, the coefficients on each earnings
component indicate analysts’ weighting of that component in their forecast. [ assume that if
analysts aim for forecast accuracy, they will weight the earnings components according to their
predictive ability, and the coefficients for particular components will not differ across equations.
In contrast, differences between coefficients indicate cases where analysts depart from accuracy
as their forecasting goal. Thus, if analysts remove the effects of earnings management, they will
discount discretionary accruals to provide information about current earmings management, even
at the expense of some current information content contained in discretionary accruals.

Formally, the model is written:

EA,, = a, + «,CFO, + a,NDACC, + a;DACC, + €., (1)

AF,,, =B, + p,CFO, + p,NDACC, + B;DACC, + v, (2)
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where EA,,, is earnings before extra items at time t+1 (Compustat data item 123),” AF,,, is the
mean consensus analyst forecast of reported earnings at time t+1 multiplied by the number of
shares used to calculate EPS (IBES data item ‘meanest’ times Compustat data item 54), CFO, is
cash flows from operations as defined by Hribar and Collins (2002), DACC, is discretionary
accruals from the modified-Jones model (discussed in section 5.4), and NDACC, is non-
discretionary accruals, calculated as the difference between CFO, and DACC,. All variables are
deflated by lagged total assets (Compustat data item 6).

This model is similar in form to the simultaneous equation models used by Sloan (1996)
and Xie (2001). In their studies, Sloan and Xie use a system of equations approach to regress
upcoming earnings and stock price on the current earnings components and test whether
investors correctly weight the information content of current earnings. For their tests, the
differences between the dependent variables, earnings and stock price, are sufficient to allow the
models to meet the assumption of independence needed to run a system of simultaneous
equations. The dependent variables in the current model, however, are earnings and analysts
forecasts of earnings. This relationship between these two dependent variables leads to cross-
sectional dependence in the error terms of equations one and two that violates the assumption of
independence and results in biased estimates (Bernard 1987). To avoid this problem, equations
one and two are not run as a system of simultaneous equations but are estimated independently
for each sample year. The mean value for each of the coefficients is then calculated, and cross-

equation differences in coefficients are evaluated using a standard t-test (Elgers et al. 2003).

I winsorize EA,,, at the 1* and 99" percentiles because the mean consensus analyst
forecast is similarly winsorized (see section 3.1).
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5.2  Assumptions

The testing strategy described in section 5.1 relies on several assumptions. First,
consistent with prior research (such as Bartov, Gul and Tsui 2001, Gaver, Gaver and Austin
1995, Hribar and Collins 2002, Jones 1991, and Kothari, Leone and Wasley 2005), I assume that
discretionary accruals capture the earnings management component of reported earnings.
Second, I assume that analysts communicate their knowledge of earnings management in their
forecast, rather than in other disclosures in the body of their report. This focus on forecasts
rather than recommendations is consistent with Abarbanell and Bernard (2000), Barron, Kim,
Lim and Stevens (1998), Bradshaw, Richardson and Sloan (2001), Crichfield, Dyckman and
Lakonishok (1978), Elgers, Lo and Pfeiffer Jr. (2001), and Schipper (1991). In addition, I
assume that analysts issue only one earnings forecast rather than separately forecasting reported
and premanaged eamings, consistent with the assumptions of Abarbanell and Lehavy (2003),
Burgstahler and Eames (2003), and Liu (2005). Finally, I assume that analysts can separate
discretionary accruals into earnings management and legitimate changes in accruals (Abarbanell

and Lehavy 2003 and Balsam, Bartov and Marquardt 2002).

5.3  Predictions

Based on the findings of Elgers, et al. (2003) and Xie (2001), I predict that the
components of current earnings will be positively related to both upcoming earnings and
analysts’ forecasts of upcoming earnings. This leads to my first hypothesis:

H1:  All of the coefficients from equations one and two will be positive.
I assume that analysts understand the implications of cash flows and nondiscretionary accruals

for upcoming earnings. Thus, I predict that the difference between the coefficients from
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equations one and two on cash flows from operations and nondiscretionary accruals will be zero.
This leads to the second hypothesis:

H2:  There will be no difference between the coefficients on either cash flows from
operations or nondiscretionary accruals in equations one and two.

If analysts include the effects of earnings management in their forecasts, as predicted by
Burgstahler and Eames (2003), there will be no difference between the coefficients on
discretionary accruals in equations one and two. This leads to hypothesis three:

H3: Ifanalysts include the effects of earnings management in their forecasts, then
there will be no difference between the coefficients on discretionary accruals in
equations one and two.

Rejection of hypothesis three indicates that discretionary accruals are weighted differently by
analysts than would be indicated by their predictive ability for future earnings. A finding that the
coefficient on discretionary accruals in equation two is significantly lower than the weight in

equation one is consistent with analysts' discounting earnings management when making their

forecasts. Such a finding would support the view of Abarbanell and Lehavy (2003).

54 Calculating Discretionary Accruals

I calculate discretionary accruals using the cross-sectional version of the modified-Jones
model. I estimate the model cross-sectionally for each year, rather than by individual firm over
time, for two reasons. First, Bartov, et al. (2001) show that the cross-section version is more
accurate than the time-series model. Second, the cross-sectional model provides a larger sample
size relative to the time-series models. I estimate the model for each two-digit Standard
Industrial Code (SIC) and year combination with at least five observations, consistent with Xie
(2001). In addition, I include return on assets to control for legitimate changes in accruals due to

performance (Kothari et al. 2005). The model is:
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TA,=Db,(1/A.,) + b,AREV, + b,PPE, + b,ROA, + ¢, 3)

where, TA, is total accruals for year t calculated as the difference between earnings before extra
items (Compustat annual data item 123) and cash flows from operations (Compustat annual data
item 308 less Compustat annual data item 124), A, | is lagged total assets (Compustat annual data
item 6), AREV, is the change in sales less the change in accounts receivable (Compustat annual
data items 12 and 2, respectively), PPE, is gross property plant and equipment (Compustat annual
data item 8), and ROA, is return on assets (Compustat annual data item 172 divided by lagged
total assets). TA,, AREV,, and PPE, are deflated by lagged total assets. Discretionary accruals

(DACC)) are the residuals from equation three.

5.5  Summary Statistics

Table 5.1 presents the summary statistics for the variables used in equations one and two.
Consistent with Burgstahler and Eames (2003), I find that the mean year-ahead analyst forecast
(0.016) and actual year-ahead earnings (0.017) are similar (p-value = 0.9831). However, the
year-ahead forecast (AF,.,) is much more variable than year-ahead earnings, as shown by both the
larger standard deviation and the more extreme minimum and maximum values. This is because
AF,,, is formed by multiplying the mean consensus forecast by the number of shares used to
calculate EPS. This exposes AF,,, to the variation of both variables. The alternative winsorizing
method presented in section 5.7.3 attempts to address this issue.

Cash flows from operations are significantly positive, while the mean values for both
nondiscretionary and discretionary accruals are significantly negative. Discretionary accruals are
significantly smaller in magnitude (p < 0.001) and appear less variable than nondiscretionary

accruals. Also, the high positive values for both the 75" percentile and the maximum suggest
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that discretionary accruals are used, at least in some cases, to increase total earnings, suggesting
that they are used to manage earnings. These results are consistent with those of prior research

(see, for example, Elgers et al. 2003, Sloan 1996, and Xie 2001).

5.6  Results

Table 5.2, panel A, presents the results of estimating equation one, in which upcoming
earnings are regressed on current earnings components. Consistent with hypothesis one, the
coefficients are positive on all three variables. I test for significance using both a traditional t-
test as well as a binomial test (p = 0.5) of the number of positive coefficients among the 16
sample years. Both tests indicate that each component of current earnings is significantly
positively associated with upcoming earnings. Panel B presents the results for equation two, in
which analysts’ forecasts of upcoming earnings are regressed on current earnings components.
Although the binomial test suggests that each variable is significantly positive, the t-tests indicate
that none of the coefficients on the current earning components are significantly different from
zero. This last result is contrary to hypothesis one.

Panel C reports the differences in the average coefficient values reported in panels A and
B. The coefficients on discretionary accruals (3; and o) do not differ significantly between
equations, consistent with hypothesis three. Likewise, the cross-equation differences between the
coefficients on cash flows from operations and nondiscretionary accruals are insignificant,
consistent with hypothesis two. It cannot be concluded, however that analysts correctly weight
the information from all three earnings components when forecasting upcoming earnings,
because the insignificant coefficients in panel B suggest that they do not use the earnings

information in forming their forecasts.
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In order to probe the somewhat surprising results in panel B of table 5.2, table 5.3
presents the results from the individual year regressions. Panel A presents the results for
equation one and panel B presents the results for equation two. In general, the coefficients in
panel A are significantly positive over the 16 years. The only exception is the negative
coefficient on nondiscretionary accruals in 2002. The adjusted R* values for equation one are
also stable over the entire sample period. The same is true each year in equation two, with two
notable exceptions, 2001 and 2002. In 2001, the coefficients on cash flows, nondiscretionary
accruals and discretionary accruals are all significantly negative. In contrast, the coefficients on
cash flows, nondiscretionary accruals, and discretionary accruals are all more positive in 2002
than any other year in the sample.

I replicated the analysis in table 5.2 after excluding the 2001 and 2002 data. The results
are presented in table 5.4. I find that the coefficients on all variables in equations one and two
are significantly positive, consistent with hypothesis one. Further, there is no difference in the
weight analysts place on discretionary accruals compared the their predictive ability for future
earnings. This supports hypothesis three. Based on these results, I exclude 2001 and 2002 from

the sample for each of the sensitivity analyses discussed in section 5.7.

5.7  Sensitivity Tests
5.7.1 Alternative samples

As discussed in section 4.3.1, the current sample differs from those used by Abarbanell
and Lehavy (2003) and Burgstahler and Eames (2003). In order to ensure that the results
presented in the table 5.4 are not due to sampling choice, I repeat the analysis using several

alternative samples. First, table 5.5 presents the results of estimating equations one and two
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using a sample of median consensus forecasts (n = 13,719) rather than mean consensus forecasts.
The results are qualitatively similar to those presented in table 5.4.

Table 5.6 presents the results for a sample of quarterly, rather than annual, forecasts (n =
56,704). The results of estimating equation one are reported in panel A and are qualitatively
similar to those presented in table 5.4. Panel B reports insignificant coefficients for all three of
the current earnings components for equation two, consistent with those presented in panel B of
table 5.2 and contrary to the results on table 5.4. Panel C shows an insignificant difference
between o, and [3,, however the insignificant coefficients in panel B suggest that this result is due
to noise rather than analysts including the effects of earnings management.

Table 5.7 presents the results using the last available forecast (n = 7,780). The results of
equations one and two, presented in panels A and B of table 5.7, are qualitatively similar to the
results presented in table 5.4. Further, the results in panel C, table 5.7, show no difference in the
coefficients on discretionary accruals between the two equations for the last available forecast
sample, consistent with hypothesis three.

Table 5.8 presents results for the detail sample (n = 13,502). These results provide the
first evidence I have found that supports Abarbanell and Lehavy’s (2003) view that analysts
remove the effects of earnings management when issuing their forecasts. Panels A and B of table
5.8 show that the coefficients of equations one and two are significantly positive, consistent with
hypothesis one. However, the differences between the coefficients of all three coefficients from
the two equations are statistically significant, contrary to hypotheses two and three. The
significant difference between the coefficients in cash flow from operations and nondiscretionary

accruals components suggests that the results are due to analyst forecast error rather than to
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analysts intentionally removing earnings management (see, for example, Bradshaw, et al. 2001

and Elgers, et al. 2003).

5.7.2  Firms likely to manage earnings.

The current sample makes no attempt to distinguish among firms according to their
likelihood of managing earnings. For firms that do not manage earnings, [, will equal o,
because there is no earnings management to be removed. These firms cannot be used to decide
whether analysts include or remove earnings management from their forecasts. To address this
issue, I estimate equations one and two using a sub-sample of firms that I consider to be likely to
engage in earnings management. The sample consists of those firms with deflated earnings per
share in the range [-0.01, 0.01]. This restriction is based on evidence (see, for example, Ayers,
Jiang and Yeung 2006, Burgstahler and Dichev 1997, DeFond and Park 1997, and Matsumoto
2002) that firms immediately around the zero benchmark have incentives to manage earnings,
with those firms managing to meet-or-beat the benchmark being successful in their efforts.

The results are shown in tables 5.9. Consistent with hypothesis one, the coefficients from
both equations are significantly positive. However, the differences between the coefficients of
all three coefficients from the two equations are significant, contrary to hypotheses two and three.
While the significant difference on the discretionary accruals variable suggests that analysts
remove the effects of earnings management for firms likely to manage earnings, the significant
difference on the other earnings components suggests that the difference is due to analyst forecast

error rather than to analysts intentionally removing earnings management from their forecasts.
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5.7.3 Winsorizing

Abarbanell and Lehavy (2003) control for outliers by winsorizing earnings per share and
analyst forecasts at the 1 and 99" percentiles. Similarly, Elgers et al. (2003) truncate their
measure of earnings and analyst forecasts at the 1% and 99™ percentiles. Burgstahler and Eames
(2003), on the other hand, do not winsorize or truncate their sample. For the principal tests, |
winsorized analysts forecasts (IBES data item ‘meanest’) and year-ahead earnings (Compustat
data item 123) at the 1* and 99" percentiles. I replicated my tests without winsorizing for
consistency with Burgstahler and Eames (2003). The results, presented in table 5.10, show no
evidence of a difference in the coefficients on discretionary accruals from the two regressions.
However, since the coefficients on cash flow from operations and discretionary accruals reported
on panel B are insignificant, this result is likely due to the increase in variance caused by the lack
of winsorizing.

I also estimated equations one and two using a different winsorizing strategy compared to
my original analysis in order to control for the high variability in AF,,, relative to year-ahead
earnings documented in table 5.1. Specifically, I created the AF,,, variable by multiplying the
mean consensus forecast, already winsorized, by the number of shares used to calculate EPS
(Compustat data item 54) and then winsorized at the 1* and 99" percentiles. The results are
presented in table 5.11. Panels A and B show that the coefficients on the three current earnings
components are positively statistically significant for both equations, consistent with hypothesis
one and the results in table 5.4. The t-tests presented in panel C indicate that both cash flows
from operations and discretionary accruals are discounted by analysts. The significant difference
on discretionary accruals is consistent with Abarbanell and Lehavy’s (2003) prediction that

analysts remove the effects of earnings management. The significant difference between the
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coefficients on cash flows from operations suggests the influence of analyst forecast error rather

than intentional attempts to remove earnings management.

5.7.4 Pooled Regression

As an alternative to running each equation independently for each sample year, I also
performed a pooled regression using all of the observations. The results from this test are
presented in table 5.12. The coefficients from both equations are significantly positive,
consistent with hypothesis one. To test whether analysts discount these components relative to
their predictive weights, panel C presents the results of a t-test calculated as the difference
between the coefficient from equation two less the coefficient from equation one, divided by the
standard error of the coefficient from equation two. While the differences in the coefficients of
cash flow from operations and nondiscretionary accruals components from the two equations are
statistically significant, the difference in the coefficients on discretionary accruals are not

different between equations, consistent with hypothesis three.

5.7.5 Implications

Overall, the sensitivity analysis suggests that the current model is unable to differentiate
between analysts removing the effects of earnings management and analyst forecast error. The
results for median, quarterly, last available forecast and unwinsorized samples, as well as the
pooled regression analysis, support the results presented in table 5.4. However, the replications
using the detail, likely to manage earnings, and the double winsorized samples provide evidence
of a significant difference between the coefficients on discretionary accruals from equations one

and two. This evidence contradicts the evidence in table 5.4 and suggests that analysts remove
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the effects of earnings management from their forecasts. However, these tests also reject
hypothesis two that the coefficients on cash flows from operations and nondiscretionary accruals
will not differ significantly between equations. This suggests that analysts are not intentionally
removing the effects of eamings management but are misweighting the information in earnings.
Because the current model cannot differentiate between analysts intentionally removing
earnings management and analyst error, as well as the sensitivity of the results to the sample
used, additional evidence is needed to address the issue of whether analysts include or remove

earnings management from their forecasts.

5.8  Conclusions

The main results in this chapter support Burgstahler and Eames’ (2003) view that analysts
include the effects of earnings management in their forecasts. The method is patterned after a
similar strategy for testing how market participants weight the information in earnings (see, for
example, Elgers, et al. 2003, Sloan 1996, and Xie 2001). However, the model has several
weaknesses. First, several of the sensitivity analyses find contradicting results. Second, the
model is unable to differentiate between analysts intentionally removing the effects of earnings
management and analyst forecast error. Third, the model assumes that analysts have perfect
foresight. Finally, the null prediction of hypothesis three and the small sample size of the t-tests
(only 14 annual observations) suggest that the model is not sufficiently powerful. In order to
address these issues, chapter six presents an alternative method for testing how analysts use their

earnings management information.
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Table 5.1
Summary Statistics for the Variables Used in Regressing Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components

Table 5.1 presents summary statistics for the variables in equations one and two. EA,,, is
earnings before extra items at time t+1, AF,,, is the mean consensus analyst forecast of reported
earnings at time t+1 multiplied by the number of shares used to calculate EPS, CFO, is cash
flows from operations at time t, DACC, is discretionary accruals from the modified-Jones model
at time t, and NDACC, is non-discretionary accruals at time t, calculated as the difference
between CFO, and DACC,. All variables are deflated by lagged total assets (Compustat data
item 6).

Standard 25th 75th
Mean Deviation Min Percentile Median Percentile Max
EA,., 0.016 0.155 -0.761 0.003  0.040 0.085 0.302
AF,, 0.017 3414 -324.832 0.010 0.034 0.069 295.142
CFO, 0.076 0.179 -3.942 0.037 0.091 0.149 3.400
NDACC, -0.052 0.146 -9.064  -0.081 -0.042 -0.010 1.700
DACC, -0.009 0.096 -1.401  -0.044 -0.008 0.027 2.472
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Table 5.2
Summary Results from Regressions of Year-Ahead Earnings and Analysts Forecasts on Current
Earnings Components

Table 5.2 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components. A t-test is used to determine the significance of the
average coefficient value and a binomial test (p = 0.5) is used to test the sign of the coefficients
over the sample years. The number reported is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 16,593 observations of the
restricted sample (see section 3.1). #indicates significance at the 10% level, * at the 5% level,
and ** at 1% or better.

Panel A: EA,,, = «, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.013 0.689 0.443 0.410
t-statistic -3.16%* 26.63%* 7.06** 9.04**
# Positive 3/16* 16/16%* 15/16%* 16/16**

n=16,593

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B,DACC, + v,.,

By B, B, Bs
Coefficient 0.275 -0.167 3.571 0.109
t-statistic 1.24 -0.20 1.15 0.11
# Positive 10/16 15/16** 15/16** 15/16**

n=16,593

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.288 0.856 -3.128 0.301
t-statistic -1.29 1.04 -1.01 0.31
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Table 5.3
Regression Results from the Annual Regressions of Year-Ahead Earnings and Analysts Forecasts
on Current Earnings Components

Table 5.3 presents the coefficients, their t-statistics, and adjusted R’ values of the regressions of
Year-Ahead Earnings and Analysts Forecasts on Current Earnings Components for each of the
years from 1988-2003. Panel A presents the results from equation one, which tests the predictive
value of current cash flows from operations, non-discretionary accruals, and discretionary
accruals. Panel B presents the results from equation two, which tests how analysts weight the
current earnings components when forecasting upcoming earnings.

The variables are defined as in table 5.1. The sample consists of the 16,593 observations. To
remain in the sample, the observations must be the last available mean consensus forecast of
annual earnings forecasts for all December year-end, U.S. firms in the IBES summary database
during the period 1988-2004. In addition, they must be made more than 30 days prior to year
end, must have the necessary information for calculating discretionary accruals (see section
5.4), and must have the needed year-ahead information (see the discussion of the restricted
sample in section 3.1 for more detail).

Panel A: EA,., = &, + ,CFO, + ,NDACC, + a;DACC, + &,., (1)

Year N o, t-stat o, t-stat @, t-stat o, t-stat adj. R’

1988 86 -0.02 -2.29 0.89 13.28 0.79 9.52 0.84 484 0.676
1989 621 -0.01 -1.25 0.76 19.77 0.64 1221 0.49 8.14  0.402
1990 653 0.00 -0.77 0.69 21.56 0.63 16.17 047 9.60 0.504
1991 684 0.00 -0.68 0.64 2281 0.28 9.50 0.31 6.85 0.499
1992 751 -0.01 -1.77 0.81 2829 0.66 1454 0.60 12.14 0.533
1993 820 0.00 1.29 0.84 3577 0.67 19.25 0.59 13.64 0.652
1994 929 0.00 -0.63 0.77 34.64 0.67 1577 054 12.52 0.601
1995 1,101 0.00 0.51 0.65 32.52 0.54 1938 056 17.41 0.514
1996 1,167 0.00 0.44 0.60 28.86 048 11.08 0.33 749 0464
1997 1,272 -0.01 -2.83 0.62 26.82 0.55 15.19 0.35 8.16 0.479
1998 1,398 -0.01 -3.53 0.68 34.49 0.29 10.56 0.30 8.04 0.540
1999 1,374 -0.01 -1.32 0.54 3234 041 9.84 0.29 9.65 0.502
2000 1,334 -0.05 -11.84 0.51 2423 0.06 5.83 0.13 4.03 0.420
2001 1,383 -0.03 -7.83 0.68 3292 0.62 11.85 0.29 8.14 0.572
2002 1,491 -0.05 -10.50 0.67 31.73 -0.09 -2.66 0.21 5.35 0.501
2003 1,529 -0.02 -4.80 0.68 46.05 0.18 5.58 0.26 8.19  0.596
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Panel B: AF.., = B, + B,CFO, + B,NDACC, + B,DACC, + v, )

Year N B, tstat P, t-stat B, t-stat B, t-stat adj.R’
1988 86 0.01 206 031 5.11 040 533 0.18 1.16 0.273
1989 621 0.00 -0.54 0.51 14.79 043 9.21 0.33 6.07 0.272
1990 653 0.00 1.05 0.42 1474 033 9.57 0.32 7.35  0.298
1991 684 0.00 1.17 043 1516 0.23 7.58 0.18 393 0.324
1992 751 0.00 -0.56 0.63 2558 0.53 1347 043 11.25 0.484
1993 820 0.00 -0.52 0.69 27.87 0.55 1472 042 1033 0.531
1994 929 0.00 0.67 0.66 36.19 0.61 1746 0.56 1586 0.623
1995 1,101 0.00 091 0.62 2641 051 1533 0.56 14.87 0.407
1996 1,167 0.01 1.29 0.59 2589 044 9.24 0.44 8.85 0.399
1997 1,272 -0.02 -3.61 0.76 28.69 0.51 12.41 043 8.80 0.482
1998 1,398 -0.03 -542 091 3240 0.35 8.86 0.53 995 0493
1999 1,374 0.00 0.09 0.62 24.12 0.53 8.08 0.20 4.19 0.369
2000 1,334 -0.03 -3.87 0.55 14.49 0.01 0.58 0.04 0.74  0.201
2001 1,383 0.80 2.71 -12.42 -8.22 -0.94 -048 -12.26 -4.71 0.052
2002 1,491 035 1331 1.38 1.10 50.16 24.17 8.81 3.86 0.370
2003 1,529 0.12 1297 0.67 15.72 2,50 26.72 049 5.24 0379
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Table 5.4
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components After Removing 2001 and 2002 from the Sample Period

Table 5.4 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components after the observations from 2001 and 2002 have
been removed from the sample period. A t-test is used to determine the significance of the
average coefficient value and a binomial test (p = 0.5) is used to test the sign of the coefficients
over the sample years. The number reported is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 13,719 observations of the
restricted sample that do not fall in 2001 and 2002. # indicates significance at the 10% level, *
at the 5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.009 0.691 0.490 0.433
t-statistic -2.60%** 23.29%* 8.48%* 8.91#*
# Positive 3/14* 14/14%* 14/14** 14/14**

n=13,719

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B, B
Coefficient 0.006 0.598 0.566 0.371
t-statistic 0.59 14.79%* 3.66%* 8.43%*
# Positive 8/14 14/14%* 14/14%* 14/14%*

n=13,719

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.014 0.093 -0.076 0.062
t-statistic -1.42 1.86# -0.46 0.94
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Table 5.5
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using a Sample of Median Analyst Forecasts

Table 5.5 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a sample of median analyst forecasts is used.
A t-test is used to determine the significance of the average coefficient value and a binomial test
(p = 0.5) is used to test the sign of the coefficients over the sample years. The number reported
is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1, except that AF,,, is defined as the median consensus
analyst forecast multiplied by the number of shares used to calculate EPS. The sample consists
of the 13,719 observations of the restricted sample that do not fall in 2001 or 2002. # indicates
significance at the 10% level, * at the 5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.009 0.691 0.490 0.433
t-statistic -2.60* 23.29%* 8.48%* 8.91**
# Positive 3/14* 14/14%* 14/14** 14/14**

n=13,719

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B, B
Coefficient 0.006 0.599 0.579 0.372
t-statistic 0.60 14.89%* 3.47%* 8.44%%*
# Positive 8/14 14/14%* 14/14%* 14/14%*

n=13,719

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.015 0.092 -0.089 0.061
t-statistic -1.38 1.84# -0.50 0.93
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Table 5.6
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using a Sample of Quarterly Analyst Forecasts

Table 5.6 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a sample of quarterly analyst forecasts is
used. A t-test is used to determine the significance of the average coefficient value and a
binomial test (p = 0.5) is used to test the sign of the coefficients over the sample years. The
number reported is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 56,704 quarterly
observations meeting the data requirements for the restricted sample discussed in section 3.1
and do not fall in 2001 or 2002. # indicates significance at the 10% level, * at the 5% level, and
** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.002 0.557 0.446 0.461
t-statistic -3.07%* 21.52%* 13.36%* 14.93**
# Positive 20/59* 59/59%** 57/59%* 59/59%**

n=56,704

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B B,
Coefficient 0.000 0.200 -0.141 0.086
t-statistic -0.04 0.98 -0.29 0.41
# Positive 32/59 53/59%* 51/59%* 52/59%*

n=56,704

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.002 0.357 0.587 0.375
t-statistic -0.93 1.74# 1.18 1.78#
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Table 5.7
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using a Sample of Last Available Forecasts

Table 5.7 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a sample of last available forecasts is used. A
t-test is used to determine the significance of the average coefficient value and a binomial test (p
= 0.5) is used to test the sign of the coefficients over the sample years. The number reported is
the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 7,780 individual analyst
forecasts made after all other forecasts in a given year and meeting the data requirements of the
restricted sample discussed in section 3.1 and do not fall in 2001 or 2002. # indicates
significance at the 10% level, * at the 5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.003 0.657 0.515 0.397
t-statistic -1.10 19.90** 7.55%* 6.78%*
# Positive 3/14%* 14/14 ** 14/14 ** 14/14 **

n=7,780

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

By B, B, B
Coefficient -0.002 0.543 0.349 0.307
t-statistic -0.56 16.23%* 8.11%* 9.91%*
# Positive 5/14 14/14 ** 13/14 ** 14/14 **

n=7,780

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.001 0.114 0.166 0.090
t-statistic 0.28 2.42% 2.06# 1.35
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Table 5.8
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using a Sample of Individual Analyst Forecasts from the IBES Detail File

Table 5.8 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a sample of individual analyst forecasts from
the IBES detail sample is used. A t-test is used to determine the significance of the average
coefficient value and a binomial test (p = 0.5) is used to test the sign of the coefficients over the
sample years. The number reported is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 13,502 individual analyst
forecasts meeting the data requirements for the restricted sample discussed in section 3.1 and do
not fall in 2001 or 2002. # indicates significance at the 10% level, * at the 5% level, and ** at

1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

o, o, o, o,
Coefficient -0.001 0.649 0.582 0.415
t-statistic -0.31 14.71%* 7.06%* 6.59%*
# Positive 7/14 14/14%* 14/14%* 14/14%*

n=13,509

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B, B,
Coefficient 0.000 0.501 0.353 0.256
t-statistic 0.07 15.09%* 8.53%* 6.46%*
# Positive 7/14 14/14%* 14/14%* 14/14%*

n=13,509

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.001 0.148 0.229 0.159
t-statistic -0.27 2.67* 2.48%* 2.14%*
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Table 5.9
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using a Sample of Firms Likely to Manage Earnings

Table 5.9 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a sample of firms likely to manage earnings is
used. A t-test is used to determine the significance of the average coefficient value and a
binomial test (p = 0.5) is used to test the sign of the coefficients over the sample years. The
number reported is the number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 1,268 observations from the
restricted sample discussed in section 3.1 that do not fall in 2001 or 2002 and with deflated
earnings per share in the range [-0.01, 0.01]. # indicates significance at the 10% level, * at the
5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.006 0.704 0.519 0.563
t-statistic -0.89 10.06** 5.41%* 6.20%**
# Positive 6/14 14/14%* 14/14%* 13/14**

n=1,286

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

By B, B, B.
Coefficient 0.002 0.226 0.090 0.163
t-statistic 0.32 5.42%% 2.024 3.01%*
# Positive 9/14 14/14%* 10/14 12/14%*

n=1,286

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.008 0.478 0.429 0.400
t-statistic -0.89 5.87%* 4.06** 3.78%*
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Table 5.10
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Without Winsorizing

Table 5.10 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when none of the variables are winsorized. A t-test
is used to determine the significance of the average coefficient value and a binomial test (p =
0.5) is used to test the sign of the coefficients over the sample years. The number reported is the
number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1, except that AF,,, and EA,., are not winsorized. The
sample consists of the 13,719 observations of the restricted sample that do not fall in 2001 or
2002. #indicates significance at the 10% level, * at the 5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.014 0.763 0.541 0.491
t-statistic -3.18%** 30.82%* 8.80%* 10.72%*
# Positive 1/14%** 14/14%* 14/14** 14/14**

n=13,719

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

By B, B, Bs
Coefficient -0.157 2.276 1.457 2.273
t-statistic -1.22 1.92# 2.89* 1.64
# Positive 8/14 14/14%* 14/14%* 13/14%*

n=13,719

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference 0.143 -1.513 -0.916 -1.782
t-statistic 1.11 -1.27 -1.80# -1.29
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Table 5.11
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components With Double Winsorizing of the AF,,, Variable

Table 5.11 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when analysts forecasts are winsorized twice. A t-
test is used to determine the significance of the average coefficient value and a binomial test (p =
0.5) is used to test the sign of the coefficients over the sample years. The number reported is the
number of positive coefficients.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1, except that AF,,, was winsorized once when the full
sample was created and again after the product of the mean consensus forecast and the number
of shares used to calculate EPS was calculated. The sample consists of the 13,719 observations
of the restricted sample that do not fall in 2001 or 2002. # indicates significance at the 10%
level, * at the 5% level, and ** at 1% or better.

Panel A: EA,,, = &, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.009 0.691 0.490 0.433
t-statistic -2.60* 23.29%* 8.48%* 8.91**
# Positive 3/14* 14/14%* 14/14** 14/14**

n=13,719

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B, B
Coefficient 0.001 0.523 0.361 0.307
t-statistic 0.20 19.23%* 9.78%* 9.57%*
# Positive 8/14 14/14%* 14/14%* 14/14%*

n=13,719

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.009 0.168 0.130 0.126
t-statistic -2.20% 4.16** 1.89# 2.16%**
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Table 5.12
Summary Results from Regressing Year-Ahead Eamings and Analysts Forecasts on Current
Earnings Components Using Pooled Regression Analysis

Table 5.12 presents the summary results of the regressions of Year-Ahead Earnings and Analysts
Forecasts on Current Earnings Components when a pooled regression is used rather than the
independent yearly estimates.

Panel A presents the results from equation one, which tests the predictive value of current cash
flows from operations, non-discretionary accruals, and discretionary accruals. Panel B presents
the results from equation two, which tests how analysts weight the current earnings components
when forecasting upcoming earnings. Panel C presents the difference between the mean
coefficients in panels A and B and the results from a t-test of these differences.

The variables are defined as in table 5.1. The sample consists of the 13,719 observations of the
restricted sample that do not fall in 2001 or 2002. # indicates significance at the 10% level, * at
the 5% level, and ** at 1% or better.

Panel A: EA,,, = «, + &, CFO, + ¢,NDACC, + a;DACC, + ..,

(x() (xl (x2 (x3
Coefficient -0.017 0.615 0.159 0.322
t-statistic -15.18%* 101.18%* 25.19%* 28.94 %

n=13,719

Panel B: AF,., = B, + p,CFO, + B,NDACC, + B, DACC, + v,.,

B B, B, B
Coefficient -0.015 0.634 0.201 0.308
t-statistic -8.19%* 63.30%* 19.36** 16.80%*

n=13,719

Panel C: Difference in weighting

0‘0‘[50 OC1‘[51 0‘2‘[52 0‘3‘[53
Difference -0.002 -0.019 -0.042 0.014
t-statistic -1.04 -1.86# -4.06%* 0.78
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CHAPTER 6
THE ASSOCIATIONS BETWEEN ANALYST FORECASTS AND REPORTED AND
RESTATED EARNINGS
6.1 The Model
The analysis in chapter five suggests that analysts do not remove the effects of earnings

management from their forecasts. However, an alternative explanation for these results is
analysts’ inability to appropriately weight components of earnings. Prior evidence (Abarbanell
1991, Bradshaw, Richardson and Sloan 2001, Plumlee 2003, Ramnath 2002, Shane and Brous
2001, and Weber 2005) suggests that analysts can have difficulty interpreting individual pieces of
information. On the other hand, analysts’ overall forecasts tend be relatively accurate and
improve over the course of the year (Barron, Byard and Kim 2002, Brown 1997, Brown and Han
1992, Crichfield, Dyckman and Lakonishok 1978, and Hope 2003). This implies that the
association between analysts’ forecasts and total earnings (rather than components of earnings)
should be considered. Ideally, the associations between the forecast and earnings with and
without earnings management would be computed and then compared. This chapter proposes
and tests the following model for this purpose:

Analyst Forcasts, = A, + A,Managed Earnings, + 9, 4)

Analyst Forcasts, = ¢, + ¢,Unmanaged Earnings, + T, (5)
where Analyst Forcasts, is the mean consensus analyst forecast of earnings per share at time t
times the number of shares used to calculate EPS (Compustat data item 54), Managed Earnings,

is reported earnings before extra items at time t (Compustat data item123), and Unmanaged
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Earnings, is restated earnings before extra items (Compustat data item 118). All three variables
are deflated by lagged assets. In order to determine whether managed or unmanaged earnings is
more highly associated with analysts forecasts I use a Vuong test, which is described by Dechow
(1994). The Vuong (1989) test uses a z-statistic to assess which equation (four or five) has the
lower sum of squared residuals. The earnings definition in the equation with the lower sum of
squared errors is more highly associated with analyst forecasts.

The analysis is based on three assumptions. First, I assume that analysts convey their
understanding of earnings management in their analyst forecast, rather than in other disclosures.
This assumption is consistent with Schipper (1991). Second, I assume that analysts do not issue
separate forecasts of pre-managed earnings. This is consistent with Abarbanell and Lehavy
(2003), Burgstahler and Eames (2003), and Liu (2005). Third, and most importantly, I assume
that restated earnings has been purged of earnings management. This is consistent with
Erickson, Hanlon and Maydew (2004), Jones, Krishnan and Melendez (2006), and Palmrose,

Richardson and Scholz (2004).

6.2  Predictions

I assume that reported earnings include earnings management and restated earnings do
not. This implies that if analysts include earnings management in their forecasts, then analysts’
forecasts will be more highly associated with reported earnings than they are with restated
earnings. This is hypothesis four:

H4:  If analysts include the effects of earnings management in their forecast, then the

association between analyst forecasts and reported earnings will exceed the
association between analyst forecasts and restated earnings.
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The converse will also be true. If analysts exclude earnings management from their
forecasts, then analysts’ forecasts will be more highly associated with restated earnings than they
are with reported earnings. This is hypothesis five:

H5:  If analysts remove the effects of earnings management from their forecast, then

the association between analyst forecasts and restated earnings will exceed the
association between analyst forecasts and reported earnings.

6.3  Sample Selection and Summary Statistics

To test hypotheses four and five, I start with the full sample described in chapter three
and detailed in table 3.1. Iretain only the observations with data available from Compustat on
restated earnings and lagged assets. After truncating the sample at the 1 and 99" percentile of
reported earnings, restated earnings, and mean consensus analyst forecasts, 15,158 observations
remain. [ refer to this set of observations as the ‘restatement sample.’

Compustat gives four reasons for restated earnings: discontinued operations, mergers and
acquisitions, earnings management, and errors in managers’ original estimates. Since I use
income before extra items, restatements due to discontinued operations will not enter my sample.
However, the sample could include restatements due to mergers and acquisitions or legitimate
errors in estimates. [ partially address this issue by removing firms that report merger or
acquisition activity for the year. This leaves restatements due to errors in estimates in the
sample. Unfortunately, Compustat does not differentiate between errors in estimates and
earnings management. This restriction reduces the sample to 8,139 firm-years. I refer to this set
of observations as the ‘restricted restatement sample.” Table 6.1 contains a summary of the

sample selection procedure.
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Table 6.2 presents summary statistics for the restatement and restricted restatement
samples. The variables are defined as follows: total assets is Compustat data item 6; the number
of analysts is the number that participated in creating each consensus forecast, as reported by
IBES; analyst forecast is the mean consensus forecast reported by IBES multiplied by the number
of shares used to calculate EPS (Compustat data item 54); reported earnings is income before
extra items (Compustat data item 123); and restated earnings is income before extra items
(restated) (Compustat data item 118). Analyst forecast, reported earnings, and restated earnings
are deflated by lagged total assets.

The firms in the restricted restatement sample are smaller than those in the restatement
sample ($4,001.7 million versus $6,608.7 million, p <0.001). This is not surprising, because
smaller firms are more likely to have financial difficulties leading them to manage earnings while
larger firms are more likely to be involved in mergers and acquisitions. Also consistent with
their smaller size, the firms in the restricted restatement sample are followed by fewer analysts on

average (6.4) than firms in the restatement sample (7.5) (p < 0.001).

6.4  Results

Before proceeding to the estimation of equations four and five, I compute simple
correlations between the analyst forecasts and reported and restated earnings. The correlations
are presented in table 6.3. Panel A reports results for the restatement sample. The correlation
between reported earnings and analysts’ forecasts is 0.837, and the correlation between restated
earnings and analysts’ forecasts is 0.832. Panel B presents similar results for the restricted
restatement sample (0.873 and 0.867 for reported and restated earnings, respectively). The

correlation between analyst forecasts and reported earnings is higher than the correlation between
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analyst forecasts and restated earnings for both samples (p = 0.0755 for the restatement sample
and p = 0.016 for the restricted restatement sample, one-tailed test). This is consistent with the
prediction of hypothesis four that analysts include earnings management in their forecasts.

Table 6.4 presents the results of estimating equations four and five. Panels A and B report
coefficients, adjusted R* values, and observations for equations four and five, respectively. In
both the restatement sample (column one) and the restricted restatement sample (column two),
the adjusted R values are higher for reported earnings than restated earnings. In addition, the
coefficient on reported earnings (panel A) is closer to one than the coefficient on restated
earnings (panel B) for both samples.

Panel C reports the results of the Vuong test, which is used to assess the statistical
significance of the differences in both adjusted R* and coefficient values. If analysts include
earnings management in their forecasts, then their forecasts should be more highly associated
with reported than restated earnings (consistent with hypothesis four) and the z-statistic from the
Vuong test will be negative. If, on the other hand, analysts remove earnings management from
their forecasts, their forecasts should be more highly associated with restated than reported
earnings and the z-statistic from the Vuong test will be positive. This would support hypothesis
five. Consistent with hypothesis four, the z-statistic is -2.48 for the restatement sample and -2.51
for the restricted restatement sample. These significantly negative results suggest that analysts
forecasts are more highly associated with reported earnings than they are with restated earnings,
indicating that analysts include the effects of earnings management in their forecasts. Thus,

hypothesis five is rejected in favor of hypothesis four.
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6.5  Sensitivity Tests
6.5.1 Alternative samples

In order to ensure that these results are not dependent on the sample of mean consensus
forecasts, I repeat the Vuong test using three of the alternative samples discussed in section 5.7.
First, Iuse a sample of median consensus forecasts; second, a sample of last available forecasts;
and third, a sample of individual forecasts from the IBES detail sample. I do not use a sample of
quarterly observations because Compustat does not provide quarterly restatement data. For each
sample, I begin with a set of annual earnings forecasts for all December year-end, U.S. firms
during the period 1988-2004. Ithen remove those observations made more than 30 days prior to
the fiscal year end and those without the needed restatement and lagged asset data. Finally, I
truncate the analyst forecasts and reported and restated earnings distributions at the 1* and 99"
percentiles. The results are presented in table 6.5 for the median sample, table 6.6 for the last
available forecast sample, and table 6.7 for the detail file sample. Except for the insignificant z-
statistic for the restatement sample using the last available forecast (table 6.6, column one), the

results are consistent with those presented in table 6.4.

6.5.2 Removing observations from 2001 and 2002

Although the restatement and restricted restatement samples used in this chapter are
different from the restricted sample used in chapter five, I replicate the analysis after removing
the observations from 2002 and 2003 to ensure that the anomalies found in tables 5.2 and 5.3 do
not affect the results of the current tests. This restriction reduces the restatement and restricted
restatement samples to 10,260 and 5,605 observations, respectively. The results, presented in

table 6.8, are consistent with those presented in table 6.4. Since the anomalies in the 2001 and
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2002 data involve year-ahead earnings as well as the current earnings components, I also
replicated the tests after removing the observations from 2002 and 2003. The results

(untabulated) are also consistent with those in table 6.4.

6.6  Conclusions

This chapter examines the association between analyst forecasts and reported and restated
earnings. The evidence suggests that analyst forecasts are more highly associated with reported
earnings than they are with restated earnings. Iinterpret this as meaning that analysts include,
rather than remove, the effects of earnings management in their forecasts. This is consistent with

the results presented in chapter five and the findings of Burgstahler and Eames (2003).
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Table 6.1
Sample Selection Criteria for Testing the Associations between Analyst Forecasts and Reported
and Restated Earnings

Table 6.1 summarizes the sample selection procedure used to create the samples used to test the
associations between analyst forecasts and reported and restated earnings. The initial sample is
the full sample identified in table 3.1 and consists of all non-stale annual earnings forecasts for
U.S. firms with a December year end from 1988-2004. Any observations missing reported
earnings, restated earnings, or lagged assets are then removed as are the I* and 99" percentiles
of the reported and restated earnings and analyst forecast distributions. The final sample screen
removes observations that report a merger or acquisition during the sample year. This screen
increases the likelihood that the restatements are due to earnings management rather than
legitimate business practices.

Full sample from table 3.1 34,990
Less:

Observations missing reported earnings, restatement, or lagged asset data (18,870)

Observations in the 1st and 99th percentiles of the analyst forecast, reported

earnings or restated earnings distributions 962

Restatement Sample 15,158

Observations reporting mergers and acquisitions (7,019)
Restricted Restatement Sample 8,139
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Table 6.2

Summary Statistics for the Restatement and Restricted Restatement Samples

Table 6.2 presents summary statistics for the restatement and restricted restatement samples
used to test the associations between analyst forecasts and reported and restated earnings. The
variables are defined as follows: total assets is Compustat data item 6, the number of analysts is
the number that participated in creating each consensus forecast, as reported by IBES; analyst
forecast is the mean consensus forecast reported by IBES multiplied by the number of shares
used to calculate EPS (Compustat data item 54), reported earnings is income before extra items
(Compustat data item 123); and restated earnings is income before extra items (restated)
(Compustat data item 118). Analyst forecast, reported earnings, and restated earnings are

deflated by lag total assets.

Panel A presents summary statistics for the restatement sample and Panel B for the restricted
restatement sample. Assets are reported in millions.

Panel A: Restatement Sample

Standard 25th 75th
Mean Deviation Min Percentile Median Percentile Max
Total Assets 6,608.7 40,948.8 3.6 156.3 570.5 2,423.8 1,484,101.0
Number of Analysts 7.5 6.8 1.0 2.0 5.0 11.0 44.0
Analyst Forecast 0.019 0.10  -0.55 -0.01  0.03 0.01 0.23
Reported Earnings 0.006 0.13  -0.70 -0.01  0.03 0.07 0.26
Restated Earnings 0.007 0.13  -0.74 -0.01  0.03 0.07 0.33
n=15,158
Panel B: Restricted Restatement Sample
Standard 25th 75th
Mean Deviation Min Percentile Median Percentile Max
Total Assets 4,001.7 30,058.4 3.6 99.2 337.0 1,400.0 1,009,569.0
Number of Analysts 6.4 6.3 1.0 2.0 4.0 9.0 41.0
Analyst forecast 0.00 0.12  -0.55 -0.01  0.03 0.06 0.23
Reported Earnings -0.01 0.15 -0.70 -0.04  0.03 0.07 0.26
Restated Earnings -0.01 0.15 -0.74 -0.04  0.03 0.07 0.33

n=8,139
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Table 6.3
Correlations between Analyst Forecasts and Reported and Restated Earnings

Table 6.3 presents the correlations between analyst forecasts and reported and restated earnings
for the restatement and restricted restatement samples used to test the associations between
analyst forecasts and reported and restated earnings. The variables are defined as follows:
analyst forecast is the mean consensus forecast reported by IBES multiplied by the number of
shares used to calculate EPS (Compustat data item 54); reported earnings is income before extra
items (Compustat data item 123); and restated earnings is income before extra items (restated)
(Compustat data item 118). All three variables are deflated by lagged total assets.

Panel A presents correlations for the restatement sample and Panel B for the restricted
restatement sample.

Panel A: Restatement Sample

Analyst

Forecasts
Reported EA 0.837
(Probability) (<0.0001)
Restated EA 0.832
(Probability) (<0.0001)

n=15,158

Panel B: Restricted Restatement Sample

Analyst

Forecasts
Reported EA 0.873
(Probability) (<0.0001)
Restated EA 0.867
(Probability) (<0.0001)

n=8,139
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Table 6.4
Results for Regressions of Analyst Forecasts on Reported and Restated Earnings and the Vuong
Test of Association

Table 6.4 presents the results for regressions of analyst forecasts on reported earnings (panel A)
and on restated earnings (panel B). Panel C presents the results of the Vuong test. The Vuong
test compares the size of the error terms from the two regressions. A negative z-statistic suggests
that the first regression (i.e. reported earnings) is more closely related to analyst forecasts and
vice versa. The variables are defined as in table 6.2.

Column one presents the results for the restatement sample (n = 15,158) and column two for the
restricted restatement sample (n = 8,139). * indicates significance at the 5% level and ** at 1%
or better.

Panel A: AF, = A, + A EAg  orca. i T 0,
Restricted
Restatement Restatement
Sample Sample
Ao 0.015%** 0.009 **
A 0.651** 0.719 **
adjusted R? 0.7006 0.7612
Number of observations 15,158 8,139
Panel B: AFt = d)O + d)lEARestated,t + Tt
Restricted
Restatement Restatement
Sample Sample
b, 0.014** 0.008 **
¢, 0.649 ** 0.714 **
adjusted R* 0.6920 0.7508
Number of observations 15,158 8,139

Panel C: Vuong Test of Association (reported vs. restated)

Restricted
Restatement Restatement
Sample Sample
Z-statistic -2.48%* -2.51%*
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Table 6.5
Results for Regressions of Analyst Forecasts on Reported and Restated Earnings and the Vuong
Test of Association Using a Sample of Median Consensus Forecasts

Table 6.5 presents the results of regressing analyst forecasts on reported earnings (panel A) and
reported earnings (panel B) and of the Vuong test (panel C) for a sample of median consensus
forecasts. Panels A and B present the results from regressing analyst forecasts on reported
earnings and on restated earnings, respectively. Panel C presents the results of the Vuong test.
The variables are defined as in table 6.2.

Column one presents the results for the restatement sample (n = 15,158) and column two for the
restricted restatement sample (n = 8,141). * indicates significance at the 5% level and ** at 1%
or better.

Panel A: AF, = A, + A EAg  orca. i T 0,
Restricted
Restatement Restatement
Sample Sample
Ao 0.015%* 0.009 **
A 0.651** 0.719 **
adjusted R? 0.7006 0.7612
Number of observations 15,158 8,141
Panel B: AFt = d)O + d)lEARestated,t + Tt
Restricted
Restatement Restatement
Sample Sample
b, 0.014 ** 0.008 **
¢, 0.649 ** 0.714 **
adjusted R* 0.6914 0.7501
Number of observations 15,158 8,141

Panel C: Vuong Test of Association (reported vs. restated)

Restricted
Restatement Restatement
Sample Sample
Z-statistic -2.49%* -2.50%*
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Table 6.6
Results for Regressions of Analyst Forecasts on Reported and Restated Earnings and the Vuong
Test of Association Using a Sample of Last Available Analyst Forecasts

Table 6.6 presents the results of regressing analyst forecasts on reported earnings (panel A) and
reported earnings (panel B) and of the Vuong test (panel C) for a sample of last available
analyst forecasts. Panels A and B present the results from regressing analyst forecasts on
reported earnings and on restated earnings, respectively. Panel C presents the results of the
Vuong test. The variables are defined as in table 6.2.

Column one presents the results for the restatement sample (n = 8,909) and column two for the
restricted restatement sample (n = 4,497). * indicates significance at the 5% level and ** at 1%
or better.

Panel A: AF, = A, + A EAg  orca. i T 0,
Restricted
Restatement Restatement
Sample Sample
Ao 0.016** 0.009 **
A 0.621** 0.703 **
adjusted R? 0.6834 0.7664
Number of observations 8,909 4,497
Panel B: AFt = d)O + d)lEARestated,t + Tt
Restricted
Restatement Restatement
Sample Sample
b, 0.016** 0.009 **
¢, 0.616** 0.691 **
adjusted R* 0.6709 0.746
Number of observations 8,909 4,497

Panel C: Vuong Test of Association (reported vs. restated)

Restricted
Restatement Restatement
Sample Sample
Z-statistic -1.80** -2.08%*
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Table 6.7
Results for Regression Analyst Forecasts on Reported and Restated Earnings and the Vuong Test
of Association Using a Sample of Individual Analyst Forecasts

Table 6.7 presents the results of regressing analyst forecasts on reported earnings (panel A) and
reported earnings (panel B) and of the Vuong test (panel C) for a sample of individual analyst
forecasts from the IBES detail file. Panels A and B present the results from regressing analyst
forecasts on reported earnings and on restated earnings, respectively. Panel C presents the
results of the Vuong test. The variables are defined as in table 6.2.

Column one presents the results for the restatement sample (n = 38,912) and column two for the
restricted restatement sample (n = 18,685). * indicates significance at the 5% level and ** at 1%
or better.

Panel A: AF, = A, + A EAg  orca. i T 0,
Restricted
Restatement Restatement
Sample Sample
Ao 0.019** 0.014 **
A 0.568** 0.620 **
adjusted R? 0.6282 0.6937
Number of observations 38,912 18,685
Panel B: AFt = d)O + d)lEARestated,t + Tt
Restricted
Restatement Restatement
Sample Sample
b, 0.019 ** 0.014 **
¢, 0.566 ** 0.616 **
adjusted R* 0.6231 0.6874
Number of observations 38,912 18,685

Panel C: Vuong Test of Association (reported vs. restated)

Restricted
Restatement Restatement
Sample Sample
Z-statistic -3.35%* -3.07**
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Table 6.8
Results for Regression Analyst Forecasts on Reported and Restated Earnings and the Vuong Test
of Association After Removing 2001 and 2002

Table 6.8 presents the results of regressing analyst forecasts on reported earnings (panel A) and
reported earnings (panel B) and of the Vuong test (panel C) after removing 2001 and 2002 from
the sample period. Panels A and B present the results from regressing analyst forecasts on
reported earnings and on restated earnings, respectively. Panel C presents the results of the
Vuong test. The variables are defined as in table 6.2.

Column one presents the results for the restatement sample (n = 10,260) and column two for the
restricted restatement sample (n = 5,605). * indicates significance at the 5% level and ** at 1%
or better.

Panel A: AF, = A, + A EAg  orca. i T 0,

Restricted
Restatement Restatement
Sample Sample
Ao 0.015** 0.009 **
A 0.664** 0.728 **
adjusted R? 0.7030 0.7648
Number of observations 10,260 5,605
Panel B: AFt = d)O + d)lEARestated,t + Tt
Restricted
Restatement Restatement
Sample Sample
b, 0.015%** 0.009 **
¢, 0.655 ** 0.716 **
adjusted R* 0.6911 0.7504
Number of observations 10,260 5,605

Panel C: Vuong Test of Association (reported vs. restated)

Restricted
Restatement Restatement
Sample Sample
Z-statistic -2.98%* -2.84%*
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CHAPTER 7
TESTS OF THE LAST MINUTE EARNINGS MANAGEMENT HYPOTHESIS
7.1  Last Minute Manipulations

The results in chapters five and six suggest that analysts include earnings management in
their forecasts. However, they do not explain why Abarbanell and Lehavy (2003) find
asymmetries in the forecast error distribution consistent with analysts removing the effects of
earnings management. One explanation for Abarbanell and Lehavy’s results is that analysts are
consistently mistaken in anticipating earnings management for a significant number of firms.
This explanation is not compelling for two reasons. First, although anticipating earnings
management is undoubtedly difficult (Fischer and Verrecchia 2000), there is evidence that
analysts are capable of doing so (Burgstahler and Eames 2003, Liu 2005). Second, an
explanation based on analyst error is inconsistent with the pattern of the asymmetries. If analysts
make mistakes in predicting earnings management, then their mistakes should be random. In
terms of the forecast error distribution, this means a roughly equal number of observations both
above and below zero, and roughly symmetric tails. However, this is not the pattern observed in
figure 3.2.

Brown (1998) provides an alternative explanation for the existence of the asymmetries
documented by Abarbanell and Lehavy (2003). He observes that managers provide information
throughout the fiscal period that analysts use to make and revise their earnings forecasts. At the
end of the period, however, the situation is reversed. Analysts make their final forecasts of

earnings before managers issue their final earnings announcement. In the period between the
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final analyst forecasts and the earnings announcement, managers can make ‘last minute’
manipulations so that reported earnings meet-or-beat market expectations. The sequence of
events is presented in figure 7.1. Even if analysts try to include earnings management in their
forecasts, last minute manipulations could lead to asymmetries such as those described by
Abarbanell and Lehavy (2003). Last minute manipulation to meet expectations has been

documented in a tax setting by Dhaliwal, Gleason and Mills (2003).

7.2 Proxy for Earnings Prior to Last Minute Manipulations

To test the last minute manipulation explanation, I examine whether the level of earnings
management increases when analysts raise investor expectations. I use a sample of management
forecasts of earnings to proxy for the level of earnings prior to last minute manipulations. I
assume that management forecasts of earnings include both pre-managed earnings and the
earnings manipulations managers plan to make before the release of the analyst forecast. This
assumption is consistent with prior research. For example, Kasznik (1999) finds that firms
include earnings management to reach their management forecast. Ke, Huddart and Petroni
(2003) show that managers know what their important accounting disclosures, such as earnings

announcements, will be in advance of the actual disclosure.

7.3 Sample Selection and Summary Statistics

I construct a sample of point and range management forecasts of annual earnings from
First Call from 1985 to 2004. If the forecast is a range, I record the upper bound of the range in
order to increase the probability that the management forecast contains both pre-managed

earnings and planned earnings management. I restrict the sample to management forecasts made

90


http://endnote+.cit
http://endnote+.cit
http://endnote+.cit
http://endnote+.cit
http://endnote+.cit

within 20 days of the end of the period to increase the probability that the forecast contains pre-
managed earnings and planned earnings management, but not last minute manipulations. Finally,
I require each observation to have an analyst forecast issued after the management forecast, a
reported earnings number available from the IBES consensus database, and a beginning of the
period stock price available from CRSP. I winsorize the management and analyst forecasts at the
1** and 99™ percentiles to control for outliers. These sample screens result in 312 management
forecasts. The sample selection procedure is summarized in table 7.1.

Table 7.2, panel A, presents summary statistics for the management forecast sample.
Overall, the sample consists of relatively large firms (mean total assets of $13,654 million) that
are followed, on average, by five analysts. On average, analyst forecasts are significantly higher
than management forecasts (p <0.001). This suggests that analysts are more likely to remove
transitory bad news from their earnings forecasts (Barth et al. 2001) than managers (Pownall and

Waymire 1989, Skinner 1994).

7.4 Developing the Model

To test for the existence of last minute manipulations, I first split the sample according to
whether or not analysts raise market expectations. I assume that analysts raise expectations when
the analyst forecast is higher than the management forecast. Conversely, when the analyst
forecast is lower than the management forecast, I assume analysts have lowered expectations.
When analysts raise market expectations, managers have incentives to use last minute
manipulations to increase reported earnings beyond the initially planned level indicated by the
management forecast. This leads to hypothesis six.

H6:  When the analyst forecast exceeds the management forecast, reported earnings
will also exceed the management forecast.
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On the other hand, if analysts lower market expectations, then managers will not have incentives
to raise reported earnings. Instead, they will either ‘take a bath’ to improve their ability to
manage earnings in the future (Barton and Simko 2002, DeFond and Park 1997) or will exactly
meet their management forecast to improve their credibility (Skinner 1994, Tucker 2004). This
leads to hypothesis seven.

H7:  When the analyst forecast falls below the management forecast, reported earnings
will not exceed the management forecast.

7.5  Results

Table 7.3 presents the results of a two by two chi-squared test of hypotheses six and
seven. The rows partition the sample according to managers’ incentives to engage in last minute
earnings management. The first row contains observations where there is no incentive to
increase earnings, because the analyst forecast does not exceed the management forecast. For
these observations, managers are predicted to either meet their management forecast or ‘take a
bath.” The second row contains observations where there is an incentive to increase earnings,
because the analyst forecast is above the management forecast. For these observations, managers
are predicted to report earnings that are higher than the management forecast. The columns
partition the sample according to the effect of the last minute manipulations. The first column
contains observations where earnings equal or fall below their management forecast. The second
column contains observations where earnings exceed the management forecast. Hypothesis six
predicts that when the analyst forecast exceeds the management forecast, managers will perform
last minute manipulations to increase reported earnings above the planned earnings level prior to
last minute manipulations. As a result, reported earnings will exceed the management forecast.

Hypothesis seven predicts that when the management forecast exceeds the analyst forecast,
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managers will either perform no last minute earnings management or will use last minute
manipulations to lower reported earnings below the initially planned level. In this case, reported
earnings will equal or miss the management forecast.

For a sample of 312, the expected number of observations in each cell is 78. As predicted
by hypothesis six, almost half of the observations (147) increased their reported earnings after
receiving an analyst forecast that exceeded their management forecast. In addition, a higher than
expected number of firms (93) missed or met their management forecast when the analyst
forecast was below the management forecast, consistent with hypothesis seven. The chi-squared
statistic of 97.83 is significant at the 0.0001 level.

One impediment to this analysis is the possibility that managers issue their forecasts
below their expectations in order to beat them (Gigler and Hemmer 2001 and Matsumoto 2002).
In this case, management forecasts understate managers' expected earnings prior to last minute
manipulations. While the use of the upper bound of the range forecast should provide some
control for this possibility, I also replicate my tests after increasing each management forecast by
$0.01. The use of $0.01 is based on the finding of Kasznik (1999) that firms that beat their
management forecast do so by an average of $0.01. The results, presented in Panel B of table
7.3, are virtually identical to those in Panel A. I also performed the analysis after adding $0.02
and $0.05 to the management forecast. The results (untabulated) are also quite similar to those

presented in table 7.3.
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7.6 Sensitivity Analysis
7.6.1 Alternative Sample

Soffer, Thiagarajan and Walther (2000) and Tan, Libby and Hunton (2002) argue that if
managers use their forecasts to manage expectations, they are most likely to do so with forecasts
issued immediately prior to the fiscal year end. This is a concern because my sample consists of
management forecasts made in the last 20 days of the fiscal period. To address this issue, |
construct an alternative sample of management forecasts issued affer the end of the fiscal period.
I assume that these forecasts are pre-announcements of earnings rather than attempts to
manipulate expectations, since prior research finds that forecasts issued after the close of the
fiscal period consist of primarily good news (Baginski, Hassell and Waymire 1994), while
expectations management normally consists of reporting bad news (Soffer, et al. 2000). The
resulting sample consists of 597 pre-announcements.

The results presented in panel A of table 7.4, based on reported pre-announcements, are
qualitatively identical to those in panel A oftable 7.3, and support both hypothesis six and
hypothesis seven. However, panel B of table 7.4 shows that the results for the pre-announcement
sample are sensitive to increasing the management forecast by $0.01. After this adjustment,
hypothesis seven is still supported, but hypothesis six is not. The implication is that last minute
manipulations that increase earnings are less common following management forecasts that occur
after the close of the fiscal year. This might be due to increased auditor scrutiny of earnings

manipulations when earnings have been pre-announced.
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7.6.2 The management forecast value of range forecasts

One possible explanation for the high number of observations that missed or met their
management forecast when the analyst forecast was below the management forecast is the use of
the upper bound of range forecasts as the management forecast value. While the use of the upper
bound increases the likelihood that the management forecast contains both pre-managed earnings
and planned earnings management, it could distort incentives to engage in last minute
manipulations, since market expectations prior to the analyst forecast are likely to lie within the
range of the management forecast rather than at the upper bound. For example, for a firm that
issues a range forecast of $1.50 to $2.00, an analyst forecast of $1.95 will raise market
expectations if the market is focused on the midpoint ($1.75) or the lower bound ($1.50) instead
of the upper bound ($2.00). However, the current classification method would place the
observations in the low earnings management incentives category. This misclassification could
bias the results in favor of hypothesis seven. In order to control for this possibility, I replicate
my tests after removing the range forecasts from the sample. I also replicate the tests leaving the
range forecasts in the sample, but using, alternatively, the lower bound and the midpoint as the
point estimate for analysis.

Table 7.5 presents the results of the chi-squared tests after removing the range forecasts.
The resulting sample consists of 86 point forecasts. The expected number of observations in
each cell is 21.5. Panel A of table 7.5 reports that more than half of the observations (44)
increase their reported eamings after receiving an analyst forecast that exceeds their management
forecast, consistent with hypothesis six. In addition, a higher than expected number of

observations (26) met or missed their management forecast when the analyst forecast did not
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exceed their management forecast, consistent with hypothesis seven. The results after adding
$0.01 to the management forecast, shown in panel B, are qualitatively similar.

Tables 7.6 and 7.7 present the results after defining the management forecast value of the
range forecasts as the lower bound and the midpoint of the range, respectively. The expected
number of observations in each cell is 78. Overall, the results are consistent with those in table
7.3. The only exception is that panel A of tables 7.6 shows no evidence that a higher than
expected number of firms missed or met their forecasts when the analyst forecast was below the

management forecast, contrary to hypothesis seven.

7.6.3 Removing observations from 2001 and 2002

Although the management forecast sample used in the current analysis is different from
the analyst forecast sample used in chapter five, I replicate the chi-squared tests after removing
the observations from 2001 and 2002 to ensure that the anomalies documented in tables 5.2 and
5.3 do not affect the results of the current tests. The results for the reduced sample of 247
management forecasts, presented in table 7.8, are consistent with those presented in table 7.3.
Since the anomalies in the 2001 and 2002 data involve year-ahead earnings as well as the current
earnings components, [ also replicated the tests after removing the observations from 2002 and

2003. The results (untabulated) are also consistent with those in table 7.3.

7.6.4 Regression analysis
In addition to the chi-squared tests, I also use a simple regression model to test for last
minute manipulations. The dependent variable is the difference between reported earnings and

management forecasts, and is intended to capture last minute manipulations. This is regressed on
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an indicator variable to capture whether managers have incentives to perform last minute
manipulations. This occurs when analyst forecasts are greater than management forecasts.
Formally stated, the model is:

MFE, = vy, + y,BeatMF, + 1, (6)
where MFE, is the difference between reported earnings and the management forecast, deflated
by the beginning of the period stock price, and BeatMF, is an indicator variable that takes on the
value of one when the analyst forecast is higher than the management forecast. I predict that
when analysts raise market expectations by issuing a forecast above the management forecast,
managers will perform last minute earnings manipulations to ensure that they meet-or-beat
analysts’ forecasts, or that y, > 0.

Table 7.9, panel A, reports the results of estimating equation six. As expected, the
coefficient on BeatMF, is significantly positive, consistent with managers engaging in additional
manipulations to meet-or-beat analyst forecasts. As with the chi-squared tests, I also performed
the analysis after adding $0.01 to the management forecast. This addresses concerns that the
management forecast does not include all of the planned earnings management. The results are
reported in panel B of table 7.9 and are qualitatively similar to those in panel A.

I also estimated equation six using a continuous independent variable to capture
managerial incentives to perform last minute manipulations. Idefine this variable, DiffAF,, as
the difference between the analyst forecast and the management forecast, deflated by beginning
of the period stock price. The results, presented in table 7.10, are qualitatively similar to those in

table 7.9.
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7.7 Conclusions

The evidence in this chapter suggests that asymmetries in the analyst forecast error
distribution are caused by managers’ last minute earnings manipulations. This reconciles the
asymmetries identified by Abarbanell and Lehavy (2003) with my findings that analysts include
earnings management in their forecast. Assuming that last minute manipulations follow the same
pattern as other earnings manipulations, the evidence also suggests that the difference between
management forecasts and earnings announcements might be a useful proxy for earnings

management.

98



Figure 7.1
Model of the Earnings Announcement Timeline

Last Minuke Viripulations

VF AF EA Tine

Figure 7.1 represents the sequential order of managers’ and analysts’ actions at the end of the
fiscal period. MF (management’s earnings forecast) proxies for the earnings number
management plans to release prior to analysts’ forecast. Before the actual earnings
announcement (EA), however, analysts issue an earnings forecast for the company (AF).
Managers compare the new analyst forecast to their planned earning number and, if necessary,
engage in ‘last minute’ earnings manipulations to raise their final earnings number.

99



Table 7.1
Sample Selection Criteria for the Sample of Management Forecasts

Table 7.1 summarizes the sample selection procedure used to create a sample of management
forecasts used to for last minute manipulations. The initial sample consists of all annual point
and range management forecasts from 1985-2004. Observations made outside of the 20 day
window prior to the end of the fiscal period or missing the necessary analyst forecast or
beginning of the period stock price data are then removed.

Initial sample of annual, earnings per share, point and range forecasts from

1985-2004 23,927
Less:

Observations not made within the 20 days prior to the period end (23,406)

Observations missing analyst or beginning of the period price

information 209
Management forecast sample 312
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Table 7.2

Summary Statistics for the Management Forecast Sample

Table 7.2 presents summary statistics for the management forecast sample used to test the
existence of last minute earnings management. The variables presented in panel A are defined
as follows: total assets is Compustat data item 6, the number of analysts is the number that
participated in creating each consensus forecast, as reported by IBES, analyst forecast is the
mean consensus forecast reported by IBES, and management forecast is the point or upper
bound of the range forecast reported by ValueLine. Assets are reported in millions and analyst
forecasts and management forecasts are dollars per share. Although 312 observations meet the
conditions described in table 7.1, only 311 observations are used to calculate the summary
statistics for total assets. Total asset data is not necessary for the tests, so I did not remove the

firm that did not report that information.

75th

Max

5,253.0 750,330.0

7.0
2.2
53

Standard 25th
Mean Deviation Min Percentile Median Percentile
Total Assets 13,654.4 69,9942 25.4 336.1 1,211.0
Number of Analysts 53 62 1.0 1.0 3.0
Management Forecast 1.6 1.2 -1.0 0.7 1.5
Analyst Forecast 5.2 94 0.0 0.9 1.8
n=312
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Table 7.3
Results of a Chi-Squared Test of Last Minute Manipulations by Managers

Table 7.3 presents the results of a chi-squared test of the effect of increases in market
expectations on managers’ last minute earnings manipulations. The management forecast
sample is partitioned according to whether or not the analyst forecast was larger than the
management forecast and again by whether the earnings announcement was larger than the
management forecast. Cell I (upper left) contains those observations with the analyst forecast
below the management forecast that missed or met the management forecast; cell 2 (lower left)
contains those observations with the analyst forecast above the management forecast that missed
or met the management forecast; cell 3 (upper right) contains those observations with the
analyst forecast below the management forecast that beat the management forecast,; and cell 4
(lower right) contains those observations with the analyst forecast above the management
forecast that beat the management forecast.

Panel A presents the chi-square test using management forecasts as reported. Panel B presents
the results after adding 30.01 to each management forecast to control for pre-managed earnings
or planned earnings management not included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 93 13 106
AF greater than MF 59 147 206
Total 152 160 312
Chi-square value 97.83

(Probability) (<0.0001)
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Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 94 12 106
AF greater than MF 65 141 206
Total 159 153 312
Chi-square value 91.39

(Probability) (<0.0001)
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Table 7.4
Results of a Chi-Squared Test of Last Minute Manipulations by Managers Using a Sample of
Pre-Announcements

Table 7.4 replicates the chi-squared test presented in table 7.3 using a sample of 597 earnings
pre-announcement rather than management forecasts. Panel A presents the chi-square test
using management forecasts as reported. Panel B presents the results after adding $0.01 to each
management forecast to control for pre-managed earnings or planned earnings management not
included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 188 50 238
AF greater than MF 157 202 359
Total 345 252 597
Chi-square value 72.94

(Probability) (<0.0001)

Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 209 35 244
AF greater than MF 173 180 353
Total 382 215 597
Chi-square value 84.09

(Probability) (<0.0001)
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Table 7.5
Results of a Chi-Squared Test of Last Minute Manipulations by Managers Using a Sample of
Point Forecasts

Table 7.5 replicates the chi-squared test presented in table 7.3 using a sample of 86 point
forecasts. Panel A presents the chi-square test using management forecasts as reported. Panel
B presents the results after adding $0.01 to each management forecast to control pre-managed
earnings or planned earnings management not included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 26 4 30
AF greater than MF 12 44 56
Total 38 48 86
Chi-square value 86.00

(Probability) (<0.0001)

Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 32 1 33
AF greater than MF 19 34 53
Total 51 35 53
Chi-square value 31.48

(Probability) (<0.0001)
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Table 7.6
Results of a Chi-Squared Test of Last Minute Manipulations by Managers Using the Lower
Bound of the Range Forecasts

Table 7.6 replicates the chi-squared test presented in table 7.3 using a sample of 389
management forecasts. In this table, I define the management forecast value from the range
forecasts as the lower bound, rather than the upper bound as in table 7.3. Panel A presents the
chi-square test using management forecasts as reported. Panel B presents the results after
adding $0.01 to each management forecast to control pre-managed earnings or planned
earnings management not included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 78 20 98
AF greater than MF 41 250 291
Total 119 270 389
Chi-square value 148.14

(Probability) (<0.0001)

Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 82 14 99
AF greater than MF 46 244 290
Total 128 261 389
Chi-square value 149.91

(Probability) (<0.0001)
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Table 7.7
Results of a Chi-Squared Test of Last Minute Manipulations by Managers Using the Midpoint of
the Range Forecasts

Table 7.7 replicates the chi-squared test presented in table 7.3 using a sample of 389
management forecasts. In this table, I define the management forecast value from the range
forecasts as the midpoint of the upper and lower bounds, rather than the upper bound as in table
7.3. Panel A presents the chi-square test using management forecasts as reported. Panel B
presents the results after adding $0.01 to each management forecast to control for pre-managed
earnings or planned earnings management not included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 83 20 103
AF greater than MF 48 238 286
Total 131 258 389
Chi-square value 138.00

(Probability) (<0.0001)

Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 89 17 106
AF greater than MF 58 225 283
Total 147 242 389
Chi-square value 132.13

(Probability) (<0.0001)
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Table 7.8
Results of a Chi-Squared Test of Last Minute Manipulations by Managers After Removing 2001
and 2002

Table 7.8 replicates the chi-squared test presented in table 7.3 after removing the observations
from 2001 and 2002. The resulting sample consists of 247 management forecasts. Panel A
presents the chi-square test using management forecasts as reported. Panel B presents the
results after adding 30.01 to each management forecast to control for pre-managed earnings or
planned earnings management not included in the management forecast.

Panel A: Chi-squared test of last minute manipulations
using reported management forecasts

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 63 10 73
AF greater than MF 46 128 174
Total 109 138 247
Chi-square value 74.75

(Probability) (<0.0001)

Panel B: Chi-squared test of last minute manipulations
using inflated management forecasts (MF + $0.01)

Reported Earnings
Missed Beat

Expectation or Met MF  MF Total
AF less than MF 64 9 73
AF greater than MF 51 123 174
Total 115 132 247
Chi-square value 70.39

(Probability) (<0.0001)
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Table 7.9
Regression Analysis of Last Minute Manipulations

Table 7.9 presents the results of regressing last minute earnings manipulations on managers’
incentives to engage in last minute manipulations. MFE, is defined as reported earnings from
IBES less the management forecast, deflated by beginning of the period stock price, and proxies
for last minute manipulations. BeatAF, is a indicator variable that takes on a value of one when
the analyst forecast is great than the management forecast and proxies for managers’ incentives
to engage in last minute manipulations.

Panel A presents the results using the actual management forecast, and Panel B presents the
results after adding 30.01 to the management forecast before calculated MFE, This change
controls for the possibility that managers issue forecasts that they are planning to beat.

MFE, = vy, + v,BeatMF, + n,

Panel A: Regression results using reported management

forecasts
Standard
Coefficient Error t-statistic
Yo -0.029 0.0862 -0.33
Y, 0.335 0.1061 3.15%*
adjusted R? 0.028

n=312

Panel B: Regression results using inflated management

forecasts (MF + $0.01)
Standard
Coefficient Error t-statistic
Yo -0.032 0.0862 -0.37
Y, 0.335 0.1060 3.16%*
adjusted R? 0.028

n=312
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Table 7.10
Regression Analysis of Last Minute Manipulations Using a Continues Variable for Changes in
Analyst Expectations

Table 7.10 presents the results of regressing last minute earnings manipulations on managers’
incentives to engage in last minute manipulations. MFE, is defined as reported earnings from
IBES less the management forecast, deflated by beginning of the period stock price, and proxies
for last minute manipulations. DIffAF, is the difference between the final analyst forecast and
the management forecast, deflated by beginning of the period stock price, and proxies for
managers’ incentives to engage in last minute manipulations.

Panel A presents the results using the actual management forecast, and panel B presents the
results after adding 30.01 to the management forecast before calculated MFE, This change
controls for the possibility that managers issue forecasts that they are planning to beat.

MFE, =y, + y,DiffMF, + n,

Panel A: Regression results using reported management

forecasts
Standard
Coefficient  Error t-statistic
Yo 0.085 0.0298 2.84%*
Yi 0.363 0.0145 24 .93 %%
adjusted R? 0.6662

n=312

Panel B: Regression results using inflated management
forecasts (MF + $0.01)

Standard
Coefficient Error t-statistic
Yo 0.084 0.0298 2.82%*
Y, 0.362 0.0145 24.93%*
adjusted R? 0.6661
n=312
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CHAPTER 8
CONCLUSION
8.1  Summary

Recent studies by Abarbanell and Lehavy (2003) and Burgstahler and Eames (2003)
produce conflicting implications regarding how analysts incorporate earnings management into
their forecasts. Burgstahler and Eames (2003) suggest that analysts include the effects of
earnings management in order to more accurately forecast reported earnings, while Abarbanell
and Lehavy (2003) argue that analysts remove the effects of earnings management in order to
forecast pre-managed earnings. The purpose of this dissertation has been to determine which of
these findings is supported by the data.

Using a model similar to that used by Elgers et al. (2003), I tested the predictive value of
current discretionary accruals on upcoming earnings and the weight analysts place on
discretionary accruals when forecasting upcoming earnings. The evidence suggests that analysts
include the information in discretionary accruals (a proxy for earnings management) when
forecasting upcoming earnings. In addition, [ examined the association between analyst forecasts
and reported and restated earnings. Using a Vuong test, I found evidence that analyst forecasts
are more highly associated with reported than with restated earnings. This is also consistent with
analysts including the effects of earnings management in their forecasts.

Although these tests support the findings of Burgstahler and Eames (2003), they do not
explain the asymmetries in the analyst forecast error distribution documented by Abarbanell and

Lehavy (2003). Brown (1998) suggests that these asymmetries are caused by last minute
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manipulations by managers, rather than by analysts intentionally removing the effects of earnings
managements. My results support this view. This reconciles the results of Abarbanell and

Lehavy (2003) and Burgstahler and Eames (2003).

8.2 Implications for Future Research

If analysts include the effects of earnings management in their forecasts, and investors
accept their forecast as an accurate prediction of a company’s performance, then earnings
management becomes a self-fulfilling prophecy as managers scramble to make the forecast.
Additional research is needed to determine how investors price the earnings manipulations
included in analysts’ forecasts and to what extent their pricing is rational. Additional research
could also address whether the evidence of analyst bias observed in prior studies (Kadous et al.
2004) is due to the use of reported earnings, instead of earnings before last minute manipulations,
as the benchmark for analyst performance. Finally, to the extent that the difference between
management forecasts and earnings announcement is an accurate proxy for last minute earnings

manipulations, it could be useful to researchers studying eamings management.

8.3  Limitations

My results are subject to four major caveats. First, the tests are based on several
assumptions that may not be completely descriptive. Of particular concern is the assumption that
analysts provide all of their information to investors through their eamings forecast. While this
assumption is consistent with the prior literature, it is possible that analysts convey their

information regarding earnings management in the body of their report, in their stock
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recommendation, in another forecast, or in some other manner. If so, then analysts have little, if
any, incentive to remove earings management from their earnings forecast.

The second caveat concerns variable measurement. Earnings management, pre-managed
earnings, and the level of earnings prior to last minute manipulations are all unobservable. Thus,
any proxy variable is subject to considerable noise. It is possible that the results are due to this
noise rather than to the hypothesized relationships. Similarly, the results of the Vuong test are
limited by the possibility that the earnings restatements are due to reasons other than earnings
management.

A third concern is the generalizability of the results. In particular, the management
forecast sample used to test the last minute manipulations explanation for the asymmetries in the
analyst forecast error distribution may not be representative of the broader population of firms.
Sample screens reduced the usable observations for this analysis from 23,927 to only 312.
Although the voluntary disclosure literature has traditionally used smaller samples, it is possible
that the results presented in chapter 7 will not hold for a wider selection of firms.

A final caveat is that the tests are exclusively based on archival data taken from the IBES,
FirstCall, Compustat, and CRSP databases. Although this data provides an overall picture of
analysts and their forecasts, information obtained from actual analysts in a survey or
experimental setting might be useful for addressing the research hypotheses from another

perspective. I leave such a test to future research.
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