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CHAPTER 1
INTRODUCTION

1.1 The Comparative Method

The Comparative Method has been a pillar of historical and comparative linguistics for
the better part of two-hundred years (for a comprehensive overview of its development, see
Lehmann 1993:24-37). Linguists have established genetic relationships among languages
through commonly inherited forms, systematically and manually identifying phonetic
correspondences in the words of languages. It accounts for similarities that cannot be chance and
allows for the reconstruction of proto-languages. However, its use and the interpretation of its
results is reliant on expert knowledge of the languages being compared, and the methodologies
are often difficult to convey to the general field of linguistics. Moreover, it can be an impossible
task to carry out this work by hand for large linguistic corpora, and the process as a whole is
dependent on previous documentation and investigation. Consequently, there is a growing
interest in applying computational and quantitative methods to this workflow that is the
Comparative Method, as part of a larger trend in the field of linguistics. These are regarded as
advantageous because of their objectivity, transparency, and replicability of results (List &
Moran 2013). This thesis applies these methods to the controversial topic of Balto-Slavic
phylogeny, in the pursuit of improving these computational approaches and shedding light on the

specific relationships in this area of the Indo-European language family.

Trask (200:64-67) lists three main steps that compose the Comparative Method: 1.

establish a genetic relationship; 2. Identify cognate sets through systematic correspondences of



sounds in words of similar meanings; 3. Reconstruct proto-forms from these correspondence

sets. This is a much more arduous task than simply identifying words that look similar: whole

phonological systems and sound laws are proposed and reconstructed through this. As an

example of the Comparative Method, take the following words for ‘hundred’ in a number of

Indo-European languages (Fortson 2004: 131) in Table 1.

Table 1: Indo-European words for ‘hundred’

Language | Word
Latin centum
Greek EKoTOV

Tocharian B kante

Old Irish cet
Middle Welsh cant
Gothic hund
Sanskrit satam
Avestan satom
Lithuanian Simtas
Old Church Slavic | suto

A genetic relationship is established through an exhaustive comparison of the grammar,
phonology, and lexicon of these languages. Mere similarities of form are not enough evidence to
establish a relationship, but grammatical correspondences and other anomalies do. Afterwards, a
specific comparison of words can take place with the goal of reconstructing a common ancestor

form. Sound correspondences in these specific forms are determined, in Table 2.

Table 2: Correspondence sets for ‘hundred’

Latin
Greek
Tocharian B
Old Irish
Middle Welsh
Gothic
Sanskrit
Avestan
Lithuanian
Old Church Slavic

(he)
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Eventually, through this comparison, historical linguists arrived at the proto-form *lézgatdm, where
each segment of the word represents the correspondence sets of the aligned segments above. This
reconstruction does not happen in isolation, as the sound changes that are proposed (e.g. *4>Gk.
k, Skt. s, etc.) can only be proposed in light of evidence from other comparisons of forms. These
sound changes must be seen in other forms. The entire process requires an intimate knowledge of
the languages involved, something that can only be gained when looking at large amounts of data
from the languages involved. The process as a whole is easy with such a limited data set as the
one above but can quickly become overwhelming when hundreds of correspondence sets must be

analyzed.
1.2 Improving and Expanding the Comparative Method

While the Comparative Method has been and will continue to be useful, it does have
some problems: it is time consuming and requires practiced expertise and explanation. The
results are subjective to whoever is doing the reconstruction. Additionally, it assumes the tree
model of language evolution (Schleicher 1853). This will be particularly relevant to the
discussion of Baltic and Slavic phylogeny that is explored in this thesis. Without a doubt, these
two language groups have a strong relationship, but the exact nature of that relationship has been
a source of great debate over the last century and a half. The tree model is suitable for expressing
the general patterns of language evolution, i.e. vertical inheritance between mother and daughter
nodes. It is a useful shorthand to communicate these patterns without much detail. However, it
assumes a uniformity of the language varieties involved, is unable to accurately describe dialect
continua and fails to convey horizontal interactions between languages, such as lexical

borrowing. These notions are important to the question of Balto-Slavic: how these two branches



of Indo-European are related cannot fully be explained through a simple bifurcating tree. The

evolution of these languages, and all languages in fact, is a much more complicated process.

These problems should be addressed, and computational methods are a possible solution.
Quantitative approaches are quickly dominating linguistics, and the subfield of historical and
comparative linguistics is not immune to this trend. Within the last few decades, various
automatic algorithms have been proposed that handle a step or aspect of the Comparative
Method, such as identifying cognates and establishing correspondence sets through phonetic
alignment tools that have been used across the field (Kondrak 2000). Many of these methods
draw inspiration from other fields or have been lifted wholesale from other disciplines, such as
evolutionary biology and phylogeny. Through these modern approaches, we can automate some
of the more mundane tasks of the comparative method, while making our experiments and
investigations replicable by others in the field. This could prove particularly useful for language
groups that are not as well-documented as the Indo-European languages. Additionally, more and
more linguistic data in varied forms are becoming readily available thanks to the ease of modern
recording and the internet. The languages of today will change and evolve into the languages of
tomorrow, and the methods we use will eventually have to analyze corpora in the millions and
billions of words. While that scenario is well down the line, it does not hurt to prepare ahead of

time, especially when we can still gain insight into previous problems of historical linguistics.

Nevertheless, hiding these improvements behind uninterpretable code and algorithms
does not improve the communicability of results that historical linguists should be seeking. The
goal is not to replace the handiwork of the Comparative Method but instead to supplement it,
allowing us to explore both old and new data in different ways. Like List et al. (2017), | advocate

a “computer-assisted framework,” rather than a fully-automated one. Ideally, this is an iterative



process, where the data is passed through computers with time in between stages to view the
algorithmic findings and edit any mistakes. These methods should not make the process more

difficult or obtuse but should be a useful tool in the hands of an expert.

1.3 Outline

The goals of this thesis are twofold: the first is to advocate for the integration of
computational methods into historical linguistics and to improve upon them (specifically the
LingPy toolkit) as an augment to traditional, manual methods; the second is to describe the
phylogenetic network of the Baltic and Slavic languages, determining the relationships shared by

the two Indo-European branches through these quantitative approaches.

The rest of the paper will proceed in the following manner. In chapter 2, | present a
review of the scholarship surrounding the Balto-Slavic question. The dominant theories of the
past hundred years and the evidence for each of them will be discussed. Additionally, the Baltic
and Slavic languages as individual entities will be examined as they relate to the problem at
hand, considering the evolution of the languages for which we have actual historical records and

the ways in which the two branches diverge.

An overview of computational and quantitative methods in historical linguistics follows
in chapter 3. The wide-ranging approaches and algorithms that have been proposed, such as tests
for genealogical relatedness (Kessler 2001), automatic cognate detection (Steiner et al. 2011),
and automatic proto-form reconstruction (Bouchard-Cote et al. 2013), are analyzed before the
introduction of the LingPy toolkit that unifies many of these methods into a computer-assisted
framework. The key points of this chapter are the advantages of using these approaches in

historical linguistics as a supplement to our traditional handiwork of the Comparative Method.



Using techniques that the rest of linguistics has embraced improves the communicability and
replicability of our results, in addition to making the manual work of highly trained experts

easier.

Chapters 4 and 5 present LingPy, an open-source Python toolkit that integrates many of
the methods from chapter 3, and the data. Here, the focus is on how the Swadesh lists that
comprise the data were gathered and how they must be organized to work with LingPy.

Chapter 6 is a presentation of the preliminary results from LingPy. Here, stock methods
are applied to the data without any modifications. This is the first level of discussion,

highlighting the benefits of computational methods, but also noting the shortcomings of LingPy.

Chapters 7 and 8 build upon the earlier exploration, by integrating the ALINE algorithm,
which uses phonetic features to calculate distance scores, into LingPy and presenting the final
results of this expanded approach. While the basic algorithms for automatic cognate detection
and proto-form reconstruction included in LingPy are useful, they can be rather heavy-handed
and blunt, lacking the finesse of an expert linguist. Consequently, there can be many mistakes in
cognate judgments, which can negatively affect other aspects of the framework, such as
borrowing detection and phylogenetic reconstruction, thereby yielding inaccurate results. With
this new method, we can see whether the implementation of phonetic features, a more detailed
way of examining segments, adds anything to the analysis. Here, the computationally derived
results are compared to the work done by experts. Additionally, final thoughts on the Balto-

Slavic relationship are discussed.

Chapter 9 concludes the analysis, summarizing the main points, highlighting those areas

that need further study and continued improvement.



CHAPTER 2

THE BALTO-SLAVIC QUESTION
2.1 The controversy at hand

It is undeniable that Baltic and Slavic languages share a number of innovations, but the
exact nature of this relationship has been a source of much controversy and debate within the
field. The conception of intermediate stages between Proto-Indo-European and the attested
languages of the various daughter branches (German Zwischenursprachen) goes back to the
earliest comparative grammars of Indo-European in the 19" century. The existence of an Indo-
Iranian group (with a hypothesized Proto-Indo-Iranian language) was proposed from the outset
and has never been in doubt. In contrast, the idea of a Proto-Balto-Slavic language has gone
through several stages of acceptance and rejection over the last two centuries. Both branches are
relative newcomers on the stage of history, with Slavic first appearing in the 9" c. CE, though
most of our written records are later copies of these earlier writings, and with no major writings
in Baltic appearing until the 16" c. CE. Their late attestation has not helped to clear the debate of
a “Balto-Slavic” proto-language. However, we are certain that they are connected in some way,
either through a common proto-language or through areal contact. The following sections
provide a history of the debate, highlighting the main points on both sides of the argument (For a

discussion of the Baltic and Slavic languages used in this experiment, see chapter 4).
2.2 Overview of scholarship

Before the 19™" century and the establishment of more scientific comparative grammars,

the status of Baltic as an independent branch was called into question: Ostermeyer (1775, 1780),



among others, viewed the Baltic languages as an offshoot of Slavic, with Gothic and Finnish
influences. This view did not last very long, however. Bopp’s Vergleichende Grammatik (1833-
1849) presented the Baltic languages alongside the other Indo-European branches, with no
particular emphasis placed on a relationship with Slavic in the earlier volumes. Once the
independence of Baltic and Slavic was established, the question of their original relationship
soon arose. In Bopp’s later volumes and his work devoted exclusively to Baltic (1853), he
entertains the idea of an original group called Lettisch-slawisch, noting that the Baltic languages
displayed a closer relationship with Slavic than with any of the other language groups in Indo-

European. This can be considered the first coherent expression of a Balto-Slavic hypothesis.

Shortly after Bopp, Schleicher (1861), in his tree model of Indo-European, also grouped
the two in one sub-branch, a la Indo-Iranian. This is the classic expression of Balto-Slavic unity,
with an intervening stage of Slawo-litauisch, or what we would call Proto-Balto-Slavic
(additionally, Schleicher proposed that this was an offshoot of slawodeutsh, which split into
“Germanic” and “Balto-Slavic”). In general, the neogrammarians held to Schleicher’s
hypothesis. At this time, during the development of the Comparative Method, August Leskien
was among those who established the doctrine of die Ausnahmslosigkeit der Lautgesetze, i.e. that
sound laws are exceptionless, and determined that genetic relationship between languages
depended on common innovations shared exclusively by these langauges, rather than archaisms
(which prove only that an original relationship existed). This still holds today, as it implies that
Balto-Slavic, and really any hypothesis of linguistic relatedness, must be evaluated by comparing
the two groups of languages to each other but also against the background of the wider language
family, i.e., other Indo-European languages in the case of Balto-Slavic. This allows for the

identification of isoglosses shared by the two groups and the detection of which of those



isoglosses are innovations rather than archaisms. Thus, any theory of Balto-Slavic must involve

at some level a reconstruction of Proto-Indo-European.

Brugmann (1886; 1904: 283 f) also shared this view, using the phrase der baltisch-
slavische Zweig and talking about a Balto-Slavic community. He supported it with a list of
shared innovations, which are enumerated and discussed below. The notion of a unitary Balto-
Slavic branch was unchallenged in the latter half of the 19" century, until Antoine Meillet in his
book on the Indo-European dialects (1908): Meillet believed that independent innovations were
just as likely as a period of Balto-Slavic unity. He claims that the undeniable similarities found in
Baltic and Slavic are the result of parallel developments: using the same evidence as Brugmann,
Meillet asserts that the parallel changes are linguistically natural and common enough to be
caused by chance. Additionally, he maintains that many of these so-called isoglosses extend back
to Proto-Indo-European, saying that they are not truly innovations. Supporting all of this is an
emphasis on the divergences found between Baltic and Slavic. These assertions are reviewed in

section 2.4.

Meillet’s hypothesis was the first challenge to the idea of Balto-Slavic. While some
scholars still adhered to the traditional view of the 19" century, others tried to reconcile it with
Meillet’s criticisms. Endezlins (1911) explored all aspects of the debate in an attempt to redefine
Balto-Slavic, accounting for both shared innovations and divergences. He proposed that, even at
the time of the Indo-European proto-language, there was a dialectal distinction between Slavic
and Baltic: the two speech communities lived close together, forming a secondary speech
community. This would explain the number of differences between the two but allow for the
acquisition of common features due to contact. Opposed to this is Rozwadowski (1912), who

argued for an original, unified speech community of Balto-Slavic. He accounted for the
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divergences by positing a point in time in which Baltic and Slavic split apart and no longer had
contact. Later on after 1000 CE, there was an era of renewed contact that still exists to this day.
Of the two responses to Meillet, Rozwadowski’s thesis has garnered little support and has been
widely denied since its conception. Nevertheless, Meillet’s work and Endzelins’ response created

this debate, placing a new emphasis on differences in addition to commonalities.

The next scholar to take up this issue was Reinhold Trautmann, who became one of the
principle proponents of the Balto-Slavic hypothesis, systematizing lexical correspondences
between the two language groups in his Baltisch Slavisches-Worterbuch (1923). This work was a
direct response to the debate initiated by Meillet. Trautmann collected various lexical items,
which, according to him, were a part of the Balto-Slavic lexicon. However, this work has been
criticized: Trautmann’s evidence of lexemes belonging exclusively to Baltic and Slavic is
undermined by the inclusion of tokens that are found in other Indo-European languages as well
as those that are attested in only one of either Baltic or Slavic as well as in other branches. While
this fell short of successfully supporting the hypothesis, Trautmann was not alone in his defense,
with scholars such as Van Wijk (1923), Pisani (1932), and Vaillant (1956) all contributing to the
idea of a Balto-Slavic unity. Others still opposed the idea along the same grounds as Meillet, as
did Fraenkel in his Die baltischen Sprachen (1950), which treated the Baltic and Slavic
relationship as more of a Sprachbund. Erhart (1958) established fourteen features which he
claimed disproved the Balto-Slavic theory, employing the same approach as Brugmann (1886),

but with opposite results.

At this point in time, the debate consisted of reiterating the points made over the
preceding half-century, until Werner Winter (1978) discovered a common phonetic law in Baltic

and Slavic, i.e. “Winter’s Law.” This law is itself controversial, but if one accepts it, it is a strong
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argument for a common Balto-Slavic stage. In a somewhat novel approach, lvanov and Toporov
(1958) discussed the Balto-Slavic issue not in terms of a common proto-language but instead
posited that the formed a dialect continuum. In their eyes, Slavic seemed less archaic and could
be interpreted as an evolution of the more archaic Baltic. While this attracted the attention of
many Lithuanian linguists, it is difficult to maintain that Slavic was an offshoot of Baltic,
especially since, as Petit (2004:30) points out, Slavic is in many ways more archaic than Baltic,
especially in terms of word formation (see Ambrazas 1991). Birnbaum (1970) characterizes the
different approaches to the Balto-Slavic question as presenting four different possibilities: 1. A
Balto-Slavic proto-language; 2. Balto-Slavic as a linguistic model, with both branches having
different starting points; 3. Separate but parallel offshoots of Indo-European; and 4. Convergence

through a Sprachbund.

Much of this debate was established in the middle of the 20" century, but the work was
still ongoing until the turn of the century. Within the last three decades, many other scholars have
contributed their own evolving views: Schmid (1992) rejected the idea of Balto-Slavic unity,
preferring to describe it as contact between two languages that were already separated. One of
his main points is that the parallels between Baltic and Slavic are much more recent than some
that are shared by Baltic and Germanic or even Baltic and Balkan languages (causing him to
reconstruct a Ponto-Baltic dialectal area within the Indo-European family). Schmid’s approach is
unique in that it attempts to organize the various isoglosses that Baltic shares with other language
groups into distinct chronological layers, beginning with Ponto-Baltic, then Germanic, and
finally ending with Slavic. Pohl (1992), using examples such as palatalization and the aspectual
systems of both groups narrows down the debate to an areal approach and a typological

approach, stipulating that the Baltic that is attested has been filtered through prolonged contact



12

with Slavic languages. This means that many of the parallels might be the result of contact and
borrowing rather than a common origin. This comprises the areal approach, similar to past
arguments about parallel development and contact. For the typological approach, Pohl, inspired
by the contact between Baltic and the typologically distinct Finno-Ugric languages, compares the
potential subgroup of Balto-Slavic to other subgroups in Indo-European, specifically Indo-
Iranian. For the latter, we can reconstruct a material and intellectual culture that was shared by
both language groups, starting with a common name (lIR *arya-: Skt. arya-, Av. airiio). No such
stage of common culture has been reconstructed for Balto-Slavic (nor has there been any
archaeological evidence for it: see below). Ultimately, Pohl concludes that the majority of

convergences in the two dialects are the result of extended contact rather than a single origin.

While the debate around Balto-Slavic has understandably been a linguistic one, tscholars
such as Kostrzewski (1956), Sturms (1960), and Gimbutas (1992) have tried to expand the
discussion by integrating archaeological data, and it is important to recognize these
contributions. According to Kostrzewski, if a Balto-Slavic community existed, it would have
been before the period of 1500 BCE, after which there is no archeological evidence in the area.
Sturms also claims that there was no period of unity, claiming that both branches had different
starting points and only underwent a secondary merger because of geographic proximity later on.
Gimbutas observes that there are similarities in the hydronymy of Baltic and Slavic, but there is

no real archaeological support for a common Balto-Slavic period.

There are still numerous other contributions that have been made to this debate, but this
overview has just served to highlight the main points concerning Balto-Slavic. Petit
(forthcoming) summarizes the evidence, noting that we must allow for the possibility of dialectal

variations in our reconstructed proto-languages and that a perfectly uniform speech community is
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not even a possibility. Linguistic communities are networks that interact with each other in
multiple ways. The difficulty in determining the exact nature of the relationship between Baltic
and Slavic is the result of the complex parameters of the wider Indo-European reconstruction, the
chronological relationship between Baltic and Slavic, and the geographic proximity shared by
them. Only against the background of Indo-European reconstruction, something that is in a near-
constant state of flux and renewal, can the isoglosses and common innovations in Baltic and
Slavic be judged. The question of chronology is hard to determine, thanks to the relatively late
attestations of both branches: the final answers to this debate are lost in the shadows of
unrecorded history. Alongside this, the two groups have remained in constant contact since their
attestation, making it difficult to determine the difference between shared innovations and
borrowings or linguistic interference. Nevertheless, there is a consensus among scholars today
that Baltic and Slavic are descended from the same proto-language; however, these proto-
languages must not be conceived as perfectly ordered linguistic entities, where there must be a
direct correspondence between all aspects of Slavic and Baltic. This is a limitation of the tree-
model proposed by Schleicher and reflected in his reconstructions for Indo-European as being
free of internal variation. These criticisms have already been levelled against this model and the
Comparative Method. In order to give a more accurate picture of the linguistic situation, we must
view the languages as representing continua in a network interacting in multiple ways. Many of
the computational methods that are used in this thesis (see chapters 3 and 4) seek to highlight this

notion.

2.3 Evidence for a common Balto-Slavic stage

With the review of scholarship out of the way, it is time to examine the evidence for and

against the Balto-Slavic hypothesis. First, the facts cited by the proponents of the theory are
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presented. As discussed briefly above, the Leskien principle, whereby genealogical classification

of languages is based on shared innovations, is at play here. To reiterate Meillet (1908), in order

for the features discussed here to lend credence to the theory, they must be traceable to the proto-

language and not reflect later stages of innovation, as well as salient enough to rule out parallel

development. Brugmann (1897) provides some of the earliest systematized evidence for Balto-

Slavic in the form of a list of eight isoglosses shared by both groups:

1)

2)

3)

4)

5)

6)

7)

8)

outcomes of syllabic resonants *r, */, *p, and *m as ir, il, in, and im (or sometimes ur, ul,
un and um)

lack of geminate consonants

formation of “definite adjectives” through an agglutinative pronoun *-(j)is: e.g. Lith.
geras ‘good’ — gerasis ‘the good one,” OCS dobrs» ‘good’— dobryi ‘the good one’
transition to *-i0-stem in the masculine active participles

influence of *-i-stems on consonant stems based on the reanalysis of Acc.sg. *-m as *-in:
Lith. akmenim:, OCS kamensms» < *-men-i-m-

elimination of suppletion in the Indo-European *so-/to- pronoun to only *to-: Lith. tas,
OCS

dative singular of the 1% person pronoun: Lith. man, OCS msné < *men-ei (cf. Lat. mih,
OlInd. mghyam < *meg"(e)i-)

syncretism of the genitive and ablative cases in favor of the ablative in thematic stems:

PIE Abl.sg. *-od > Gen.sg. Lith. -0, OCS -a

Petit (forthcoming) compiles a list of many of the other arguments made by additional

scholars for Balto-Slavic. Among the pieces of phonological evidence, which are taken from

Endzelins (1911:3-128) are the following:



1) Hirt’s Law (Hirt 1895): the ictus of a final vowel was retracted if the vowel of the
preceding syllable was followed by a tautosyllabic laryngeal, e.g. PIE *d"uhz-mo-
‘smoke’ > Lith. dizmai, Gen.sg. SCr. dima

2) Winter’s Law (Winter 1978): vowels lengthened before original voiced stops, e.g. PIE
*udreh; ‘otter’ > Lith. idra, Rus. Vydra

3) Development of a tone system, as in Lith. boba and SCr. baba ‘old woman’

4) PIE *ey > *iau (> Baltic *iau, Slavic *iu): Lith. lidudis, OCS ljudije < PIE *hleyd"-
‘people.” Old Prussian has some exceptions to this: OP keuto ‘skin’ vs. Lith. kiautas
‘shell” < *key-t-.

Most of the morphological evidence has already been highlighted by Brugmann’s list, but
notably absent from it is the fact that infinitives are formed by an abstract *-ti-like suffix, as in
Lith. bati from a suffix in *-ti- and OCS byti ‘to be’ from a suffix in *-tei-. Petit (2004,
forthcoming) notes that syntactic isoglosses are more difficult to determine, due to the late
written records of Baltic that were already heavily influenced by some Slavic languages, but

there are some that could go back to a common Balto-Slavic stage:

1) Use of the genitive as the direct object in negated sentences. However, this is rare in
Latvian and nonexistent in Old Prussian

2) Double negation (Dini 1997: 126)

3) Use of the instrumental as a predicate with verbs of ‘being’ and ‘becoming.” Both
Latvian and Old Prussian lost the instrumental case, and Fraenkel (1926) rejects the

Balto-Slavic origin of this phenomenon.

15
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The lexical similarities shared by Baltic and Slavic have always been a strong source of
evidence, with some even speaking of a shared Balto-Slavic lexicon (see Trautmann 1923,

Endzelins 1911, and Dini 1997). The following are some examples:

1) Balto-Slavic *eZeran ‘lake’ > Lith. éZeras, Latv. ezers, OP assaran and OCS
jezero, Russ. ozero, SCr. jezero, Pol. jezioro.
2) Balto-Slavic *galva ‘head’ > Lith. galva, Latv. gaiva, OP galwo and OCS glava,
Russ. golova, SCr. glava, Pol. glowa.
3) Balto-Slavic *ranka ‘hand’ > Lith. ranka, Latv. ruoka, OP rancko and OCS roka,
Russ. ruka, SCr. ruka, Pol. reka.
4) Balto-Slavic *varna ‘crow’ > Lith. varna, Latv. vdrna, OP warne and OCS vrana,
Russ. vorona, SCr. vrdna, Pol. wrona.
Additionally, many suffixes are found exclusively in Baltic and Slavic, including the diminutive
*-uk- (Lith. tevukas ‘little father,” OCS synw»ks ‘little son”) and the agent suffix *-neik-/-ni(n)k-

(OP maldenikis, OCS mladenwsco “child’).
2.4 Evidence against a common Balto-Slavic stage

The evidence provided thus far is seen by many scholars to be conclusive. Even for those
that do object, the similarities shared by Baltic and Slavic are undoubtedly striking. In order not
to be one-sided in this argument, it is still useful to review those counterpoints that have been
proposed over the years. Meillet (1908) responded to Brugmann’s claims about innovations
shared by Baltic and Slavic, claiming that most of the “innovations” were just inherited from
Proto-Indo-European or just natural, typological developments. For example, the changes of

syllabic resonants to a vowel+resonant and the lack of geminate consonants are trends found in
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other Indo-European branches, so it could be that these were simply inherited from Indo-

European.

Erhart (1958) provided a list of fourteen divergences between Baltic and Slavic as a

counterpoint to Brugmann’s assertions. Pohl (1992) reiterates many of these points.

1) the first palatalization of velars in Slavic: this phenomenon does not occur in Baltic but
seems to be paralleled in Indo-Iranian, perhaps pointing to an innovation further back in
Proto-Indo-European dialects: compare OCS Zena, Olnd. jani < PIE *g"en(e)H:

2) *o and *a merged in Slavic but remained distinct in Baltic

3) Indefinite adjectives in Baltic have pronominal endings, similar to Germanic, but Slavic
indefinite adjectives have normal nominal inflection

4) Lithuanian comparatives are formed using the archaic -esnis, but nothing of the sort is
found in Slavic: cf. OCS comparatives in -¢éjo

5) Differences in word formation, such as agent nouns: -zels in Slavic but -¢jas/-tojas in
Baltic

6) Numerals 5 to 9 are formed differently, appearing as *-io- stems in Baltic, but *-ti- stems
in Slavic

7) Numerals 11 to 19 in Baltic are strikingly similar to 11 and 12 in Germanic, while Slavic
has a different formation

8) Differences in verbal formations, such as presents in -sta- found in Baltic but not in
Slavic

9) Sigmatic aorist is still found in Slavic but not in Baltic

10) 1% person singular of thematic verbs preserved the Indo-European ending *-¢ in Baltic,

whereas Slavic has a nasalized ending in *-6-m



18

11) 3" person ending of thematic verbs is -a in Baltic, but Slavic has the long ending -e» or
short ending -e
12) Slavic has participles in -1-, but Baltic does not
13) The verbal category of aspect is prominent in Slavic languages but much less so in Baltic
14) Many lexical differences, such as different ablaut grades, e.g. Lith. diena < *dei-n- vs.
OCS dbnsb < *di-n-
Petit (forthcoming) concludes that none of these divergences is enough to rule out a Balto-Slavic
stage. At times, Baltic seems more archaic than Slavic, while in other cases the reverse is true.
Much of this can be accounted for by assuming recent innovations in one or both branches.
Perhaps most problematic are things like the differences in ablaut grades, but that can easily be
explained by assuming that Balto-Slavic still had an ablauting paradigm, where one form was

generalized in one branch and another form in the other branch.

An additional complication for reconstructing a common stage arises from divergences
that are internal to Baltic and Slavic. A common Slavic proto-language is unquestionably
reconstructed (see Derksen 2008), but it is less clear-cut for Baltic. Moreover, there are times
when the bond between Baltic and Slavic is limited to only a subgroup of the branches. As Stang
(1966) noted, there is a special affinity between East Baltic and Slavic, which can be seen in the
thematic genitive *-g or *-g > Lith. -0, OCS -a, for example. Compare this to Old Prussian
which has the ending -as. There is even some division in the lexicon: Lith. akmuo, Latv. akmens
and OCS kamy, Russ. kamens vs. OP stabis. Nevertheless, there are times, though much rarer,
when West Baltic goes with Slavic against East Baltic, such as possessive adjectives built on
*mojo-, *tu0io-, *su0jo-: OP mais, twais, swais and OCS moi, tvoi, svoi vs. Lith. manas, tavas,

savas.
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Most of these facts can again be explained by assuming that one sub-branch followed a path of
innovation away from the other and hence should not weaken the possibility of Balto-Slavic.
What all of these objections tell us is that Balto-Slavic, and truly any language, has internal
variation, with effects from dialectal difference perhaps going back to previous linguistic stages.
The debate has been ongoing for nearly two centuries, with many of the same ideas surfacing in
the arguments. But perhaps even more light can be shed on this complex relation through a novel

approach using computational methods.
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CHAPTER 3
COMPUTATIONAL METHODS IN HISTORICAL LINGUISTICS

3.1 Overview of different methods

The usefulness of computational and quantitative methods was briefly touched on above.
This chapter focuses the conversation on these approaches, describing the underlying algorithms
and why they are needed. General linguistics has been quick to adopt statistical methodologies
over the past few decades. Historical linguistics, with its rich tradition, has been less enthusiastic,
but that is quickly changing. More and more historical linguists are applying the established
methods of other fields to their data. Many of these have drawn inspiration, or even been lifted
wholesale, from approaches to evolutionary and molecular biology. Evolutionary phylogeny is
concerned with the histories of species, genes, and morphological characteristics of organisms.
Compare this to the histories of languages, grammatical features, and words. The parallels are
rather striking, down to the underlying data structures, sequences of characters, that compose
DNA in biology and words in linguistics. Whitfield (2008) gives a recent comparison of the two
fields, while Atkinson & Gray (2005) gives a historical perspective on these comparisons. An
investigation into the shared methodologies is not the present goal of this thesis, but it is
important to note where many of the approaches that are discussed below come from.

The Comparative Method has sufficed for the past two hundred years, due in large part to
the rather limited data sets and the lack of computers for the majority of that time. This has
changed very rapidly, as more and more data is made available digitally: ancient texts and

wordlists are now easily accessible on the internet. This trend will not change, and the methods
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of historical linguists will eventually have to keep up with the times. Massive amounts of data
for modern languages are collected every single day: these corpora of millions and billions of
words must eventually be analyzed as languages evolve and change over the coming centuries.
We need to refine our approaches to accurately handle these amounts of data. List & Moran
(2013) argue that computational approaches are needed because they are more objective,
transparent, and easily replicable. McMahon & McMahon (2005) assert that they are much more
expedient than the traditional methodology. All of this allows for an easier comparison of results
and the process of linguistic reconstruction. In response to this, many scholars have directly
applied methods from molecular phylogenetics to linguistic data: Maximum Parsimony
algorithms (Gray & Jordan 2000, Holden 2002, Rexova et al. 2006), Maximum Compatibility
algorithms (Warnow 1997; Nakhleh, Ringe, and Warnow 2005), Maximum Likelihood and
Bayesian approaches (Gray & Atkinson 2003, Dediu 2010, Greenhill et al. 2010). However,
rather than strictly adopting the methods of evolutionary biology as a replacement for the
Comparative Method, we should seek to augment it with computational methods, translating the
different steps of the workflow into a computational toolkit that can easily assist experts in the
field. Steiner, Stadler, and Cysouw (2011) outline one such possibility. This thesis adopts the
Python toolkit, LingPy, as described in List & Moran (2013). This toolkit is explained in detail
below. Before this, it is necessary to explore the various computational methods that are essential
for historical linguistics. This serves as an introduction to those unfamiliar with these
approaches, while explicating the motivations behind the functions that are applied to the Balto-
Slavic data in chapters 5, 6, and 7. This is by no means an exhaustive exploration of the different
methods but only seeks to introduce major concepts that need to be addressed in the

computational workflow, singling out a few proposed algorithms for a more in-depth analysis.
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3.2 Phonetic alignment algorithms

The first computational problem that must be discussed is phonetic alignment. The
importance of sequence alignment is readily apparent in biology, where DNA sequences are
aligned to establish evolutionary and structural similarities and differences. The goal is to
compare sequences of characters. The same is also true in historical linguistics. Through this
comparison of sequences that compose words, we can derive cognate sets and ultimately
reconstruct proto-forms. Recall the correspondence sets from the example of the Comparative
Method in chapter 1 above, repeated here in Table 3.

Table 3: Repeated example correspondence sets for ‘hundred’

Latin
Greek (he)
Tocharian B

Old Irish

Middle Welsh
Gothic

Sanskrit

Avestan
Lithuanian

Old Church Slavic

nNiwm e |T/o|0|Ix|IxXIO
o= | viclv|o|v | |D
jn Y e |
— ||+~~~
1
]
1
]

The sound correspondence sets, i.e. each column, are almost exactly like these sequence
alignments, though the term is never explicitly used in historical linguistics. However, within the
traditional historical workflow, there is no formal method of alignment: the process depends
solely on the linguist’s understanding of sound changes within the relevant languages to know
which segments to compare to each other.

How a linguist chooses to align the segments of words plays an infinitely important role
in the rest of the Comparative Method, determining cognate sets and defining sound changes

alike. Consequently, automatic approaches need to clearly outline the processes by which
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alignment occurs, as they will affect the outcomes of all the methods that follow in the
computational workflow. This section explores a few proposed algorithms for alignment. In
general, they follow two steps: first, corresponding segments are identified, and, second, gap
symbols (e.g. a dash --) are inserted as placeholders for non-corresponding segments. A scoring
function is generally used to verify the optimal alignment of the sequences. For linguistic data, it
is important to modify the scoring functions so that they generate individual scores based on the
segments being aligned, since those segments will have varying similarities (List 2012). These
functions are often derived from the phonetic features of the segments.

The first of these algorithms were proposed for pairwise sequence alignment (Wagner &
Fisher 1974). As with most of these computational methods, historical linguists only recently
adopted these, after they have gone through many modifications and refinements in various
fields. In pairwise sequence alignment, the optimal alignment of a sequence is built up from the
alignment of smaller subsequences. Each segment is compared with each other or a gap. A score
is calculated for all subsequence alignments. The highest scoring one is the optimal one, and it
allows the score for larger subsequences to be determined. This continues until the optimal
alignment for the whole sequence is established (Durbin et al. 2002). Extensions to this basic
algorithm include local alignment. The default comparison is global alignment, where all
segments are treated equally. This could lead to a comparison of segments in linguistic data that
are not related. Local alignment solves this by only aligning the most similar subsequences,
while the rest are ignored. The most common version of this is the Smith-Waterman algorithm
(Smith & Waterman 1981). Some algorithms, such as DIALIGN (Morgenstern et al. 1996), do

both global and local alignments at the same time for improved results. An example of resulting
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alignments for global, local, and DIALIGN algorithms are given in Figure 1, taken from List

(2012).
Mode Alignment

GREEN CATFIGSH HUNTER
global

A FAT CAT---- HUNTER
local GEEEN CATFISH|H UN T E K

A FAT CAT|HUNTER

————— GREEN CATFIOSH HUNTER
DIALIGN

A FAT --- - - CAT---- HUNTEZR

Figure 1: Examples of different kinds of alignment

However, with linguistic data, we do not always want sequences to be aligned, i.e. when two
words are not cognates, we do not want to calculate an optimal alignment. Multiple sequence
alignments allow for this, able to use guide-trees, constructed using cluster algorithms such as
UPGMA (Unweighted Pair Group Method with Arithmetic Mean; Sokal & Michener 1958) and
Neighbor-Joining (Saitou & Nei 1987) to align more than two sequences at a time. These allow
for the comparison of much more data at once, analyzing more data more expediently than the
simple pairwise algorithms. To summarize the information up to now, sequences are arranged in
a matrix with corresponding segments in the same columns, with gaps filling the spots of non-
corresponding segments.

With this understanding, we can now examine one of the specific approaches that have
been proposed. One such is the Sound-Class-Based Phonetic Alignment (SCA) method, first
described in List (2012), which handles both pairwise and multiple sequence phonetic alignment.
In this method, phonetic segments are compared using the concept of sound classes, as first
conceived by Dolgopolsky (1964). Rather than depending on numerous phonological features to

describe a segment, all sounds are grouped into different types, such that correspondences within
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a single type are more regular than between types. There were ten original classes: labial
obstruents; dental obstruents; sibilants; velar obstruents and dental affricates; labial nasal; other
nasals; liquids; labial approximant; palatal approximant; laryngeals and initial velar nasal. List
(2012) expands these rather limited categories into twenty-eight different classes to now include
vowels and prosodic features such as tone, as can be seen in Table 4.

Table 4: List of sound classes in SCA

Q
QD
[92]
w

Description Example
Unrounded low vowels a
Labial fricatives f
Dental/alveolar affricates
Dental fricatives
Unrounded mid vowels
Velar and uvular fricatives
Laryngeals

Unrounded high vowels
Palatal approximant

Velar and uvular stops
Lateral approximants
Labial nasal

Nasals

Rounded low vowels
Labial stops

Trills, taps, flaps

Sibilants

Dental/alveolar stops
Rounded mid vowels
Labial approximants/fricatives
High rounded vowels
Low even tones

Rising tones

Falling tones

Mid even tones

High even tones

Short tones

Complex tones

—
w
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Sound change is then modeled as a transition between classes. The scoring function for this
algorithm is derived from the probabilities of these transitions using a directed weighted graph:
sound classes that are known to be closely associated are connected by directed edges which
reflect the direction of sound change. The similarity score for two segments is then calculated by
subtracting the score of one segment to itself from the length of the shortest connecting path
between the two segments. Figure 2 gives an example of how this score is calculated along the

directed weighted graph.

. 8 6
8 . -(:-.-.

[velars]

Figure 2: Example similarity score calculation

These particular paths show the directionality of palatalization of dental and velar stops. The
similarity score between dentals stops and the resulting fricatives, for example, is calculated by
subtracting the length of the shortest path (4) from the similarity score for a segment to itself
(10). If no path exists, then the score is set to zero. Additionally, the SCA method distinguishes
between seven prosodic environments: word-initial consonant, word-initial vowel, ascending
sonority, sonority peak, descending sonority, word-final consonant, and word-final vowel. It
also allows for the alignment of secondary structures, such as syllables, which is especially

important for tonal languages. The basic workflow of SCA has four stages: tokenization of the
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input data, conversion of segments into sound classes, alignment analysis, and conversion from
aligned sound classes to IPA.

There are many other proposed analyses for alignment, including Covington (1996), and
Somers (1998). Another alignment algorithm comes from Kondrak (2000). One of the main
differences between Kondrak’s ALINE and the SCA method is that it uses multivalued phonetic
features as devised by Ladefoged (1995), such as [place] and [nasal]. Each of the features is
weighted based on salience, e.g. [place] and [manner] being highly salient, with a numeric value
assigned to each. Like the SCA, the comparison of segments is based on the notion of similarity,
giving large positive scores to pairs of related segments and large negative scores to pairs of
unrelated segments, while other algorithms are based on distance functions between phonetic
segments, as in Nerbonne and Heeringa (1997). ALINE is somewhat limited in that it only does
pairwise sequence alignments. It does allow for local comparison, in addition to global and semi-
global. Prokic et al. (2009) offers another approach to multiple sequence alignment. It is
distance-based and builds multiple sequence alignment through the use of an iterative pairwise
alignment program. No phonetic features or sound classes are used, essentially defining
segments as either vowels or consonants and predefining distances between them.

Phonetic alignment is almost a subconscious process for an expert historical linguist: he
or she just knows which sounds correspond in the respective languages because of the intimate
knowledge of those languages. Automatic approaches do not have that luxury yet, and the goal is
to not inundate the methods with hundreds of parameters that must be set before calculations and
analysis can be carried out. Nevertheless, automatic phonetic alignment is a critical piece of the
computational workflow, as it feeds directly into the next stage: cognate identification.

3.3 Automatic cognate detection
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The identification of cognates shared by languages is the fundamental prerequisite for
the Comparative Method. All further analysis, such as the establishment of a genetic phylogeny
of the languages involved and the reconstruction of ancestral forms, hinges on the results of
cognate identification. Cognates are determined through a combination of systematic sound
correspondences, rather than surface phonetics, and semantic similarity shared by words in
different languages. These correspondence sets are always defined with respect to the languages
being compared rather than in general terms. Thus, they can only be established for individual
languages. This is a time-consuming process when done by hand, especially when comparing
and analyzing many languages at once. Automatic approaches seek to augment the expertise of
linguists by handling more data at once and analyzing it in a more expedient fashion. There have
been numerous proposals for automatic cognate detection, including Bergsma & Kondrak
(2007), Steiner et al. (2011), and Rama et al. (2013).

Many of these methods determine cognacy through phonetic distances or similarities in
phonetic sequences. Again, this will directly depend on the results of the phonetic alignment
discussed in the previous section. From the distance or similarity scores of the alignments,
normalized scores can be calculated and compared to a predefined threshold score: normalized
scores above the threshold indicate cognacy. Once cognacy status is determined, words are
assigned to cognate sets. Some methods use a binary presence/absence pattern (PAP) where ‘1’
indicates a cognate and ‘0’ not a cognate. Others use the STARLING approach (Starostin 2000),
where each cognate set is assigned a cognate ID and words within that set share the same ID.
Once cognate sets are evaluated, other computational calculations can be carried out, as is shown
in the following section. However, while many methods have been proposed, only a handful can

do the type of work that we are asking them to do, such as handling more than two languages at
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once. Additionally, the source code for most of them is unavailable on the internet. This limits
the options for analysis in this thesis. Nevertheless, there are several useful algorithms that can
still be used. In this section, four specific methods are compared in detail, highlighting the
successes and shortcomings of each.

The first one was formulated in Turchin et al. (2010). It is generally referred to as the
Turchin method, or the Consonant Class Matching approach. Similar to the SCA above, the
Turchin method uses Dolgopolsky’s sound classes. Again, the idea is that certain sounds occur
more frequently in correspondence relations than others. VVowels are all treated as one class. The
general threshold for cognacy is that the first two consonant classes match. This is purposefully
conservative, minimizing the possibility of false positives (i.e. false cognate sets that can lead to
wrong conclusions about languages’ relationships). Once cognate sets are established, a measure
of similarity between two languages can be computed by looking at the proportion of words that
are cognates across both languages, giving the attested cognacy proportion. This is then
compared to the cognacy proportion of randomized selections of words from both languages’
lists: the smaller this estimated proportion is, the more likely the observed cognacy proportion is
not due to chance. This is a computationally simple and expedient method with some major
drawbacks. It will lead to false negatives, as systematic sound correspondences cannot be
captured when they go across consonant classes. Additionally, information that might be
contained in vowels or in consonants beyond the first two is not taken into account.

A second approach is the Normalized Edit Distance (NED) method (Holman et al. 2011).
This is a direct application of normalized Levenshtein distances (Levenshtein 1965) that have
been used in informatics and computer science to measure the difference between sequences. At

its basis, it counts the minimum number of insertions, deletions, and substitutions (“edits”) that
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are required to transform a word into another one. For example, identical words would have an
edit distance of 0. This measurement of similarity is not subject to phonological plausibility. The
raw edit distances are normalized by dividing them by the number of symbols of the longer of
the two compared words. This is done for all word pairs in a particular meaning slot, which are
then clustered into cognate sets using a flat version of the Unweighted Pair Group Method with
Arithmetic Mean (UPGMA) algorithm (Sokal & Michener 1958). Clustering algorithms in
general group items that are as similar as possible into clusters. Items in one cluster should be as
different as possible from those in another cluster. Since we are working with words from
different languages, these clusters will be cognate sets. UPGMA uses the edit distances between
word pairs to group the words into cognate sets, terminating whenever a predefined threshold has
been reached.

A third method is a combination of the NED method and the Sound-Class Based
Alignment discussed in the previous section (List 2014). UPGMA clustering is used here as in
NED, but the distance scores are computed using the alignment method. Similar to the Turchin
method, sound classes are the basis for comparison, though it does use the expanded version
from List (2012a). The distance scores are calculated as described for the alignment algorithm
above. It also uses a predetermined threshold for the distance scores as the terminating point of
the algorithm, grouping all the compared words that fall under this threshold into a cognate
cluster.

A final method is the LexStat method (List 2012b). We can summarize LexStat in four
different steps: 1) conversion of input sequences to sound classes, 2) creation of language-
specific scoring schemes, 3) computation of pairwise distances between all word pairs, and 4)

clustering of sequences into cognate sets. Unlike NED and SCA, a language-specific scoring
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scheme is utilized to determine cognacy through a distribution of sound correspondence
frequencies. Similar to the Turchin method, LexStat uses a permutation method (Kessler 2001)
comparing the attested distribution of cognacy gathered during alignment to an expected
distribution. This is derived from a Monte-Carlo permutation of the data, i.e. repeated
randomized sampling: wordlists of all language pairs are shuffled so that words of different
meanings are aligned and scored. This is then converted into a language-specific scoring scheme

for each language pair, using the formula in Figure 3.

2
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Figure 3: LexStat’s language-specific scoring scheme

X,y represents a residue pair, i.e. the segments that are aligned together. ey, is the expected
frequency distribution, and axy the attested one. r; and r» are scaling factors, and dx.y is the
original similarity score from alignment used to calculate the distributions. This formula draws
from the work of Kessler (2001:150) in linguistics and Henikoff & Henikoff (1992) in
evolutionary biology. From the language-specific scores, distances between all words are
calculated, using traditional algorithms for pairwise sequence alignments (Gusfield 1997). These
similarity scores are converted to distances scores following Downey et al. (2008) Finally, like
with NED and SCA, cognate sets are created using a flat cluster variant of the UPGMA
algorithm. Again, this algorithm terminates when a predefined threshold for average distance
scores has been reached.

All four of these methods were evaluated in List et al. (2017). All were used to analyze
certain datasets with the results being compared to a gold standard of cognate judgments by

linguists. Additionally, a new method, Infomap, that integrates the idea of networks from
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evolutionary biology and studies on social networks (Rosvall & Bergstrom 2008; Girvan &
Newman 2002), was assessed. Threshold values were calculated for each method using test data:
each method was run using distance thresholds ranging from 0.05 to 0.95. The optimal
thresholds were found to be 0.75 for NED, 0.45 for SCA, and 0.60 for LexStat. B-cubed scores
(Amigo et al. 2009) were used to evaluate the precision, recall, and F-score for each method. A
high precision score means a low number of false cognates, and a high recall score means a low
number of undetected cognates. Unsurprisingly, the conservative Turchin method had a low
number of false positives, but was unable to detect a large number of cognate sets. NED had a
higher detection rate, but suffered from too many false positives. SCA outperformed both of
those, and the language-specific approaches of LexStat and the newly introduced Infomap
performed the best.

Methods for cognate identification are still undergoing refinement every day. There are a
number of tasks for the future that need to be addressed. Needing predefined thresholds is
inelegant and can lead to guesswork when it comes to initially defining the parameters for the
calculations. Most algorithms cannot search for cognates across different meaning values in the
input. We know that words can change their meanings in addition to their sounds, and
computational methods must be able to account for these changes, as well. Moreover, algorithms
for partial cognate detection have been very limited so far (List et al. 2016). All of these
algorithms described are strict in that they only group cognates that share all morphemes. Expert
linguists are not limited by these restrictions in the algorithms: they are able to freely think and
apply their knowledge of the languages, not limited by parameters. These shortcomings need to
be fixed, as cognate identification is another important step in the computational workflow. The

methods in the subsequent sections all depend on its results. If the cognate judgments are wrong,
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then all of the following results will be skewed. That is why it is impossible to eliminate the
value of expert linguists in this process. Computational approaches are a valuable tool that
experts can use to augment and aid their manual explorations of data in an iterative workflow
between computer and linguist.

3.4 Automatic proto-form reconstruction

The ultimate goal of the Comparative Method is to reconstruct ancestral forms of related
languages, further exploring their genetic relationship. This has proven to be a difficult task over
the years, requiring an all-encompassing knowledge of language change. Most of these proto-
forms that are reconstructed are unattested, only being proposed forms that would have likely led
to attested daughter forms. While this is a demanding task, it becomes nearly impossible to do by
hand for language families that are not as well documented as ones like Indo-European or for
language families that have enormous amounts of data, such as Austronesian with its more than
1,200 languages (Lynch 2003). Consequently, automatic approaches could prove useful as an
introductory analysis of new data. Unfortunately, not much work has been done to create an
accurate method for reconstruction. Contrast this with the numerous proposals for alignment and
cognate detection: those are both important steps in the historical workflow, but the outputs of
those algorithms, like cognate sets, could and should be used to do even more exciting data
explorations, like reconstructions.

A quick-and-dirty method some alignment and cognate detection algorithms have utilized
is the idea of consensus reconstructions. These simple reconstructions involve taking the
alignment of all sequences in a cognate set and selecting whatever segment is most frequent in
each position. This obviously lacks any of the finesse of the Comparative Method, and the results

show it: the reconstructions hardly resemble anything that a linguist would actually propose. The
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fact that few have offered up any alternative methods illustrates how difficult a task it is to do
automatic reconstructions. That is because sound changes are not always the straightforward
transitions of one sound to another over time. They often are context sensitive, dependent on the
neighboring segments. Moreover, they can involve the insertion or deletion of segments.

Some have tried to tackle this task, such as Kondrak (2002) and Oakes (2000), but the most
successful has been Bouchard-Cote et al. (2013). They propose a system for large-scale
reconstruction based on a probabilistic model of sound change at the level of phonemes. As with
reconstruction in the Comparative Method, this system is dependent on cognate sets, which can
be provided by the output of another algorithm or calculated within this system. It is assumed
that each word evolves along the branches of a phylogenetic tree that represents the respective
languages’ relationships. From the cognate sets, a Monte-Carlo inference algorithm is employed
to do the reconstructions. The changes that a phoneme could have undergone are calculated
using a context-dependent probabilistic string transducer (Holmes 2001). A transducer is simply
a model for computational analysis that has an input and an output. Finite state transducers have
been widely used in machine translations (Knight & May 2009) and modeling phonological rules
(Kaplan & Kay 1994). This transducer encodes all possible sound changes for a given phoneme
as it changes over time. It is able to capture regular sound changes but not irregular ones, such as
metathesis. The probabilities for a given change are context-sensitive.

This is a very complex system, one that this thesis is unable to fully explore. It has
“literally millions of parameters to set” (Bouchard-Cote et al. 2013: 4225). Fortunately, the
system learns them automatically, using a variation of the expectation-maximization algorithm
(Dempster et al. 1977): this produces reconstructions under the current parameter settings and

updates those settings based on the reconstructions. The system is only as good as its results,
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however. As a test, it was applied to 637 Austronesian languages. Over 85% of its
reconstructions were within one character of the gold-standard reconstructions provided by
experts. This is a big improvement over other methods, but it still shows how far we have to go
in order to adequately carry out automatic reconstructions.
3.5 Phylogenetic reconstruction and other methods

The most important computational methods that mimic the steps of the Comparative
Method have already been described above, but the output of these steps can still give us
valuable analyses. Phylogenetic reconstruction is one such computational approach. This is
different from the reconstructions discussed in the previous section. The reconstruction is not for
words but for the relationships shared by languages: it creates a family tree, with modern
daughter languages being the leaves and the nodes on the branches being ancestral states. Steiner
et al. (2011) offers several different methods for reconstructing phylogenies in their holistic
computational workflow. The relationships between languages are first quantified through the
outcomes of alignment and cognate identification. Distances between all of the languages must
be computed from this data. One possibility is to calculate the total similarity score of all cognate
pairs between two languages, i.e. the number of cognates two languages share. These distance
calculations are then input into a clustering algorithm, such as Neighbor-joining (Saitou and Nei
1987) or UPGMA, to construct a phylogenetic tree. An example of the results can be seen in the

reconstructed tree for the Tsezic languages in Figure 4, taken from Steiner et al. (2011).
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Figure 4: Reconstructed bifurcating tree for Tsezic languages

There are other applications for language phylogenies, though. Bouckaert et al. (2012) use
Bayesian phylogeographic approaches (Lemey et al. 2009) to analyze vocabulary lists from
Indo-European languages and map the geographic expansion of languages. Language evolution
was modeled as the gain and loss of cognates over time. The phylogenetic data taken from the
cognate sets was combined with spatial diffusion algorithms to place the expansion of languages
onto longitude and latitude coordinates on a map. Holman et al. (2011) combined phylogenetic
inferences with measure of lexical similarity to calculate the elapsed time since parent languages
diverged into daughter languages. However, it utilizes Levenshtein edit distances (similar to the
NED method for cognate identification) rather than percentages of shared cognates to determine
lexical similarity.

The shortcomings of phylogenetic trees have already been discussed in the introduction
to the Comparative Method. With these computational approaches, we do not want to be
similarly handicapped. Common inheritance of forms is not the only way in which languages
interact. There is language contact, which can lead to horizontal interactions like lexical

borrowing. Nelson-Sathi et al. (2010) propose a novel way to analyze hidden borrowings in
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language networks using cognate sets and phylogenetic data. Borrowing can be seen as
comparable to gene transfer in biology, and, indeed, this is the inspiration for the proposed
algorithms. The goal is to capture both the vertical and horizontal relationships of language
evolution. They adopt the minimal lateral network (MLN) approach from biology (Dagan et al.
2008) to this linguistic data. The algorithm searches for cognate sets that are not compatible with
a reference tree phylogeny. These cognates often point to lexical borrowings. The reference trees
are inferred through a Bayesian approach (Gray & Atkinson 2003). The results of borrowing are
dependent on the input of cognate judgments. This shows how important these judgments are to
the rest of the workflow, as incorrect cognate sets will undoubtedly skew the results of this
network analysis. The network that results from the MLN approach can be visualized, showing
both vertical and horizontal relationships, as in the preliminary results for Indo-European

languages in Figure 5.
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Figure 5: Reconstructed network for Indo-European languages

The bold white lines make up the reference tree. Each point where they split is a vertex,

representing an ancestral state. Borrowing is modeled to occur both at the end nodes (i.e. the
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attest daughter languages) as well as at the interior vertices. Based on the distribution of cognates
across the reference tree, the model interprets those cognates that do not fit as being borrowed.
Borrowing, as well as vertical inheritance, are both represented by the lines, or edges. These are
the different interactions between the vertices.
3.6 Summary

Many computational methods have been proposed over the last two decades, as
linguistics becomes more and more influenced by the approaches of other fields. The usefulness
of these is undoubted: they open up new avenues with which we can explore both new and old
date alike. Their shortcomings are still very much a reality. It must be reiterated that these
methods will never be able to replace expert knowledge. But this does not mean we should not
give them up; they should continue to be refined and improved, as more and more linguistic data
becomes digitally available, waiting to be analyzed. They are a valuable tool that can aid the
efforts of any linguist. This thesis uses many of the above methods, advocating for their use in a

historical workflow based on the Comparative Method.
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CHAPTER 4
LINGPY

4.1 Introduction to LingPy

The previous chapter served as an introduction and overview of the different
computational methods that have been proposed in recent years. How these various algorithms
are analogous to aspects of the Comparative Method does not need to be repeated. They have
varying degrees of success and some shortcomings, to be sure. However, the biggest drawbacks
to many of these methods are their disjointed nature and their lack of readily available source

code.

All of these methods were developed independently of one another. While they all share
the same goal of reproducing the accuracy and precision of the Comparative Method when
applied to historical data, they have not been designed to interact with one another. For example,
Kondrak’s (2000) ALINE algorithm can be used to align the segments of multiple sequences, but
this does not feed into another method for cognate identification, such as LexStat. The two
methods use different standards, i.e. distinctive features vs. sound classes, and were never
intended to work together. This makes the aspiration of reproducing the Comparative Method’s
workflow in computational form all the more difficult. Of course, there is no hope of doing this
if the methodologies are not replicable. Replicability is supposedly one of the advantages for
these computational methods. This can never be achieved if the source code and underlying

approaches are not accessible to other linguists. In their survey of automatic approaches to
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cognate identification, List et al. (2017) found that only two methods out of twelve were freely

accessible on the internet. This is unacceptable if we hope to improve these techniques.

There is a possible solution: LingPy (List & Forkel 2016). Although far from perfect,
LingPy is an open source Python toolkit, integrating many of the different methods reviewed in
the previous chapter into a single workflow. As with the disparate algorithms that have already
been proposed, LingPy’s goal is to mimic the different steps of the Comparative Method, in
order to achieve the same level of success as the traditional methodology. The basic workflow is

summarized in Figure 6 from List & Moran (2013) and is examined in more detail below
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Figure 6: LingPy’s workflow
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4.2 Workflow and methods

The process begins with the raw input data of wordlists. The formatting of this data is
quite flexible: it requires only a tab-delimited text file divided into columns. Each wordlist
should contain at least four separate columns: 1) ID, integers that simply identify the rows, 2)
CONCEPT, glosses for each word, 3) WORD/IPA, the orthographic representation of words,
either in IPA or some other orthography, and 4) LANGUAGE, the name of the languages in
which the words occur. The header of each column indicates the values contained in that column.
The columns can be ordered in any specific way, and there is no limit to the number of rows.
Within LingPy, specific data entries are easily found through simple functions, and it is just as
straightforward to add new entries. Additionally, the output format is very similar to this, just
with new data and calculations added in further columns. An example of this formatting can be

seen in Figure 7, which shows the for basic columns and an additional column for tokenized IPA.

# Wordlist

# DATA

ID COMNCEPT IPA DOCULECT TOKENS

#

1548 I as Bulgarian a s

1541 I ja Russian j a

1542 I ja Polish j a

1543 I ja: Czech j a

1544 I as 01ld Prussian a s

1545 I es Latwvian e s

1546 I e Lithuanian e |

1547 I ja: Serbo-Croatian j a:
1548 I azid 01d Church Slavic az O
#

Figure 7: LingPy’s wordlist format

Once the input data is loaded, it needs to be tokenized. Tokenization of the words allows for
them to be compared across orthographies. Ideally, all input data will be in the same orthography
or transcription style, but this is still a necessary step in the LingPy workflow, as it feeds directly

into alignment. LingPy’s parser normalizes all input strings into Unicode. This is output with a
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space in between each grapheme. The results of tokenization can be seen at the far right of the

previous figure.

After tokenization occurs, phonetic alignment can take place. The necessity of alignment
has already been discussed. LingPy offers many different approaches to phonetic alignment, both
pairwise and multiple. Some have been taken directly from evolutionary biology with some
linguistic modifications, such as the Needleman-Wunsch algorithm (Needleman & Wunsch
1970) and the Smith-Waterman algorithm (Smith & Waterman 1981). Of the algorithms
overviewed in the previous chapter, LingPy offers the SCA method, with the option of using
different models for the analysis. These models are the criteria by which the sequences are

aligned, e.g. the sound classes of Dolgopolsky. New models are easily programmed into LingPy.

Next come the different approaches to cognate detection. Again, the goal of these
automatic methods is to objectify phylogenetic reconstruction, making the results of the process
much easier for non-experts to interpret. There are five different methods implemented into
LingPy’s workflow. These are the same methods that were evaluated in List et al. (2017): the
Turchin, NED, SCA, LexStat, and Infomap methods. LingPy follows the STARLING approach
to cognate identification, (Starostin 2000), where cognate words are assigned the same cognate
identification number. Once a cognate analysis is completed, the results can be output to a new
file that can be further manipulated by hand. This is important for achieving an iterative
workflow between the computer and the linguist, as it allows an expert to refine the results and

correct any mistakes that might have occurred in the automatic analysis.

Once cognate sets have been identified, other analyses can be carried out, such as
automatic reconstruction. At the moment, LingPy does not boast a complex method for

reconstruction like Bouchard-Cote et al. (2013). Instead, it only offers quick-and-dirty consensus
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reconstructions. For a given cognate set, consensus strings are calculated from the alignments.
The most frequent segments are chosen for each position. These are not meant to be comparable
to expert reconstructions, as they are typically multiple edit operations away from them. These
must instead be thought of as preliminary reconstructions, an initial exploration of the data to

which linguists can make the necessary adjustments.

Additionally, LingPy offers a number of ways to explore the phylogeny of the languages
from the cognate sets. It integrates both Neighbor-joining and UPGMA algorithms for
phylogeny. Here the distance matrices between languages are the number of shared cognates:
Those with more cognates are more closely related. This outputs a simple Newick tree format,
e.g. ((A,B),(C,(D,E)));, which can be visualized by a number of different software, with the

results in Figure 8.

Figure 8: Tree generated from Newick format

LingPy also incorporates the minimal lateral network from Neslon-Sathi et al. (2011) to
automatically detect lexical borrowing. From the identified cognate sets, borrowing relationships
are inferred based on incompatible cognate sets. These cognate sets are deemed incompatible if

they do not comply with a given reference tree typology. Thus, in the tree above, if Language E
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shares a cognate with Language A, but neither Languages C or D share that cognate, borrowing
of that lexical item would likely have happened. There is, of course, a certain level of
unpredictability when it comes to the retention and loss of lexical items by languages over time.
Some of the supposed borrowings very well could have existed in the lexicon at one point in
time and have been lost as a language evolves. Nevertheless, the goal is to capture the different

kinds of interactions that languages can have.

LingPy’s output formats are perhaps its greatest strength. It has already been pointed out
how the output text files for cognate identification and reconstructions are easily edited after the
fact. Additionally, within LingPy’s framework, there are a number of different data
visualizations at one’s disposal that can be augmented with third-party tools such as MrBayes
(Ronquist & Huelsenbeck 2003). Figure 9, a visualization of the Dogon languages of Africa from
List & Moran (2013), was created using the built-in functions of LingPy, displaying the same
language network of inheritance and borrowing relationships that were described in Nelson-Sathi

etal. (2011).
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Figure 9: Reconstructed network for Dogon languages

Having these different visualization techniques available is an indispensible asset, as it furthers
the goal of increased communicability of the results. Indeed, communicating and objectifying the
results of analyses is the goal of LingPy and other computational methods. Making the data
results quantifiable allows for easier comparisons across studies. Although there are many

shortcomings, as is demonstrated below, LingPy is a tremendous step in the right direction, one

that must continue to be improved.
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CHAPTER 5
DATA

The discussion of Balto-Slavic has so far been framed around the prehistory of these
languages, how exactly they are related and whether there was a stage of common development.
However, since there are no direct attestations of this proto-language, we must use the daughter
languages as our source of data. As such, it would be useful to provide a brief overview of these
two branches, independent of any notion of a formerly unified speech community of Balto-

Slavic.

5.1 Slavic languages

The first attestations of Slavic as a distinct branch of Indo-European come from the ninth
century, relatively late among the Indo-European languages. It was undoubtedly spoken well
before this but was not written until the invention of the Glagolitic and Cyrillic alphabets. Slavic,
along with Baltic, is noted for its conservative phonology and morphology, especially in the
nominals, although the rate of change has picked up in recent centuries. The palatalization of
velars before front vowels is thought to be the last sound change that affected all of Proto-Slavic
(Nichols forthcoming). The dialects of Common Slavic began to evolve into distinct languages
sometime in the 900s CE, marking the end of the more unified Slavic speech community. Old
Church Slavic (OCYS) is the earliest written Slavic language, retaining many of the features that
are posited for Proto-Slavic. Though it does not belong to a particular branch of Slavic, it has a

decidedly West and South Slavic flavor, specifically Bulgarian (Nichols forthcoming).
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The other Slavic languages that later arose are typically divided into three main branches: East,
West, and South. The East Slavic languages are Russian, Belarusian, Rusyn, and Ukrainian. The
West Slavic languages are divided into three sub-branches: Lekhitic, consisting of Polish and
Kashubian, as well as the extinct varieties of Polabian and Pomeranian; Sorbian, with Upper and
Lower Sorbian; and Czecho-Slovak, comprised by Czech and Slovak. South Slavic languages are
divided into Western and Eastern varieties. The Western group contains Slovenian and Serbo-
Croatian, which, for a myriad of political reasons, is often split into Bosnian, Croatian,
Montenegrin, and Serbian. The Eastern group consists of Bulgarian and Macedonian. Table 5

gives a summary of these divisions with the living modern languages.

Table 5: Branches of Slavic

Slavic Branch Sub-branch Language
East Russian
Belarusian
Rusyn
Ukrainian
West Lekhitic Polish
Kashubian
Sorbian Lower Sorbian
Upper Sorbian
Czecho-Slovak Czech
Slovak
South Eastern Bulgarian
Macedonian
Western Slovenian
Serbo-Croatian

There were intermediate stages of these languages, such as Old Czech, Old Russian, and Old
Polish. In this Medieval period, the Slavic languages underwent numerous changes, both

phonological and morphological, such as the fall of the jers and the simplification of the verbal
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tense system (For an overview of these changes, see Nichols forthcoming). These modern

languages, along with the older OCS, comprise the Slavic data that is input into LingPy
5.2 Baltic Languages

Slavic is only half of the story: the Baltic languages tell the rest. The Baltic branch shows
up in history even later than Slavic, with texts appearing only after the 1200’s CE, with the
majority of written attestations materializing after the 16" century. The branch is one of the
simpler ones in Indo-European, with very few attested languages. It is divided into two groups,
Western and Eastern. There are no modern languages left in Western Baltic: Old Prussian died
out in the 18" century. Other Western varieties are minimally attested, and even Old Prussian
writings are scarce. The principal languages of Eastern Baltic are Latvian and Lithuanian, whose
traditions of writing only began in the 16™ century as Western Baltic was dying out. Other
varieties, such as Latgalian and Samogitian, are sometimes considered separate languages and at
other times dialects of Latvian and Lithuanian. The sparse and late attestation of the Baltic
languages makes the reconstruction of Proto-Baltic difficult, but the existence of a common stage
that is a distinct branch of Indo-European is generally agreed upon (Dini 2014). Old Prussian,

Latvian, and Lithuanian form the Baltic side of the data.
5.3 Other languages

Additionally, it should prove fruitful to include a few Indo-European Languages that are
not Baltic or Slavic. This will help place Balto-Slavic within a somewhat wider Indo-European
phylogeny, though this is by no means an all-encompassing examination of Indo-European
relationships. These languages have been chosen because of the contact and connections shared

by them with Baltic and Slavic. Most notably among these is Germanic. Petit (forthcoming)
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notes this connection, with Germanic often sharing an innovation with either Baltic, Slavic, or
even both. Among these are the mergers of PIE *0 and *a in some way: Proto-Balto-Slavic
yielded *a, with Slavic later changing it o, while Germanic merged the short vowels to *a and
the long vowels to *o. Baltic made the same length-based distinction as Germanic, although *o
could yield o or uo. A number of words are shared between the three branches, with doubts as to
whether they were continuations of the original PIE lexicon or innovations shared by all three
(Scherer 1941). To get at this Germanic influence, Gothic and Old High German have been

included in the dataset.

Another source of influence are the Balkan Indo-European languages. Dini (1997) notes a
few similarities shared by Baltic and Balkan languages like Albanian, such as abstract nouns in
*-i-mo. Moreover, the “Balkan sprachbund” has undoubtedly had an effect on the South Slavic
languages, if only because of the prolonged contact over the past 1000 years. To explore these
relationships, Albanian and Greek are incorporated into the data. Because of the major isogloss
of satemization that Baltic and Slavic share with other Indo-European languages, it is thought
that Iranian, another satem language, must have influenced Balto-Slavic in some way, or at the
very least had contact. Indeed, Slavic especially had contact with Iranian speakers, from the
Scythian and Alanic speakers of the steppes near the proposed Slavic homeland, to more modern
Iranian languages. For example, in all of Europe, only Ossetic, an Iranian language of the north
Caucasus, and Slavic have second-position clitic strings (Nichols forthcoming). Consequently, to
investigate this influence, Ossetic and the oldest Iranian language Avestan have been included as

part of the data.

5.4 Data
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The actual data for each language are contained in Swadesh lists. As can be seen in other
lexicostatistic and computational studies, such as Ringe et al. (2002), these lists of essential
vocabulary are the principal form of data used. The idea motivating their use is that nearly every
language should have these lexical items, which allows for easier linguistic comparison. For this
particular study, each list is comprised of roughly 200 concepts and the respective words in that
language, though some languages, such as Old Prussian, fall short of this number due to the
scarcity of attestations. Additionally, some languages might have multiple entries for a given
concept. The Swadesh lists have been compiled into the one wordlist text file, the input format
for LingPy as was described in the previous chapter. The individual lists for the Baltic and Slavic

languages are available in Appendix A. A summary of the data is given in Table 6.
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Table 6: Distribution of the data

Language Concepts Total Entries
Slavic

Belarusian 208 218
Bulgarian 208 217
Czech 208 223
Kashubian 205 206
Lower Sorbian 208 220
Macedonian 208 216
Old Church Slavic 208 236
Polish 208 223
Russian 208 213
Serbo-Croatian 208 224
Slovak 208 229
Slovenian 208 212
Ukrainian 208 223
Upper Sorbian 208 218
Baltic

Latvian 207 247
Lithuanian 197 261
Old Prussian 173 184
Other Indo-European

Albanian 204 204
Avestan 172 212
Gothic 194 240
Greek 209 272
Old High German 207 267
Ossetic 200 201

From the compiled wordlist, the computations for alignment and cognacy are calculated. The
individual word lists were taken from the Indo-European Lexical Cognacy Database (IELex:

http://ielex.mpi.nl/). These entries were verified through various etymological dictionaries, such

as the Etymological Dictionary of the Baltic Inherited Lexicon (Derksen 2015), as well as some
primary sources like the “Elbing Vocabulary” of Old Prussian. Otherwise, the forms were not

altered in any way.
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CHAPTER 6

PRELIMINARY RESULTS

Equipped with the LingPy toolkit, we can now explore the Balto-Slavic data that is
discussed in the previous chapter. All of the functions used in this analysis are unmodified and
represent the abilities of LingPy as it is currently available. This allows us to highlight the areas
of strength and weakness in the workflow, so that they can be improved in the following
sections. Each subsection is concerned with one aspect of the toolkit and follows the general

workflow as outlined above.

6.1 Alignments

While the first overall step is to tokenize the words in our data, we are primarily
concerned with the alignment of these segments. Nevertheless, tokenization is important, as it
determines the graphemes that are aligned. It is important to reiterate how crucial the results of
alignment are for the overall analysis, as it directly influences cognate judgments. The
automatically generated alignments show the correspondence sets of segments that ultimately
determine cognacy. LingPy does offer several different methods for both pairwise and multiple
alignment, but, for this analysis, the SCA method, discussed above, is being used. Keep in mind
that this method depends on the use of sound classes: each of the tokenized graphemes is
converted into its respective sound class; the sound classes are then aligned; and finally the
aligned symbols are converted back into graphemes. A particularly good example of the multiple

alignment through SCA of the different words for ‘two’ in our data Set can be seen in Table 7.
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This was chosen because it is a fairly salient word that has not undergone too many changes in

the languages. This should make for an easy comparison.

Table 7: SCA alignment for ‘two’

Language Alignments
Belarusian d - v a -
Bulgarian d - v a -
Czech d - v a -
Kashubian d - w a -
Latvian d i v 1 -
Lithuanian d - v i1 -
Lower Sorbian |d - w a -
Macedonian d - v a -
Old Church Slavic|d ¢ v a -
Old Prussian d - w a -
Polish d - v a -
Russian d - v a -
Serbo-Croatian |d - v & -
Slovak d - v a -
Slovenian d - v a -
Ukrainian d - v a -
Upper Sorbian |d - w a |
Albanian dy - - -
Avestan d u w a -
Gothic t - w a -
Greek dy - o -
OldHighGerman |z w e n e
Ossetian d uw e -

In general, the alignment is successful, though it suffers in some areas, such as with Old High
German. While the SCA method places a null marker in between the dental ([d/t]) and labial
sounds ([v/w]) in almost all of the sequences, it fails to do so for OHG, because of the additional
segments -ne. It is easy for us to see that that zwene should be a cognate, with the -ne most likely
being another word originally, but the algorithms only see a word that is longer than the others
and interprets it as being different. The longest word determines the number of spaces in the

alignment matrix. As is shown below, this does have consequences for cognate judgments.
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6.2 Cognate judgments

There are already several cognate identification toolkits integrated into LingPy. For this
analysis, | have chosen to use the most computationally complex method, LexStat. While it does
need a predetermined threshold value, it generates the scoring functions on the fly during its
computations, through the identification of regular sound correspondences. Each cognate set is
assigned a CoglD, which is then written onto the file next to the words that are in that set. We
can take the alignments for ‘two’ that were given above and see how LexStat determined their

cognacy, as shown in Table 8.

Table 8: CoglDs from LexStat

Language Alignments CoglD
Belarusian d - v a -| 3768
Bulgarian d - v a -| 3768
Czech d - v a -| 3768
Kashubian d - w a -| 3768
Latvian d i v i -| 3768
Lithuanian d - v i -| 3768
Lower Sorbian |d - w a -| 3768
Macedonian d - v a -| 3768
Old Church Slavic|d o v a - | 3768
Old Prussian d - w a -| 3768
Polish d - v a -| 3768
Russian d - v a -| 3768
Serbo-Croatian |d - v a -| 3768
Slovak d - v a -| 3768
Slovenian d - v a -| 3768
Ukrainian d - v a -| 3768
Upper Sorbian |d - w a j| 3768
Albanian dy - - -] 3760
Avestan d u w a -| 3760
Gothic t - w a -| 3768
Greek dy - o -| 3760
Old High German [z w e n e| 3773
Ossetian d u w e -| 3760
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The successful grouping of the Balto-Slavic words is clear from the start. It should be noted that
not all of the forms are in the same grammatical gender. Latvian divi and Lithuanian dvi are both
feminine. Masculine forms could be cited, but the fact remains that an expert would be able to
identify either form as part of the same cognate set. That, too, is the goal with the automatic
judgments. That OHG is in a set unto itself is unsurprising, given the aberrancy displayed by its
alignment. As with the gender distinction, another form of the OHG word could be cited here,
but this is being used to illustrate the shortcoming of LingPy in respect to partial cognate
detection: zwe:- is most certainly cognate with all of the other words here, but it remains
undetected because of the additional -ne. It is unexpected that Albanian, Avestan, Greek, and
Ossetian would be grouped separately from the others. All of these words go back to Proto-Indo-
European *dwo- and should be grouped in a single cognate set. That they are not could be a
consequence of sound classes: the first vowel of the forms in these languages is high and
rounded, representing a distinct sound class. LexStat correctly predicts that Latvian and OCS,
which both have a vowel in that same position, are grouped with the rest of Balto-Slavic. The
other languages are left out because their first vowels belong to a different sound class. Perhaps
this mistake could be avoided with a different system for comparing sequences, such as phonetic
features. Moreover, this emphasizes the current necessity for post-processing edits by the linguist
in this workflow. For this example, no edits have been made so that LingPy and the other
computational approaches can be judged on their own merits and shortcomings, but the editing
of these CogIDs would be as simple as changing them to the same number in a text file. While
LingPy fell short in this cognate judgment, it still displays its value in being able to quickly
analyze a large set of data. The expert linguist will have to make some adjustments post hoc, but

the amount of time and effort needed to do this is dramatically decreased.



56

These individual cognate sets are necessary and form the backbone of the linguistic
analysis, but their value goes beyond this. The really interesting results come from examining all
of the cognate sets for all of the languages in comparison to each other. It is primarily in this way
that linguistic relationships are determined: languages that share more cognate sets are generally
more closely related. Phylogenetic trees are built from these results. Additionally, we can
visualize these relationships through a heatmap showing the percentage of cognates shared by

languages in Figure 10.
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Three groups are clearly visible: a Germanic group (Gothic and OHG), a Baltic group, and a
Slavic group. Albanian, Avestan, Greek, and Ossetian share a minimal number of cognates with
the other languages. This could be an error on the part of LingPy. We know for a fact that these
are all Indo-European languages. In the traditional phylogeny, these languages are more distant
from the northern dialects of Germanic and Balto-Slavic. However, these percentages could be a
reflection of false negatives in the cognacy judgments: this was seen above for the word ‘two,’
where these four languages were grouped separately from the rest. This highlights again the need

for post-processing edits, as these percentages might be different after corrections.

Also apparent is how many more cognates Baltic and Slavic share with each other (see:
the lighter blue bands around the Slavic square). This certainly points to their close relationship,
if not outright lending credence to the idea of a common stage. OCS, the language closest in
form to Proto-Slavic, has the highest percentage of shared cognates with Lithuanian and Old
Prussian, between 0.3 and 0.4. Again, this is indicative of the close relationship between Baltic
and Slavic. This can be seen further in the distance scores that LexStat derives between all the
languages: a distance score is calculated for each language in each cognate set. The total distance
scores are averages of all the scores from all the sets for each language. The lower the distance
score, the more closely related the languages are. This can be seen in Table 9 below for only the

Baltic and Slavic languages.



Table 9: Distance scores for Balto-Slavic languages
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Language Belar. Bulg Cz Kash Lat Lith LowerS  Mac OCS OP Pol Rus Serb. Slovak  Slove  Ukr Upper S
Belar. 0 043 029 038 084 085 037 042 028 08 026 024 037 03 037 016 0.35
Bulg 0.43 0 039 051 086 08 05 0.2 027 088 043 038 025 041 035 043 048
Cz 0.29 039 0 037 086 084 027 0.4 025 084 026 029 034 013 032 032 024
Kash 0.38 051 037 0 0.88 085 044 052 042 088 027 047 047 035 046 04 0.42
Lat 0.84 08 08 08 0 0.46  0.87 086 083 068 08 084 085 0.85 083 084 0.86
Lith 0.85 085 084 08 046 O 0.85 085 081 058 08 083 084 084 083 084 085
Lower S 0.37 0.5 027 044 087 08 0 0.5 034 08 033 038 045 0.29 0.4 034 0.15
Mac 0.42 0.2 0.4 052 086 085 05 0 028 088 045 039 02 0.4 034 042 047
ocCs 0.28 027 025 042 083 081 034 028 O 082 0.3 025 0.2 0.27 019 028 03
OP 0.86 088 084 088 068 058 0.86 088 082 0 08 086 086 0.85 084 086 0.84
Pol 0.26 043 026 027 085 085 033 045 0.3 08 0 033 039 025 035 03 0.31
Rus 0.24 038 029 047 084 083 038 039 025 08 033 O 035 033 034 024 038
Serb. 0.37 025 034 047 085 084 045 0.2 0.2 08 039 035 0 0.36 022 037 043
Slovak 0.3 041 013 035 085 084 029 0.4 027 08 025 033 036 0 031 033 0.26
Slove. 0.37 035 032 046 083 083 04 034 019 084 035 034 022 031 0 0.37 0.36
Ukr 0.16 043 032 04 084 084 034 042 028 08 03 024 037 033 037 0 0.35
Upper S 0.35 048 024 042 086 085 015 047 03 084 031 038 043 0.26 036 035 0

In this, we see the same relationships that were displayed in the heatmap. OCS, out of all the

Slavic languages, has the lowest distance scores with the Baltic languages (0.83,0.81, and 0.82,

respectively), small though the difference may be. Moreover, we can see that it shares relatively

low scores with all of the Slavic languages: this reflects the fact that OCS does not truly belong

to any one branch of Slavic. It had many different flavors across the Slavic world, though with

slightly stronger ties to Bulgarian and Serbo-Croatian in our attestations. The relationship

between Baltic and Slavic is reinforced again: the distance scores are generally around 0.84.

These scores are much higher between Balto-Slavic and the more distant Indo-European

languages, with most scores around 0.94 and some being as high as 0.99 and 1.00! | believe that

this points to the prior relationship between Baltic and Slavic in the form of a Proto-Balto-Slavic
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language continuum. The distance scores are higher now simply because of the developments

that have happened in both groups since their split.
6.3 Reconstructed phylogeny

As was already stated, we can reconstruct the phylogeny of the given languages based on the
cognate judgments. Using the same metrics above, such as the percentage of shared cognates and
the distance scores, LexStat is able to generate a bifurcating phylogenetic tree. For this example,

| used the UPGMA version of the algorithm. The output is a simple Newick tree format:

(Albanian,((Avestan,Ossetian),(((Kashubian,(((Bulgarian,Macedonian),('Serbo_Croatian',('Old_
Church_Slavic',Slovenian))),((Russian,(Belarusian,Ukrainian)),((Polish,(Czech,Slovak)),('Lower
_Sorbian','Upper_Sorbian"))))),(‘Old_Prussian’,(Latvian,Lithuanian))),(Greek,(Gothic,'Old_High_
German)))));

We can then input this string into a tree-drawing program with the results in Figure 11.

Slovak
{ Czech
Polish

Upper_Sorbian
{ Lower_Sorbian

Ukrainian

4:: Belarusian

Russian

Slovenian
— Old_Church_Slavic
Serbo_Croatian

Macedonian
{ Bulgarian
Kashubian

Lithuanian
Old_Prussian

{ OId_High_German
Gothic

Greek
Avestan

Albanian

Root

Figure 11: Reconstructed tree using LexStat
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This is just another visualization of the data, confirming what we have seen: Baltic and Slavic
are closely related. One aberrancy is noticeable here, namely the positioning of Kashubian. It is
generally grouped with the West Slavic languages, such as Czech, Polish, and Sorbian. Here it is
one of the first offshoots in Slavic. In order to investigate this further, the cognate judgments for

Kashubian need to be examined by hand.

6.4 Reconstructions

LingPy does not have a robust module for handling linguistic reconstruction. Instead, it
uses the quick-and-dirty consensus reconstructions, where the most frequent character in a given
position in the alignments of a cognate set are chosen as the proto-form. This obviously does not
result in a good reconstruction, but it is a somewhat-useful tool for these kinds of preliminary
investigations. One reconstruction is returned for each cognate set and output into a text file. We
can extract the reconstructions. A few examples, focusing specifically on Baltic and Slavic

languages, are provided in Table 10.

Table 10: Example of consensus reconstructions

Word | Consensus Expert

‘two’ | *dva PBSI *duwo:
‘day’ | *dein PBSI*dein-/*din-
‘bird’ | *ptitsa PSI *pstitsa
‘blood’ | *krov-/krauw- | PBSI *krauja
‘thin> | *tunok PSI *tbnbkb

This is just a representative sample. From it, we can see that very few reconstructions actually
match the expert ones. That *dein- is both the expert and consensus reconstruction is merely a
happy accident. Nevertheless, while many of the reconstructions are quite different from the
desired result, many are salvageable, able to be fixed with just a few edits. This is another

opportunity where expert knowledge can work in conjunction with the automatic approaches to
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provide the best results for the large amounts of data: a linguist can easily correct these
reconstructions after the initial analysis by LingPy. In relation to the Balto-Slavic debate, while it
is incredibly hard to reconstruct an entire proto-language for Balto-Slavic, with all the aspects of
grammar that we would expect, it is still a good sign that we can reconstruct so much of the

lexicon for this stage.

6.5 Borrowing detection

One of the last analyses we can do with LingPy is the hidden borrowing detection. This is
done through a direct implementation of the Minimal Lateral Network. Set against the reference
tree phylogeny that was reconstructed above, as well as the list of cognate sets in each language,
we can predict the borrowing that occurred at different stages in the languages’ development.
This is represented in the language networks that have already been described, capturing both the
vertical inheritance and the horizontal interactions between languages. From the different

calculations above, we can derive the language network seen in Figure 12 for all of our data:
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The thickness of the red lines indicates the number of cognates borrowed, and the arrows
indicate the direction of borrowing. The MLN is not limited to the terminal nodes, i.e. the
attested languages. It also infers borrowing in the ancestral stages of the languages in the
network. This can be seen in all of the edges connecting the vertices to both terminal nodes and
other vertices. LingPy even outputs lists of the different terms that were borrowed by languages
and the stages at which they were borrowed. For example, Table 11 shows all of the inferred

borrowings that Old Church Slavic loaned out:

Table 21: Inferred borrowings from Old Church Slavic

Stage Word | Gloss
Macedonian | neffista | dirty
Avestan inG other
Kashubian ino other
Albanian koli | when
edge.14 st this
Gothic st this
edge.6 revo | belly
Ossetian ji he
Ossetian Ji they
Lower_Sorbian | ond that
Lower_Sorbian | koli when
edge.5 triti rub
edge.5 koli | when
Bulgarian xapati | bite
Bulgarian ons that
Russian side here
Russian to that
edge.10 zveri | animal
edge.10 tuko fat
Old_Prussian to he
Old_Prussian | zveri | animal
edge.15 digo long
edge.15 durmd | smoke
edge.15 tuko fat
edge.11 tisto | thick
edge.11 dati blow
edge.11 tfisti | count
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The language that receives the “loanwords” is given on the left column, and the actual loans and
their meanings are given in the subsequent columns. Once again, this all is dependent on the
prior cognate judgments. If there are errors in those, there will be errors in this borrowing
analysis. As with all aspects of these automatic approaches, the results need interpretation and
corrections by linguists. Not all of the inferred borrowings would have happened in the course of
the language’s development. Ossetian probably did borrow some lexical items from Slavic,
especially in the recent past, but it most likely did not borrow directly from OCS. This could
instead be seen as indicative of a relationship between the two language groups, rather than
between the individual languages. Borrowing at ancestral stages can be seen in the loaning of
OCS words t/sto, dsti, and ¢/isti at edge.11; when we look at the reference tree, we see that all of
the Baltic languages branch off from this point. This means that edge.11 represents the Proto-
Baltic stage and would have been the point at which these items were borrowed. Moreover, even
within Slavic, the “borrowings” do not really appear to be that. Take the words for ‘that’ above:
to and ond were both demonstratives in OCS, i.e. ‘that’ and ‘that one.” They are both
reconstructed for Proto-Slavic, but certain branches adopted the ond-form as their main
demonstrative, such as Bulgarian, while other might have adopted the tG-form. These are not true
borrowings, just different paths of development. These shortcomings could potentially be
improved with both more languages and more words in each language. Again, this is where
linguists must analyze the outputs directly and correct any of these errors. It is still a useful tool
that can allow us to view the data in a non-traditional way, understanding that these languages

interact with each other not only through inheritance alone.
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6.6 Conclusions

These preliminary investigations have shown the usefulness and capabilities of LingPy
and its underlying methods. It can easily and quickly analyze large sets of data and do so in
novel ways: the Comparative Method does not generally place an emphasis on the horizontal
borrowing relationships of languages. That is usually an investigation that takes place after the
fact. But here such a thing is built into the general workflow! These are valuable tools that
decrease the workload of linguists. They are not a replacement for manual linguistic analysis but
can easily work in conjunction with it. Nevertheless, just as apparent are the faults of the
systems. Central to them all are the number of inaccurate cognate judgments. All of the other
computations depend on these judgments. This is a huge aspect of the workflow that needs to be

improved, and one possibility is discussed in the following chapter.
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CHAPTER 7
MODIFYING LINGPY

So far, raw LingPy has been applied to the data, and the results are promising, though
with room for improvement. As it stands, it is in no way a replacement for an actual linguist, and
that should never be the goal of computational methods. Many of the shortcomings of the system
stem from failures in cognate judgments. This issue was displayed for the concept ‘two,” all the
forms for which we know belong to the same cognate set. The two main sets that LingPy derived
through the LexStat method were divided as they were because of the presence of a high rounded
vowel in one group. This consists of its own sound class, following the LexStat method, and
contrasted with other forms that had a different kind of vowel or no vowel at all. Because of this
dependency on sound classes, rather than on analyzing each segment individually in their actual
attested forms, nuance is lost. Forms must be converted to these different sound classes, that are
absolute in their divisions, losing the more specific information that each form holds in its
unique, individual segments. These sound classes are computationally expedient, and are good at
capturing things like sonority profiles and correspondences between certain types of sounds, but
they lack the necessary details to fully carry out the Comparative Method in computational form.
They are why LingPy can only do consensus reconstructions: it cannot capture the transitions
between specific sounds, as in actual sound changes, but only those between classes. Moreover,
the strict adherence to these classes leads to the misjudgment of cognates. The accuracy of

cognate judgments is the central pillar of the system: without it, the results of all the other
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calculations and functions that are built into LingPy will be skewed in a potentially wrong
direction. This is a major aspect that needs to be fixed. It is unlikely that such automatic
approaches will ever be foolproof, but there is still plenty of room for improvement before we

reach the limits of these methods.

Some of the mistakes by the cognate identification algorithms used in LingPy stem from
the use of sound classes. For a more nuanced and detailed analysis of cognacy and all the
methods that are dependent on cognacy, we might want to examine phonetic and phonological
features. Features are the standard for phonological description of sounds in linguistics.
Segments and IPA symbols must still be converted to these feature sets, but, unlike with sound
classes, where each class represents multiple distinct sounds, the feature sets have a one-to-one
correspondence with their sound: no information is lost in this exchange because each feature set
is each sound. This should improve nearly all aspects of the system, allowing it to view the data
as linguists do and applying the methods and algorithms with more skill. The rest of this chapter

details a possible integration of features.

7.1 ALINE

While LingPy is fairly easy to use, it is not so easy that one can just tell it to use a
feature-based analysis of the data and it will do it. The whole toolkit is built around the idea of
sound classes. This does not affect some submodules, such as the handling of wordlists and the
phylogenetic analyses, but it infects all aspects of alignment and cognate identification.
Consequently, if we are to integrate features into the system, we must build our methods from
the ground up. Luckily, there is a source of inspiration that we can draw from. Mentioned briefly
above, Kondrak (2001) details the ALINE algorithm for phonetic alignment. This method uses

multivalued phonetic features, inspired by Ladefoged (1995), with some simple binary ones.
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These are assigned numerical values that reflect the distances between vocal organs reported in
Ladefoged (1995). For example, manner roughly refers to the degree of airstream opening: the
more open the manner, the lower its numerical value. The features and their values are given in

Table 12.

Table 32: Basic phonetic features with numerical values

Feature | Term Value

Place [bilabial] 1.0
[labiodental] 0.95
[dental] 0.9
[alveolar] 0.85
[retroflex] 0.8
[palate-alveolar] | 0.75
[palatal] 0.7
[velar] 0.6
[uvular] 0.5
[pharyngeal] 0.3
[glottal] 0.1

Manner | [stop] 1.0
[affricate] 0.9
[fricative] 0.8

[approximant] | 0.6
[high vowel] 0.4

[mid vowel] 0.2
[low vowel] 0.0
High [high] 1.0
[mid] 0.5
[low] 0.0
Back [front] 1.0
[central] 0.5
[back] 0.0

Binary features include such categories as Syllabic and Voice. These are still encoded with
numerical values, with ‘+ feature’ having a value of 1.0 and ‘- feature’ having 0.0. This system
was also adapted by Connolly (1997) and Somers (1998). These prior methods did not

differentiate the saliency of features: not weighting the features can result in misalignment,
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where segments like [p] and [K] are deemed closer than [p] and [p"]. How values for feature
saliency are derived is still up for debate, so the values presented in Table 13 are taken directly

from Kondrak (2001)

Table 43: Salience-weights for the basic features

Feature Saliency Weight
Syllabic 5
Voice 10
Lateral 10
High 5
Manner 50
Long 1
Place 40
Nasal 10
Aspirated 5
Back 5
Retroflex 10
Round 5

These are just used to signal the importance of some features over others. Other systems for
feature encoding exist, such as strictly binary features. These are potentially not as useful for
phonetic alignment, because sounds that are similar can often differ in a large number of
features. Additionally, it is difficult to weight the different features: some propose that they
should all be weighted equally, for example. For this present analysis, | have chosen to use the

feature system as detailed by Kondrak (2001).

With these numerical values, distances between phonemes, and hence distances between
words, can be calculated: the difference between two phonemes’ numerical values for each
feature are multiplied by the features’ salience weight, and then summed up. A similarity score is
derived from the distance scores by subtracting the distance from the maximum possible score

between two phonemes. Consonant correspondence is emphasized by decreasing the score even
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further with a vowel penalty if one or both of the segments are vowels. The total similarity score
is the sum of the individual scores between pairs of phonemes, with insertion/deletion penalties
applied for each unaligned phoneme. This is then normalized by dividing it by the length of the
longer word multiplied by the maximum possible score between two phonemes, ensuring that the
value falls somewhere in the range [0,1]. This is all built from dynamic programming algorithms
(Wagner & Fischer 1974) with extensions for selecting the best alignment (Myers 1995), local

and semiglobal alignment (Smith & Waterman 1981), and edit operations (Oommen 1995).

This is the original conception of the ALINE algorithm. It can be used to align two
cognates with each other. From the metrics it produces, other calculations can be done, such as
exploring sound correspondences and identifying cognates. The limitations of it need only be
addressed, namely how it can only be applied to two words at a time. Kondrak (2009) builds
upon the original algorithm to handle cognate identification. Through an adaptation of machine
translation techniques (namely, Melamed 2000), the ALINE algorithm can be extended to larger
datasets, analyzing whole languages and deriving sound correspondences, much like LingPy
does already using sound classes. COGIT is the algorithm for cognate identification, subsuming
the capabilities of ALINE as well as Kondrak’s CORDI algorithm for correspondence
identification (Kondrak 2009). COGIT can draw from three sources of evidence for its cognate
judgments: phonetic-based scores as outlined in ALINE, the correspondence-based scores from
CORDI, and semantic-based scores from semantic feature vectors. The continuous phonetic-
based and correspondence-based scores can be converted into a probability of cognacy using
Beta distributions. Semantic-based scores are derived using WordNet (Fellbaum 1998) and are

consequently dependent on English glosses. One, two, or three of these types of scores can be
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used to determine cognacy. Using more than one type generally increases the precision of

cognate identification.

Integrating this system into LingPy could prove very useful, hopefully solving some of
the issues that limit the current approaches. The potential usefulness of features instead of sound
classes has already been discussed. LexStat and other methods are restricted to identifying
cognates that are provided with the same gloss. They have no ability to detect cognacy across
different meanings. The wider incorporation of a semantic element as a fundamental part of the
process could allow for the comparison of words whose meanings might have slightly diverged
over the course of time. Additionally, the current binary way of reporting cognacy (either yes or
no) is less desirable than probabilities of relationships (List et al. 2017:14). In their full form,

COGIT and ALINE can address all of these problems.

7.2 Adapting to LingPy

Kondrak originally created these algorithms using C++, and ALINE is readily available

on his website (http://webdocs.cs.ualberta.ca/~kondrak/). In this form, however, it is not

compatible with Python-based LingPy. Beyond this, there are a number of aspects that need to be
adjusted in order to operate within the overall workflow. COGIT builds upon the two-word limit
of ALINE, but only so far: it can only handle bilingual wordlists. LingPy is so useful because it
can analyze large wordlists with hundreds of languages at a time. In order to get around this, we
must use the same methodology of LexStat and the other methods: each language is paired with
every other language, and then alignment occurs for each pairing. Distance scores are derived on
a per-word basis and extended to the languages in general, and then cognate judgments are

determined based on these. The pairing of languages essentially makes bilingual wordlists, so
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this will make the implementation of Kondrak’s (2009) methods easier: they simply need to be

iterated for each language pair.

With these issues in mind, | have created a Python implementation of COGIT and
ALINE. A general implementation of ALINE in Python is available in the Natural Language
Toolkit (Bird, Klein, & Loper 2009), but only in its two-word input form. I have adapted this
into the iterative version | have just described so that it can handle the wordlist inputs of LingPy.
In this current form, the semantic analysis has not been integrated. This is done consciously, as
LingPy does not currently have a semantics module and the current formatting of the wordlists
does not support semantic methods. A version independent of LingPy could easily include the
semantic aspect of the analysis, but that is not the present task. The execution of the feature
system is flexible: the same features and their numerical values have been lifted wholesale, but
feature matrices are matched to IPA symbols, akin to how LingPy sound class models match IPA
to sound class symbols. Originally, Kondrak (2000) encoded IPA symbols in ASCII format, but
here I have chosen to implement user-defined correspondences between symbols and feature
matrices. These can be expanded ad infinitum as the user sees fit: if a needed IPA symbol is not
included, it is as simple as copying and pasting the symbol and corresponding features. A
number of features have been added, as well, to account for various types of segments such as
palatalized consonants. Unfortunately, there are no standardized ways of dealing with these more
complex segments in feature notation, and, consequently, the use of binary features to capture
palatalization and other similar concepts is a patchwork solution at the moment. Additionally, the
cognacy probabilities that the system was originally designed to output have been converted to
simple binary judgments. This is in order to retain compatibility with the other modules of

LingPy, especially the ones that handle language phylogeny. One limitation of the present
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version is that each language is limited to one word per concept. As a consequence, some of the
data must be trimmed down in order to function properly with ALINE. This is still an
improvement over the original bilingual wordlists. Finally, while Kondrak (2009) advocates a
similarity score, | follow Downey et al. (2008) in calculating a normalized distance score,

25
s+ 5,

dALINE =1-

where s is the similarity score between two words, s1 the score between the first word and itself,

and s, the score between the second word and itself.

This is a partial implementation of the system described in Kondrak (2009), but it is still
a useful alternative to the sound class-based methods of LingPy. An independent version would
allow for the use of all features, but many have been omitted to adhere to the requirements of
LingPy. The source code is available in Appendix 2, and installation is as simple as copying a
new folder to the LingPy directory. In the following chapter, we see how the results of this
Python version of ALINE and COGIT compare to the preliminary results of the previous

chapter.
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CHAPTER 8

FINAL RESULTS

The sourcecode for this implementation draws heavily from the Natural Language
Toolkit’s variation of Kondrak (2000). It has been expanded to handle multiple languages, but it
must be emphasized that this is not a full employment of Kondrak (2009): the semantic
capabilities in LingPy are too limited to incorporate that aspect of ALINE and COGIT. With this
partial integration, we can begin our final analysis. The goals here are twofold: first, to determine
the usefulness of the present ALINE implementation as compared to stock LingPy, and to

comment on the Balto-Slavic relationship.

8.1 ALINE in action

Because ALINE was originally conceived as an algorithm for phonetic alignment of
cognates, it makes sense to begin with the results of alignment. We can examine the words for
‘two’ again and compare them with the results of LingPy and the SCA method. As can be seen in
the table below, not much has changed. In general, LingPy does well with alignments as is, but
the inclusion of ALINE does bring in some small adjustments. In this implementation, as a
consequence of ALINE and COGIT applying only to two languages at a time, multiple sequence
alignment has to be captured in a roundabout manner: namely, as a series of pairwise alignments
between each language pair. From these individual comparisons, we can derive the overall

alignments of each word in comparison to all of the other words by seeing how they are aligned
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in each pair. This is definitely one area that can be improved in later implementation with the

ability to carry out true multiple sequence alignments as can be seen in Table 14.

Table 54: ALINE alignments for ‘two’

Language Alignments
Belarusian al- -
Bulgarian
Czech
Kashubian
Latvian
Lithuanian
Lower Sorbian
Macedonian
Old Church Slavic
Old Prussian
Polish
Russian
Serbo-Croatian
Slovak
Slovenian
Ukrainian
Upper Sorbian
Albanian
Avestan
Gothic
Greek
Old High German
Ossetian
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Two improvements from ALINE and COGIT of standard LingPy can be seen here: the a and j in
Upper Sorbian dwaj are now grouped as a single diphthong like Old Prussian and Gothic ai, and
the w in OHG zwene is not properly aligned with the other labial segments. This highlights the
fact that ALINE is now limited by the length of the longest word: it will use as many gaps as
necessary to capture the optimal alignment. Notice also that the -ne in OHG is separated out

from the rest of the word because it recognizes that it does not align with any segments in the
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other words. This will undoubtedly make partial cognate detection easier in future iterations, as

those parts of multimorphemic words that are not cognate would remain unaligned.

As with the preliminary analysis, the most interesting results relate to with the cognate
judgments. ALINE and COGIT have been integrated so that their output is in the same format as
the other methods in LingPy. The ALINE distances are computed for the words and are clustered
using the same flat UPGMA method as SCA and LexStat. Again, we can revisit the words for

‘two’ in order to gain insight into the results of the new method in Table 15.

Table 65: CogIDs from ALINE

Language Alignments CoglD
Belarusian d - v al|- -| 2067
Bulgarian d - v aj|- -| 2067
Czech d - v al|- -| 2067
Kashubian d - w al|- -| 2067
Latvian d I v i]- -] 2067
Lithuanian d - v i]|- -] 2067
Lower Sorbian |d - w a |- -| 2067
Macedonian d - v al|- -| 2067
Old Church Slavic|d ¢ v a |- -| 2067
Old Prussian d - w ai|- -| 2067
Polish d - v al|- -| 2067
Russian d - v al|- -| 2067
Serbo-Croatian |d - v a: |- -| 2067
Slovak d - v al|- -| 2067
Slovenian d - v ajl|- -| 2067
Ukrainian d - v al|- -| 2067
Upper Sorbian |d - w aj - | 2067
Albanian d Yy - -]|- -] 2067
Avestan d U w al|- -| 2067
Gothic t - w a|- -| 2067
Greek d Y - o|- -| 2067
OldHighGerman |z - w e:|n e| 2068
Ossetian d U w - - | 2067

The improvements here are not insignificant. Originally, LexStat analyzed these into three

groups: one for the Balto-Slavic languages and Gothic, one for Old High German, and one for
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the remaining languages. With ALINE, this has been reduced to two groups. OHG remains the
outlier, as partial cognate detection has not been implemented into this analysis: the -ne adds too
much phonetic weight to the word to be grouped with its proper cognates. On the positive side,
the high rounded vowels, a separate sound class under LexStat and SCA, are grouped with the
other vowels. This is possible because of the phonetic distances derived from the use of weighted
features. In this instance, the need for a linguist to edit OHG zwene as part of the cognate set still
exists, but the original results are improved, as Albanian, Avestan, Greek, and Ossetian are

automatically included in that set.

There are lots of small adjustments like this one throughout the dataset. Unfortunately,
not all the results are so promising. As before, we can take all of the cognate judgments for all of
the languages and see how the languages are related. The accuracy of these results depends up
the accuracy of the judgments. In this respect, our implementation of ALINE falls short. We can

visualize this again using a heatmap in Figure 13.
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Figure 13: Percentage of shared cognates using ALINE

This version is notably cooler than our previous visualization using the LexStat results. The same
basic trends remain. The Slavic languages are noticeably grouped together, as are the Baltic
languages. The lighter band between Slavic and Baltic is still there, indicating a closer and
stronger relationship between them than between the other languages, as should be expected. On
the whole, however, the total percentages of shared cognates are down dramatically. What was
once a large block of red and yellow, indicating high percentages, is now a lukewarm teal. This
means that either LexStat identified too many cognates or our version of ALINE is seriously
underperforming and not grouping cognates together properly. It is the former that is true, as

becomes clear below.

Before we delve into the shortcomings of our implementation, we can first see how the
rest of it interacts with LingPy, as well as its other results, such as phylogenetic reconstruction.
Because the output for ALINE here is formatted in exactly the same way as the other methods,

all of the other modules of LingPy are at our disposal. We can still do calculate the distances
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between languages, visualize the trees derived from those distances, and even carry out
consensus reconstructions. By default, LingPy derives the distances between languages through
the average of the distance scores for each language in each cognate set. This is very similar to
what Kondrak (2009) describes when calculating the similarities between languages and Downey
(2009) proposes for a normalized ALINE distance. The new scores derived using ALINE can be

seen in Table 16 for the Baltic and Slavic languages.

Table 76: Distances for Balto-Slavic using ALINE

Language | Bel Bul Cz Kash  Lat Lith LS Mac OCS OP Pol Rus  Serb  Slovak Slove Ukr US

Bel 000 070 070 074 091 093 069 072 075 092 063 049 074 073 085 052 0.76
Bul 070 000 064 075 08 087 072 037 053 09 067 068 060 0.65 078 0.67 0.71
Cz 070 064 000 066 08 089 068 063 056 089 053 070 066 033 071 070 0.63
Kash 074 075 066 000 092 091 064 072 065 089 050 075 076 0.61 085 0.68 0.63
Lat 091 086 089 092 000 060 092 08 087 083 089 091 089 090 091 089 091
Lit 093 087 08 091 060 000 094 08 087 074 092 092 088 093 090 094 092

Lower S 069 072 068 064 092 094 000 067 065 091 062 070 076 0.62 084 063 042

Mac 072 037 063 072 086 08 067 000 049 091 063 072 058 0.63 080 065 0.66
OCs 075 053 056 065 087 087 065 049 000 09 060 069 057 056 080 0.63 0.59
OoP 092 09 08 08 08 074 091 091 09 000 091 091 092 090 092 092 093
Pol 063 067 053 050 089 092 062 063 060 091 000 069 069 055 079 0.63 0.63
Rus 049 068 070 075 091 092 070 072 069 091 069 000 071 0.71 079 058 0.75
Serb. 074 060 066 076 089 088 076 058 057 092 069 071 000 0.64 062 069 0.73

Slovak 073 065 033 061 09 093 062 063 056 09 055 071 064 0.00 070 063 0.61
Slove 08 078 071 08 091 090 084 08 08 092 079 079 062 0.70 0.00 080 0.87
Ukr 052 067 070 068 08 094 063 065 063 092 063 058 069 0.63 080 0.00 0.69

Upper Si 076 071 063 063 091 092 042 066 059 093 063 075 073 061 087 0.69 0.00

As with the heatmap, the same basic trends from before still exist. OCS still is relatively close to
most of the Slavic languages and generally closer to Latvian, Lithuanian and Old Prussian than
the other Slavic languages are. Across the board, the scores are all higher, which should be

interpreted as less of a relationship. Again, this is in actuality not the case and is the result of
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errors on the part of ALINE. Nevertheless, from these distances, we can still calculate the tree

structure of the languages, first in the Newick format:

(Greek,((Avestan,(Gothic,'Old_High_German')),(Albanian,(Ossetian,((Slovenian,((('Serbo_Croat
ian',('Old_Church_Slavic',(Bulgarian,Macedonian))),(('Lower_Sorbian','Upper_Sorbian’),((Kash
ubian,Polish),(Czech,Slovak)))),(Ukrainian,(Belarusian,Russian)))),('Old_Prussian’,(Latvian,Lith

uanian)))))));

We can use third-party software to visualize this as a bifurcating tree in Figure 14.

Slovak
{Czech
Polish
{Kashubian
‘Upper_Sorbian'
{'Lower_SDrbian'
Macedonian
{Bulgarian
'Old_Church_Slavic'
'‘Serbo_Croatian'

Belarusian

Ukrainian

Slovenian
{ Lithuanian
Latvian

'Old_Prussian'

Ossetian
Albanian
'Old_High_German'
Roo {Gothic
Avestan
Greek

Figure 14: Reconstructed tree using ALINE

The general structure of the tree is not surprising. There are a few outliers. Ossetian being closer

to Baltic and Slavic than to the older Iranian language Avestan, is perhaps indicative of the
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mutual relationship between Balto-Slavic and Iranian as discussed earlier, but it is still
surprising, especially that it would be so far removed from Avestan. Of course, no real
exploration of Iranian can be carried out here without more data from other languages. That
Slovenian should be the first offshoot from Slavic is also unexpected. There are some positive
groupings, namely that the Kashubian oddity from the preliminary exploration is corrected: there
is a much tighter grouping of the West Slavic languages. East Slavic, the other South Slavic

languages, and Baltic all group together as expected.

The present implementation does not add anything new to the consensus reconstructions
LingPy carries out: it still chooses the most common segment in each alignment position.
However, we can still look at the Minimal Lateral Network for the ALINE cognate judgments.
The reference tree is still relatively accurate, though it is based on percentages of cognates that
are inaccurate. With the dramatic differences in cognate judgments there are undoubtedly
differences in the MLN. Indeed, there are more borrowings predicted in this instance, as a
consequence of so many cognates going undetected: there are more lines between all of the
nodes, representing all of the “borrowings” and interactions between the languages, as is evident

in Figure 15.
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Figure 15: Reconstructed network using ALINE



In our preliminary investigation, we looked at the proposed borrowings from OCS into other

languages; we can do the same again here, as in Table 17.

Table 87: Inferred borrowings from Old Church Slavic using ALINE

Stage Word | Gloss
Latvian fito what
edge.5 vezati tie
Gothic SI this
Avestan tfito what
Avestan veedati | know
Upper_Sorbian |  ¢yti smell
Upper_Sorbian | leto year
Old_Prussian | metati | throw
Old_Prussian | vetro wind
Czech VIVI rope
Czech goraeti burn
Kashubian okroglu | round
Kashubian koto who
Russian astro sharp
Russian kogda | when
edge.8 digo long
edge.8 oStro sharp
edge.8 vlasi hair
Ukrainian tiskati | squeeze
Ukrainian metati | throw
Ukrainian goraeti burn
Lithuanian astro sharp
Lithuanian ognt fire
Lithuanian vaedaeti | know
edge.7 3lito yellow
edge.7 mravijt ant
edge.7 mrznoti | freeze
edge.7 plno full
Slovenian monogo | many
Slovenian vigfti pull
Slovenian refti say
Slovenian supati sleep
Slovenian prisi breast
Slovenian otroffe child
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Just from a raw numbers perspective, originally, there were 27 proposed borrowings from OCS,
and now there are 34. Moreover, none of the words match across both analyses! This illustrates
once again how critical accurate cognate judgments are for the entire workflow. None of these

results can be trusted when the majority of cognates are undetected.

8.2 Evaluation against other methods

How can we be sure that our ALINE implementation is underperforming and that the
other algorithms, like LexStat, are returning too many false positives? As always, we turn to the
experts for help: we can evaluate the results from both methods against the cognate judgments of
actual linguists. This takes the guesswork out of our comparison, as it provides a gold standard
against which we can measure ALINE and other methods. List et al. (2017) provides a number of
test datasets which are accompanied by expert cognate judgments, as well as the results of
analyses using the network-based Infomap algorithm and the computationally-expedient Turchin
method. As our evaluation dataset, we take the Slavic subset of the Indo-European test data. The
ALINE cognate judgments are taken from our analysis. LingPy has evaluation methods already
built into its systems, the main one being B-Cubed scores, as first described by Bagga (1998).
Amigo (2009) showed that they can also be used to compare cluster decisions. Hauer (2011) was
the first to apply them to the task of automatic cognate detection. We can calculate the B-Cubed
scores for the Infomap and Turchin methods that were done in List et al. (2017), as well as for
our ALINE implementation and the results of our LexStat analysis. These can be seen in Table

18.
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Table 98: Comparison of B-Cubed scores for ALINE and three other methods

B-Cubed Scores ALINE LexStat Infomap Turchin
Precision 0.9844 0.9700 0.9775 0.9877
Recall 0.7927 0.9274 0.9455 0.8462
F-Score 0.8782 0.9482 0.9613 0.9115

There are three values returned. Precision represents the number of false positives in the
results, i.e. words that are deemed to be cognates but are actually not. A low number of false
positives yields a high Precision. Our version of ALINE shines in this regard: there are very few
cognate sets that should not be grouped together. This does outperform the results from LexStat
discussed the preliminary results. The other two metrics are where ALINE falls well short of
acceptability. Recall is governed by the number of detected cognate sets: the lower the Recall
score, the higher the number of false negates, i.e. undetected cognates. With a Recall score below
80, ALINE is letting too many cognates go undetected. The F-Score represents the overall
accuracy at recovering cognate sets, taking both Precision and Recall into effect. The low Recall

score brings the general accuracy of our cognate judgments down.

We know that ALINE is going to underperform, but we still do not know why. LingPy’s
evaluation methods allow us to output a comparison between cognate judgments. Two instances
of false negatives in the words for ‘burn’ and ‘bark’ from the test dataset are presented in Table

19.



Table 109: Comparison of cognate sets from ALINE and LexStat
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Language burn CoglID AlinelD LexStatID
Czech horet 1 1
Russian gorieti 3 1
Polish pakiteece 2 2
Language bark CogID AlinelD LexStatlD
Czech ku:ra 1 1
Polish kora 2 1
Russian kora 2 1

These are indicative of common trends throughout the results. Take the words for ‘bark:’ the
only real difference between all three of them is that Czech has a long first vowel. In the Czech
and Russian words for ‘burn,” the main difference is the palatalization of the r and t in Russian.
After examining all of the results, it becomes readily apparent that our implementation of ALINE
is inconsistent with the way it handles long vowels and palatalized consonants. While these are
certainly not the only segments it has trouble with, they are among the primary reasons for
undetected cognates. This is because long vowels and palatalization add to the distance scores,
and, if the scores are above the predetermined threshold, then the words will not correctly cluster

together.

Beyond the issue of adjusting the feature weight values, the high number of undetected
cognates by the ALINE implementation illustrates the need for good and consistent
transcriptions. While the current conception allows for any orthographic system so long as each
symbol is matched to a feature matrix, it is dependent on the transcriptions being consistent
across the languages that are involved. If there are inconsistencies, there will be problems in the

comparison of sequences. For example, many of the Slavic langauges have a five-vowel system.
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While there are certainly differences in the production of these vowels from language to
language, most linguists would probably transcribe them all with the same IPA symbols. In the
wordlists taken from IELex, the transcriptions of these vowels differ between the languages. An
example of this can be seen in the Polish and Russian words for ‘bark’ in Table 19: Polish has an
[0] while Russian has [0]. Here, ALINE still groups them as cognates, but elsewhere this could
cause words to be grouped separately because of an increase in phonetic distance. Another
example is in Polish padizee, where the palatal [£] if often transcribed simply as [I']. This
inconsistency in handling palatalized segments could be one of the main reasons why ALINE has
so much trouble with them. Another example is the sporadicly interchangeable use of alveo-
palatal [[] and retroflex [s]. These differences in transcription equal differences in the feature
matrices, which lead to distances scores that prohibit cognate groupings. Sound classes are less
affected by this because they do not rely on the details of the transcriptions: all symbols are
converted into a smaller set of sound classes. Compare this to the phonetic features, where each
symbols has its own unique feature matrix. This goes a long way to explaining the large number

of false negatives from ALINE.

Beyond the transcriptions themselves, there are issues in the selection of words in the
lists. At times, the words that are most frequent in a language are chosen without regard to their
cognacy status: for example, the Polish padizee is probably the more common form of a word
meaning ‘burn’ (although it is a reflexive form with a more basic meaning of ‘to light on fire’;
this same form can be found in other Slavic languages), there is a word, gorze¢, that means ‘to
burn’ and is cognate with the Czech and Russian words in Table 19. When wordlists are
compiled, it needs to be clear whether they are based on frequency or cognacy. This is more

important for the well-documented languages like Indo-European, where cognacy has already
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been explored at great length. Ideally, we should be able to include all the possibly relevant
forms in these lists; this would go hand-in-hand with improved semantic capabilities. With more
consistent transcriptions and a refined choice of words, | would expect the results of this version
of ALINE to improve dramatically. Fixing these wordlists is beyond the scope of the present
thesis, but these issues do illustrate the ever-present need for accurate and vetted data in all

studies.

8.3 Areas of improvement

It is obvious that this version of ALINE needs a lot of work. There are promising signs:
the number of false positives is very low. Moreover, certain cognates are correctly grouped
together with ALINE but not with other methods. The integration of phonetic features was
chosen precisely to deal with the shortcomings of sound classes, but they have their own
problems, too. How they are conceived in my code leads to inconsistencies with the results:
sometimes words with long vowels are properly grouped with their cognates and other times they
are not. The ways in which certain segments are weighted needs to be adjusted so that these
small segments do not lead to inaccurate judgments. It might prove useful to move to language-
specific scoring schemes, as are found in LexStat and Infomap, where the scoring schemes are
derived as the analysis is carried out. As it stands, all languages are scored the same way, i.e.
features always have the same values, independent of specific correspondences between
language pairs. Moreover, the other methods are able to identify more cognates simply because
they can analyze more words at once: each language can have multiple entries for each concept.
Thus there might be two OCS words for the same thing: one is cognate with Russian and the

other is cognate with Bulgarian. Those two words add to OCS’ relationships with the other
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languages, but the present system cannot capture both at the same time. This is not the main

reason for the decreased number of cognates, but it does play a role.

Solving these kinds of issues are imperative, as I still believe ALINE has much to offer,
especially when it comes to automatic reconstruction. Even if the issues for cognate detection are
not solved, using features to carry out reconstructions could prove useful. Sound classes, as they
have proven to yield more accurate results at this point in time, could be used to do most of the
analysis concerning cognacy. Afterwards, the segments in the aligned cognate sets can be
converted into phonetic feature matrices. From there, we could model the sound changes
between cognates through an interpolation of the feature matrices, extrapolating back to a feature
matrix that is likely to lead to all attested forms. This would be like finding the midpoint in the
distance scores between words and converting that back into feature matrices and then again into
actual segments. This would be a dramatic improvement over the limited consensus
reconstructions, as it would actually model sound change as it is viewed by linguists. Frequency
of segments does play a role, but it is not the absolute rule to reconstruct the most common

segments in a correspondence set.

Even without the current shortcomings of undetected cognates, it must still be noted that
the present analysis is not even a full implementation of ALINE. The capabilities of LingPy are
too limited to carry out a semantic analysis on the level of Kondrak’s (2009) original conception.
The integration of a semantics module is something to explore in the future, as it could solve the

problem of only comparing forms which have exactlythe same concept entries in the wordlists.
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8.4 Balto-Slavic

Despite all of these problems with our ALINE implementation, one thing is still clear:
Baltic and Slavic are closely related. Even with all of the undetected cognates, their relationship
is still visible in the heatmap and reconstructed phylogeny, albeit to a diminished degree. The
evidence reviewed in Chapter 2 is backed up by our results here and in Chapter 6. This is not
only the result of geographic proximity. That certainly played a role in the course of their
development, as they had nearly exclusive access to one another for centuries. The root of their
connection must go back to a common stage. If it were just based on borrowings and the like,
then surely we would see similar interactions with the other languages around them. Even with
the flaws we have covered, both in our preliminary results and here, this is clearly not the case.
While Baltic and Slavic do not share as many cognates between themselves as they do internally,
their percentage of shared cognates is much higher with each other than with any of the other
Indo-European languages that were included to contextualize their relationship. The
computations that have been conducted here go beyond surface-level observations. All of this
points to a stage of common development: Proto-Balto-Slavic. Not all of the similarities shared
by Baltic and Slavic are uniform across the dialects. Of course, it must be kept in mind that there
are no perfectly uniform speech communities. Any variations that are found are likely the result
of variations in the Balto-Slavic speech communities, just as there are variations within every
observed language. These variations do not undermine the Balto-Slavic theory, but instead make
it seem like a natural language instead of some uniformly reconstructed entity. As an avenue for
further exploration, it would be interesting to see how Balto-Slavic compares to Indo-Iranian, an
accepted Indo-European subgroup, and Italo-Celtic, which is generally not deemed to be a

singular subgroup but, instead, two different subgroups that share a number of parallel
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developments. As of right now, the distance scores calculated from the cognate judgments are
always relative to the languages involved. There is no accepted method for comparison of
distances scores across studies. This makes such a comparison hard to do at the moment, and the
creation of such a method is beyond the scope of this thesis. However, this warrants further
investigations: the distance metrics used can still be difficult to interpret outside of the limited
context provided by the involved languages. We cannot really say what a difference of 0.15 in
distance scores between languages means other than that they are different. Finding statistical
significance in these scores will go a long way in imporving interpretability and help to make the
comparison of subgroups a reality. Of course, the relationships between languages vary wildly,
and it is unlikely that we will ever find a quantifiable definition for what a subgroup is, e.g. a
certain percentage of shared cognates that may be reliably be taken to indicate subgroup status.
Nevertheless, it could prove interesting to examine Balto-Slavic in an even wider Indo-European

context. For now, however, we can remain confident in the Balto-Slavic hypothesis.
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CHAPTER 9

CONCLUSIONS

The data has been thoroughly examined twice now. Though the results of our final
analysis were not ideal, they did nothing to undermine the Balto-Slavic hypothesis or the value
of computational methods. From the outset, computational approaches to historical linguistics
have been viewed as a useful tool, a new way to explore data. It can never take the place of a
linguist. It should only ever supplement the work of experts. LingPy and the other methods
discussed are useful for exploratory purposes, able to analyze large swathes of data in a fraction
of the time it takes to do by hand. While there are shortcomings in the present version of LingPy,
its offerings of various methods have proven to be among the best. Alongside this investigation
of LingPy, | created a version of the ALINE algorithm in Python that can interact with the
different modules and methods that come preloaded with LingPy. The integration of phonetic
features lead to more better cognate judgments in some instances, but on the whole, because of
the weighting of features like vowel length and palatalization, many cognates went undetected.
The Precision of the current implementation is promising, but there is much work to be done to

make it as accurate as the LexStat and Infomap, let alone expert judgments.

Continued improvements in these automatic approaches are a necessity: more and more
data are becoming available, allowing for the investigation of previously unanalyzed languages
and language groups. Testing these methods on well-documented families like Indo-European

will allow us to prepare them for use on less-documented languages. The ideal goal is to help
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survey these groups: computational approaches can break the ground for thousands of languages
in an exploratory analysis that can more easily be vetted and improved by linguists who know

and understand the languages.

While this thesis explored the viability of computational methods for historical
linguistics, it did so through the lens of the Balto-Slavic hypothesis. While it has been a topic of
debate over the course of Indo-European linguistics, all evidence from the quantitative
explorations conducted here point to their close relationship. As a result of these investigations
and the evidence gathered by linguists in the past, it is a relatively safe conclusion that Baltic and
Slavic shared a Proto-Balto-Slavic stage of development. Computational methods simply

allowed us to view this data in a new way.
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CONCEPT | WORD Language

all usie Belarusian

all fsitfki Bulgarian

all {fixnr Czech

all kozdi Kashubian

all Visi Latvian

all viskas Lithuanian

all Visi Lithuanian

all wse LowerSorbian
all site Macedonian
all ViSi OldChurchSlavic
all wissay OldPrussian
all fgastso Polish

all vsie Russian

all svi SerboCroatian
all flettsi Slovak

all MmSi Slovenian

all vsi Ukrainian

all Wt UpperSorbian
and i Belarusian
and i Bulgarian

and a Czech

and é Kashubian
and un Latvian

and ir Lithuanian
and a LowerSorbian
and i Macedonian
and i OldChurchSlavic
and bhe OldPrussian
and i Polish

and i Russian

and i SerboCroatian

and a Slovak

and in Slovenian
and i Ukrainian

and a UpperSorbian
animal Ziviota Belarusian
animal 3ivotnu Bulgarian
animal zvire Czech

animal ZWiérz Kashubian
animal dzivnieks Latvian
animal ZVErs Latvian
animal kustonis Latvian
animal gyvulys Lithuanian
animal Zvéris Lithuanian
animal ZWIre LowerSorbian
animal 3ivotno Macedonian
animal 3ivots OldChurchSlavic
animal Zveeri OldChurchSlavic
animal Swirins OldPrussian
animal alne OldPrussian
animal ZVjeZg Polish

animal Zivotnoje Russian
animal 3ivdtina SerboCroatian
animal zviera Slovak

animal 3iva:w Slovenian
animal tvarma Ukrainian
animal ZWIRID UpperSorbian
ant muragka Belarusian

ant mravka Bulgarian

ant mravenets Czech

ant mroja LowerSorbian
ant mravka Macedonian
ant mraviji OldChurchSlavic
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ant mruvka Polish

ant muraviej Russian

ant mra:v SerboCroatian
ant mravets Slovak

ant mra:vlja Slovenian

ant muraxa Ukrainian

ant mroja UpperSorbian
ashes popiot Kashubian
ashes popiet Belarusian
ashes pepst Bulgarian
ashes popel Czech

ashes pelni Latvian

ashes pelenai Lithuanian
ashes popéew LowerSorbian
ashes pepel Macedonian
ashes popels OldChurchSlavic
ashes pepels OldChurchSlavic
ashes pelanne OldPrussian
ashes popjuw Polish

ashes zota Russian

ashes pépeo SerboCroatian
ashes popol Slovak

ashes pepé:w Slovenian
ashes popit Ukrainian
ashes popéew UpperSorbian
at na Belarusian

at u Belarusian

at na Bulgarian

at vyf Bulgarian

at ve Czech

at na Czech

at przé Kashubian

at pie Latvian

at uz Latvian

at i Lithuanian

at pas Lithuanian

at prie Lithuanian

at we LowerSorbian
at na LowerSorbian
at Vo Macedonian
at na Macedonian
at VO OldChurchSlavic
at na OldChurchSlavic
at prei OldPrussian
at na Polish

at ve Polish

at na Russian

at v Russian

at na SerboCroatian
at u SerboCroatian
at na Slovak

at Vo Slovak

at Y Slovenian

at na Slovenian

at na Ukrainian

at v Ukrainian

at na UpperSorbian
at we UpperSorbian
back spiina Belarusian
back gryb Bulgarian
back za:da Czech

back plecé Kashubian
back mugura Latvian

back nugara Lithuanian
back keebjat LowerSorbian




back gorb Macedonian
back Xribitd OldChurchSlavic
back rikisnan OldPrussian
back pletsa Polish

back spiina Russian

back I€:dza SerboCroatian
back Xrba:t Slovak

back X3rbot Slovenian
back spina Ukrainian
back kribeet UpperSorbian
bad drenni Belarusian
bad bof Bulgarian

bad Jpatni: Czech

bad zh Kashubian
bad slikts Latvian

bad nelabs Latvian

bad blogas Lithuanian
bad negeras Lithuanian
bad spatng LowerSorbian
bad lof Macedonian
bad zol5 OldChurchSlavic
bad wargan OldPrussian
bad ZW9 Polish

bad ptoxoj Russian

bad 15 SerboCroatian
bad zli: Slovak

bad slab Slovenian

bad pohanij Ukrainian

bad Jpatng UpperSorbian
bark kara Belarusian
bark kura Bulgarian
bark ku:ra Czech

bark kora Kashubian
bark miza Latvian

bark Zieve Lithuanian
bark skora LowerSorbian
bark kora Macedonian
bark kora OldChurchSlavic
bark saxtis OldPrussian
bark kora Polish

bark kora Russian

bark kira SerboCroatian
bark kuora Slovak

bark sko:rja Slovenian
bark kora Ukrainian
bark skora UpperSorbian
because bo Belarusian
because zoftotu Bulgarian
because protoze Czech
because bo Kashubian
because tadélka Latvian
because tapécka Latvian
because kadangi Lithuanian
because todél Lithuanian
because dokuliag LowerSorbian
because bidejci Macedonian
because zatoafto Macedonian
because poneze OldChurchSlavic
because zZanese OldChurchSlavic
because beggi OldPrussian
because bo Polish
because potomugto Russian
because zato:[to SerboCroatian
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because jer SerboCroatian
because lebo Slovak
because pretoze Slovak
because ker Slovenian
because tomusgtso Ukrainian
because dokelf UpperSorbian
belly Zivot Belarusian
belly kurem Bulgarian
belly brixo Czech

belly brzéch Kashubian
belly véders Latvian

belly pilvas Lithuanian
belly briux LowerSorbian
belly mev Macedonian
belly frevo OldChurchSlavic
belly weders OldPrussian
belly bzux Polish

belly Zivot Russian

belly tf:bux SerboCroatian
belly bruxo Slovak

belly tré:bux Slovenian
belly Zivit Ukrainian
belly brux UpperSorbian
big vialiikii Belarusian

big guliam Bulgarian

big velki: Czech

big widldzi Kashubian

big liels Latvian

big didelis Lithuanian
big weeliiki LowerSorbian
big golem Macedonian
big veliks OldChurchSlavic

big debikan OldPrussian
big duzg Polish

big boligoj Russian

big vélik SerboCroatian
big velki: Slovak

big vé:lik Slovenian
big vehkij Ukrainian

big wulki UpperSorbian
bird ptugka Belarusian
bird ptitsa Bulgarian

bird ptack Czech

bird ptoch Kashubian
bird putns Latvian

bird paukstis Lithuanian
bird ptask LowerSorbian
bird ptitsa Macedonian
bird patitsia OldChurchSlavic
bird pippalins OldPrussian
bird ptak Polish

bird ptiitsa Russian

bird ptitsa SerboCroatian
bird ftark Slovak

bird pti:tsa Slovenian
bird ptax Ukrainian
bird ptatfk UpperSorbian
bite grézc Kashubian
bite kasti Lithuanian
bite kusatsi Belarusian
bite xapio Bulgarian

bite kousat Czech

bite koz Latvian

bite kusae LowerSorbian
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bite kasa Macedonian
bite gruwsti OldChurchSlavic
bite xapati OldChurchSlavic
bite grozte Polish

bite kusati Russian

bite grizti SerboCroatian
bite firi:zc Slovak

bite gri:zti Slovenian

bite kusatr Ukrainian

bite kusatf UpperSorbian
black tsorni Belarusian
black tferan Bulgarian
black tferni: Czech

black czorny Kashubian
black melns Latvian

black juodas Lithuanian
black tsarng LowerSorbian
black tsarn Macedonian
black f1ins OldChurchSlavic
black kirsnan OldPrussian
black tsarng Polish

black tfornij Russian

black tstn SerboCroatian
black tfierni Slovak

black tf3:rn Slovenian
black tsornij Ukrainian
black tforng UpperSorbian
blood krow Belarusian
blood kryv Bulgarian
blood kref Czech

blood krew Kashubian
blood asins Latvian

blood kraujas Lithuanian
blood ksej LowerSorbian
blood korv Macedonian
blood Krovi OldChurchSlavic
blood krawia OldPrussian
blood kref Polish

blood krovi Russian

blood kf:v SerboCroatian
blood krw Slovak

blood kri: Slovenian
blood krov Ukrainian
blood kre UpperSorbian
blow dic Kashubian
blow pusti Lithuanian
blow dzimuts’ Belarusian
blow duxom Bulgarian
blow foukat Czech

blow pus Latvian

blow due LowerSorbian
blow duva Macedonian
blow dati OldChurchSlavic
blow dmuxate Polish

blow duti Russian

blow pu:xati SerboCroatian
blow du:xati SerboCroatian
blow fu:kac Slovak

blow pi:xati Slovenian
blow dutr Ukrainian
blow dutf UpperSorbian
bone kosits Belarusian
bone kost Bulgarian
bone kost Czech
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bone gnét Kashubian
bone kauls Latvian

bone kaulas Lithuanian
bone koste LowerSorbian
bone koska Macedonian
bone kostt OldChurchSlavic
bone kaulan OldPrussian
bone koete Polish

bone kosti Russian

bone k5:st SerboCroatian
bone kosc Slovak

bone ko:st Slovenian
bone kistka Ukrainian
bone kostf UpperSorbian
breast yrudzii Belarusian
breast gryd Bulgarian
breast firuy Czech

breast piers Kashubian
breast kruts Latvian

breast pups Latvian

breast kritis Lithuanian
breast gruz LowerSorbian
breast gradi Macedonian
breast prisi OldChurchSlavic
breast kraclan OldPrussian
breast pjere Polish

breast grudi Russian

breast gra:di SerboCroatian
breast prsa SerboCroatian
breast prsia Slovak

breast firuy Slovak

breast p3:rsi Slovenian

breast firudr Ukrainian
breast rud3 UpperSorbian
breathe oddichac Kashubian
breathe kvépuoti Lithuanian
breathe dixatsi Belarusian
breathe difom Bulgarian
breathe di:xat Czech

breathe dvasd Latvian
breathe elpd Latvian
breathe alsuoti Lithuanian
breathe doxae LowerSorbian
breathe dife Macedonian
breathe dwxati OldChurchSlavic
breathe oddoxate Polish

breathe digati Russian
breathe di:sati SerboCroatian
breathe di:xac Slovak
breathe di:xati Slovenian
breathe dixatr Ukrainian
breathe doxatf UpperSorbian
burn poléc Kashubian
burn degti Lithuanian
burn yaretsi Belarusian
burn gurky Bulgarian
burn planout Czech

burn fioret Czech

burn deg Latvian

burn paliiese LowerSorbian
burn gori Macedonian
burn goreeti OldChurchSlavic
burn palitece Polish

burn goriet Russian

burn gdrjeti SerboCroatian




burn pa:licsa Slovak

burn foriec Slovak

burn goré:ti Slovenian
burn patitisia Ukrainian
burn foritr Ukrainian
burn palitfso UpperSorbian
child dziitsia Belarusian
child dste Bulgarian
child Jirce Czech

child dzeckod Kashubian
child bérns Latvian

child vaikas Lithuanian
child kadikis Lithuanian
child zigi LowerSorbian
child golie LowerSorbian
child dete Macedonian
child tfedo OldChurchSlavic
child deeti OldChurchSlavic
child otrotf€ OldChurchSlavic
child malnijks OldPrussian
child dzetsko Polish

child riibionok Russian

child djé:te SerboCroatian
child Jieca Slovak

child otrok Slovenian
child drtma Ukrainian
child dzitfo UpperSorbian
cloud vobtaka Belarusian
cloud obtok Bulgarian
cloud oblak Czech

cloud blona Kashubian
cloud padebesis Latvian

cloud makonis Latvian

cloud debesis Lithuanian
cloud mrokawa LowerSorbian
cloud oblak Macedonian
cloud oblakd OldChurchSlavic
cloud wupyan OldPrussian
cloud xmura Polish

cloud obtako Russian

cloud Sbla:k SerboCroatian
cloud oblak Slovak

cloud obla:k Slovenian
cloud xmara Ukrainian
cloud mRrotfel UpperSorbian
cold xalodni Belarusian
cold studen Bulgarian
cold studeni: Czech

cold zémny Kashubian
cold atksts Latvian

cold salts Latvian

cold Saltas Lithuanian
cold zomng LowerSorbian
cold studen Macedonian
cold studend OldChurchSlavic
cold salta OldPrussian
cold zimn9 Polish

cold xotodnij Russian

cold hla:dan SerboCroatian
cold stugeni: Slovak

cold hla:den Slovenian
cold xotodnij Ukrainian
cold Zomna UpperSorbian
come przéchddac Kashubian
come ateiti Lithuanian
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come prixodziitsi Belarusian
come prijstsii Belarusian
come dojda Bulgarian
come priji:t Czech

come nak Latvian

come braukt Latvian

come atvykti Lithuanian
come peixadae LowerSorbian
come peie LowerSorbian
come dojde Macedonian
come doaja Macedonian
come grésti OldChurchSlavic
come priti OldChurchSlavic
come prixoditi OldChurchSlavic
come pereit OldPrussian
come psoxodzite Polish

come psojete Polish

come pijtii Russian

come priixodiit Russian

come ddlaziti SerboCroatian
come dd:tei SerboCroatian
come prixa:dzac Slovak

come pri:sc Slovak

come pri:ti Slovenian
come prixa:jati Slovenian
come prijtt Ukrainian
come prixoditr Ukrainian
come pfint/ UpperSorbian
come pfikhadzetf UpperSorbian
count rechowac Kashubian
count skai¢iuoti Lithuanian
count liitgits] Belarusian

count brujy Bulgarian
count potfi:tat Czech

count skaita Latvian

count skaityti Lithuanian
count raxnowag LowerSorbian
count liitsge LowerSorbian
count broi Macedonian
count tfisti OldChurchSlavic
count litgate Polish

count stfitati Russian

count brsjati SerboCroatian
count potfi:tac Slovak

count Jé:ti Slovenian
count liitsttr Ukrainian
count raxuvatr Ukrainian
count litfitf UpperSorbian
cut rznac Kashubian

cut pjauti Lithuanian
cut rezats’ Belarusian

cut re3o Bulgarian

cut rezat Czech

cut griéz Latvian

cut riekti Lithuanian
cut riizag LowerSorbian
cut reze Macedonian
cut setfe Macedonian
cut reezati OldChurchSlavic
cut teonte Polish

cut rigzati Russian

cut rézati SerboCroatian
cut sjétei SerboCroatian
cut rezac Slovak
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cut ré.zati Slovenian

cut rizatr Ukrainian

cut Rrizatf UpperSorbian
day dziens Belarusian
day den Bulgarian

day den Czech

day dzén Kashubian
day diena Latvian

day diena Lithuanian
day zen LowerSorbian
day den Macedonian
day dini OldChurchSlavic
day deinan OldPrussian
day dzen Polish

day dien Russian

day dann SerboCroatian
day Jjen Slovak

day da:n Slovenian

day deni Ukrainian

day dzen UpperSorbian
die umierac Kashubian

die mirti Lithuanian
die pamiiratsi Belarusian

die umiram Bulgarian

die umi:rat Czech

die mirst Latvian

die dveésti Lithuanian
die mriie LowerSorbian
die umiram Macedonian
die umraeti OldChurchSlavic
die aulaut OldPrussian
die umjerate Polish

die umiirati Russian

die umirati SerboCroatian
die umierac Slovak

die mre:ti Slovenian
die umiratr Ukrainian

die meitf UpperSorbian
dig kopac Kashubian
dig kasti Lithuanian
dig kapatsi Belarusian
dig kupajo Bulgarian

dig kopat Czech

dig rok Latvian

dig roe LowerSorbian
dig kopa Macedonian
dig kopati OldChurchSlavic
dig rawas OldPrussian
dig kopate Polish

dig kopati Russian

dig ritl Russian

dig kapati SerboCroatian
dig kopac Slovak

dig kopa:ti Slovenian

dig kopatr Ukrainian

dig rotf UpperSorbian
dirty brudni Belarusian
dirty mryson Bulgarian
dirty Jpmavi: Czech

dirty brédny Kashubian
dirty netirs Latvian

dirty neSvarus Lithuanian
dirty neriigng LowerSorbian
dirty netfist Macedonian
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dirty neffistl OldChurchSlavic
dirty brudng Polish

dirty griaznij Russian

dirty pikav SerboCroatian
dirty Jpinavi: Slovak

dirty uma:zan Slovenian
dirty brudnij Ukrainian
dirty mazang UpperSorbian
dog sabaka Belarusian
dog kutfo Bulgarian

dog pes Czech

dog pies Kashubian
dog suns Latvian

dog Suo Lithuanian
dog Sunis Lithuanian
dog Suva Lithuanian
dog pjas LowerSorbian
dog kutfe Macedonian
dog piso OldChurchSlavic
dog sunis OldPrussian
dog pjes Polish

dog sabaka Russian

dog pas SerboCroatian
dog pes Slovak

dog pos Slovenian

dog sobaka Ukrainian

dog pes Ukrainian

dog psak UpperSorbian
drink pic Kashubian
drink gerti Lithuanian
drink piitsi Belarusian
drink pijeo Bulgarian
drink pi:t Czech

drink dzer Latvian

drink pie LowerSorbian
drink pie Macedonian
drink piti OldChurchSlavic
drink pout OldPrussian
drink pite Polish

drink piit Russian

drink piti SerboCroatian
drink pic Slovak

drink pi:ti Slovenian
drink pitt Ukrainian
drink pit[ UpperSorbian
dry suxii Belarusian
dry Sux Bulgarian

dry Suxi: Czech

dry séchi Kashubian
dry Sauss Latvian

dry sausas Lithuanian
dry Suxg LowerSorbian
dry suv Macedonian
dry SUX3 OldChurchSlavic
dry sausa OldPrussian
dry Suxg Polish

dry SUxoj Russian

dry sti:x SerboCroatian
dry suxi: Slovak

dry st:x Slovenian

dry suxyj Ukrainian

dry Suxi UpperSorbian
dull tupi Belarusian
dull typ Bulgarian
dull tupi: Czech




dull neass Latvian

dull truls Latvian

dull bukas Lithuanian
dull neastrus Lithuanian
dull atipes Lithuanian
dull tups LowerSorbian
dull tap Macedonian
dull t3po OldChurchSlavic
dull tempo Polish

dull tupoj Russian

dull ti:p SerboCroatian
dull tupi: Slovak

dull top Slovenian
dull tupij Ukrainian

dull tups UpperSorbian
dull tapi Kashubian
dust pit Belarusian
dust prax Bulgarian
dust prax Czech

dust pich Kashubian
dust pisli Latvian

dust putekll Latvian

dust dulkeés Lithuanian
dust prox LowerSorbian
dust prav Macedonian
dust praxs OldChurchSlavic
dust kus Polish

dust paw Polish

dust pili Russian

dust prafina SerboCroatian
dust prax Slovak

dust pra:x Slovenian
dust porox Ukrainian

dust pROX UpperSorbian
ear vuxa Belarusian

ear uxo Bulgarian

ear uxo Czech

ear ucho Kashubian

ear auss Latvian

ear ausis Lithuanian
ear huxo LowerSorbian
ear uvo Macedonian
ear uxo OldChurchSlavic
ear ausins OldPrussian
ear uxo Polish

ear uxo Russian

ear axo SerboCroatian
ear uxo Slovak

ear Uxo: Slovenian

ear [IvG) Ukrainian

ear WUX0 UpperSorbian
earth Zamlia Belarusian
earth zomia Bulgarian
earth zemne Czech

earth zemia Kashubian
earth zeme Latvian

earth Zemé Lithuanian
earth zemja LowerSorbian
earth zemja Macedonian
earth zemAa OldChurchSlavic
earth zemja OldChurchSlavic
earth semme OldPrussian
earth zemja Polish

earth zZemlia Russian
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earth zémAa SerboCroatian
earth zem Slovak

earth zé:mlja Slovenian
earth zemlia Ukrainian
earth zemja UpperSorbian
eat jesc Kashubian

eat valgyti Lithuanian

eat jesitsii Belarusian

eat jam Bulgarian

eat jimst Czech

eat éd Latvian

eat jiste LowerSorbian
eat jade Macedonian
eat jasti OldChurchSlavic
eat st OldPrussian
eat wolgeit OldPrussian
eat jeete Polish

eat jesiti Russian

eat jesti SerboCroatian
eat jesc Slovak

eat jé:sti Slovenian

eat jistr Ukrainian

eat jistf UpperSorbian
eqg jajka Belarusian
eqgg jojtse Bulgarian

eqg vejtse Czech

eqg jajco Kashubian
eqg oOla Latvian

egg kiausinis Lithuanian
eqg jajo LowerSorbian
eqg jajtse Macedonian
eqg ajitsie OldChurchSlavic

eqg paute OldPrussian
egyg jajko Polish

egyg jajtso Russian

eqg jaije SerboCroatian
eqg vajtse Slovak

eqg jaijtse Slovenian

eqg jajtse Ukrainian

eqg jeo UpperSorbian
eye voka Belarusian
eye uko Bulgarian

eye oko Czech

eye 0ko Kashubian
eye acs Latvian

eye akis Lithuanian
eye hoko LowerSorbian
eye oko Macedonian
eye oko OldChurchSlavic
eye ackis OldPrussian
eye oko Polish

eye glaz Russian

eye Sko SerboCroatian
eye oko Slovak

eye oko: Slovenian

eye oko Ukrainian

eye woko UpperSorbian
fall podac Kashubian
fall kristi Lithuanian
fall padats Belarusian
fall padem Bulgarian

fall padat Czech

fall krit Latvian

fall pulti Lithuanian
fall padae LowerSorbian
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fall paja Macedonian
fall padati OldChurchSlavic
fall krat OldPrussian
fall spadate Polish

fall padat’ Russian

fall padati SerboCroatian
fall padac Slovak

fall pa:sti Slovenian

fall padatr Ukrainian

fall padatf UpperSorbian
far dalioka Belarusian

far doletfs Bulgarian

far daleko Czech

far daleczi Kashubian

far talu Latvian

far tolimas Lithuanian

far dalioko LowerSorbian
far daleku Macedonian
far daletfe OldChurchSlavic
far daleko Polish

far dalieko Russian

far daléko SerboCroatian
far jaleko Slovak

far da:letf Slovenian

far dateko Ukrainian

far daloko UpperSorbian
fat thusts Belarusian

fat moaznina Bulgarian

fat tuk Czech

fat thést Kashubian

fat tauki Latvian

fat taukai Lithuanian

fat tutsne LowerSorbian
fat mast Macedonian
fat tuko OldChurchSlavic
fat takis OldPrussian
fat instran OldPrussian
fat mynsis OldPrussian
fat twusts Polish

fat Zir Russian

fat ma:st SerboCroatian
fat tuk Slovak

fat ma:st Slovenian

fat Zir Ukrainian

fat tuk UpperSorbian
father batska Belarusian
father bafta Bulgarian
father otets Czech

father ojc Kashubian
father tevs Latvian

father tévas Lithuanian
father nan LowerSorbian
father tatko Macedonian
father otitsit OldChurchSlavic
father tawas OldPrussian
father ojteets Polish

father otiets Russian

father Stats SerboCroatian
father acets Slovak

father dtfe Slovenian
father batko Ukrainian
father nan UpperSorbian
fear bojecsa Kashubian
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fear bijoti Lithuanian
fear bajatstsa Belarusian
fear stroxuvomse | Bulgarian

fear bujyse Bulgarian

fear plafose Bulgarian

fear ba:tse Czech

fear baidas Latvian

fear bistas Latvian

fear bejaese LowerSorbian
fear plafise Macedonian
fear bojatisé OldChurchSlavic
fear bia OldPrussian
fear bijatwei OldPrussian
fear bateee Polish

fear bojatisia Russian

fear bdjatise SerboCroatian
fear plafitise SerboCroatian
fear ba:csa Slovak

fear ba:tise Slovenian
fear bojatisia Ukrainian
fear bojetfso UpperSorbian
feather piard Belarusian
feather poro Bulgarian
feather pe:ro Czech

feather piéro Kashubian
feather spaiva Latvian
feather plunksna Lithuanian
feather péero LowerSorbian
feather pero Macedonian
feather pero OldChurchSlavic
feather plaugza OldPrussian

feather pjuro Polish

feather plero Russian
feather péro SerboCroatian
feather pero Slovak
feather perod: Slovenian
feather pero Ukrainian
feather pEéerd UpperSorbian
few mata Belarusian
few matku Bulgarian

few ma:lo Czech

few mato Kashubian
few druksu Latvian

few mazi Latvian

few nedaug Lithuanian
few mawo LowerSorbian
few malku Macedonian
few malo OldChurchSlavic
few mazaiz OldPrussian
few mawo Polish

few mato Russian

few malo SerboCroatian
few ma:lo Slovak

few ma:lo Slovenian
few mato Ukrainian
few mawo UpperSorbian
fight bidtkowac Kashubian
fight kovoti Lithuanian
fight bitstsa Belarusian
fight zmayatsta Belarusian
fight boriose Bulgarian
fight zapasit Czech

fight bi:tse Czech

fight bojovat Czech

fight cinas Latvian
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fight kadjas Latvian

fight sisties Latvian

fight wojowae LowerSorbian
fight biese LowerSorbian
fight borise Macedonian
fight bratis& OldChurchSlavic
fight alint OldPrussian
fight valtsate Polish

fight biteee Polish

fight dratisia Russian

fight boratisia Russian

fight baritise SerboCroatian
fight bojovac Slovak

fight bicsa Slovak

fight bojeva:tise Slovenian
fight borotisia Ukrainian
fight wojoatf UpperSorbian
fight bitfso UpperSorbian
fingernail noyatsi Belarusian
fingernail nokat Bulgarian
fingernail nefiet Czech
fingernail paznokc Kashubian
fingernail nags Latvian
fingernail nagas Lithuanian
fingernail noke LowerSorbian
fingernail nokot Macedonian
fingernail nogoti OldChurchSlavic
fingernail nagutis OldPrussian
fingernail paznokiete Polish
fingernail nogoti Russian
fingernail nskat SerboCroatian

fingernail next Slovak
fingernail no:xt Slovenian
fingernail niifioti Ukrainian
fingernail noxtf’ UpperSorbian
fire ayon Belarusian
fire agon Bulgarian

fire ofien Czech

fire odzin Kashubian
fire uguns Latvian

fire ugnis Lithuanian
fire hogen LowerSorbian
fire ogan Macedonian
fire ogni OldChurchSlavic
fire panno OldPrussian
fire agien Polish

fire ogoni Russian

fire vatra SerboCroatian
fire ofien Slovak

fire J.gen Slovenian

fire vofioni Ukrainian

fire wojen UpperSorbian
fish riba Belarusian
fish ribo Bulgarian

fish riba Czech

fish réba Kashubian
fish zivs Latvian

fish Zuvis Lithuanian
fish rsba LowerSorbian
fish riba Macedonian
fish rwba OldChurchSlavic
fish suckans OldPrussian
fish reba Polish
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fish riba Russian

fish riba SerboCroatian
fish riba Slovak

fish r:ba Slovenian

fish riba Ukrainian

fish roba UpperSorbian
five piatsi Belarusian
five pet Bulgarian

five pjet Czech

five pidc Kashubian
five pieci Latvian

five penki Lithuanian
five pie LowerSorbian
five pet Macedonian
five pétt OldChurchSlavic
five piects OldPrussian
five pjente Polish

five piati Russian

five pé:t SerboCroatian
five pa&ec Slovak

five pé:t Slovenian
five pjat Ukrainian

five péetf UpperSorbian
float ptéwac Kashubian
float plaukti Lithuanian
float plavatsi Belarusian
float ptavom Bulgarian
float plout Czech

float pludé Latvian

float plitwag LowerSorbian
float plovi Macedonian
float plavati OldChurchSlavic

float pluti OldChurchSlavic
float pwavate Polish

float plavati Russian

float plutati SerboCroatian
float pla:vac Slovak

float pla:vati Slovenian
float ptavati Ukrainian
float pruwat/ UpperSorbian
flow pténac Kashubian
flow tekéti Lithuanian
flow tsiatgi Belarusian
flow toky Bulgarian
flow te:tst Czech

flow plast Latvian

flow tek Latvian

flow bizae LowerSorbian
flow tetfe Macedonian
flow tefti OldChurchSlavic
flow tektwet OldPrussian
flow pwsnonte Polish

flow tiet[ Russian

flow tétei SerboCroatian
flow cietsc Slovak

flow te:tfi Slovenian
flow tektr Ukrainian
flow bezetf UpperSorbian
flower kvietka Belarusian
flower tsvets Bulgarian
flower kvjet Czech

flower kwiat Kashubian
flower ziéds Latvian
flower puke Latvian
flower gele Lithuanian
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flower Ziedas Lithuanian
flower kwitk LowerSorbian
flower tsvece Macedonian
flower tsiveets OldChurchSlavic
flower kfjat Polish

flower tsviet Russian
flower tsvjé:t SerboCroatian
flower kvet Slovak

flower tsve:t Slovenian
flower kvitka Ukrainian
flower kwitka UpperSorbian
fly I6tac Kashubian

fly skristi Lithuanian

fly liatsietsi Belarusian

fly Iatiy Bulgarian

fly lecet Czech

fly lidot Latvian

fly laizas Latvian

fly skrien Latvian

fly lekti Lithuanian

fly lecec LowerSorbian
fly leta Macedonian
fly leteeti OldChurchSlavic
fly skrettwei OldPrussian
fly leteete Polish

fly ligtigti Russian

fly IEtjeti SerboCroatian
fly leciec Slovak

fly lete:ti Slovenian

fly tetiitr Ukrainian

fly letfet[ UpperSorbian
fog tuman Belarusian

fog mogla Bulgarian

fog mlfa Czech

fog doka Kashubian
fog migla Latvian

fog riikas Lithuanian
fog migla Lithuanian
fog kuriawa LowerSorbian
fog magla Macedonian
fog migla OldChurchSlavic
fog kupsins OldPrussian
fog mgwa Polish

fog tuman Russian

fog magla SerboCroatian
fog fimla Slovak

fog magla Slovenian

fog tuman Ukrainian

fog kurjawa UpperSorbian
foot naya Belarusian
foot krak Bulgarian
foot nofia Czech

foot stopa Kashubian
foot kdja Latvian

foot péda Lithuanian
foot noga LowerSorbian
foot noga Macedonian
foot noga OldChurchSlavic
foot nage OldPrussian
foot noga Polish

foot noga Russian

foot nga SerboCroatian
foot nofia Slovak

foot nd.ga Slovenian
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foot nofia Ukrainian
foot noha UpperSorbian
four tsatiri Belarusian
four tfetiri Bulgarian
four tftirt Czech

four sztéré Kashubian
four cetri Latvian

four keturi Lithuanian
four Storii LowerSorbian
four tfetiri Macedonian
four feture OldChurchSlavic
four kettwirts OldPrussian
four tstera Polish

four tfetiri Russian

four tfetiri SerboCroatian
four Jtiri Slovak

four Jtiri Slovenian
four tsotirt Ukrainian
four Jtori UpperSorbian
freeze miarzngc Kashubian
freeze Salti Lithuanian
freeze zamiarzats Belarusian
freeze Zomryzvam Bulgarian
freeze mrznout Czech

freeze salst Latvian

freeze marznue LowerSorbian
freeze marzne Macedonian
freeze mrznti OldChurchSlavic
freeze zamarzate Polish

freeze zamierzati Russian
freeze smrznuti SerboCroatian
freeze mrznuc Slovak

freeze m3:rzniti Slovenian
freeze zamerzati Ukrainian
freeze méerznotf UpperSorbian
fruit ptod Belarusian
fruit ptod Bulgarian
fruit plod Czech

fruit brzod Kashubian
fruit adglis Latvian

fruit vaisius Lithuanian
fruit pwod LowerSorbian
fruit plod Macedonian
fruit plodd OldChurchSlavic
fruit weisin OldPrussian
fruit ovots Polish

fruit ptod Russian

fruit plé:d SerboCroatian
fruit plod Slovak

fruit plo:d Slovenian
fruit plid Ukrainian
fruit pwud UpperSorbian
full powni Belarusian
full pxlen Bulgarian

full plni: Czech

full ful Kashubian
full pilns Latvian

full pilnas Lithuanian
full kupinas Lithuanian
full pownsg LowerSorbian
full poln Macedonian
full pIng OldChurchSlavic
full pilnan OldPrussian
full pewng Polish
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full potnij Russian

full pln SerboCroatian
full plni: Slovak

full p3:wn Slovenian

full povnij Ukrainian

full pons UpperSorbian
give dbéwac Kashubian
give duoti Lithuanian
give davatsi Belarusian
give davom Bulgarian
give da:vat Czech

give dod Latvian

give dag LowerSorbian
give dade Macedonian
give dati OldChurchSlavic
give dast OldPrussian
give davate Polish

give davati Russian

give dati SerboCroatian
give dac Slovak

give da:ti Slovenian
give davatr Ukrainian
give datf UpperSorbian
good dobri Belarusian
good dubyr Bulgarian
good dobri: Czech

good dobri Kashubian
good labs Latvian

good geras Lithuanian
good labas Lithuanian
good dobrs LowerSorbian
good dobar Macedonian

good dobrd OldChurchSlavic
good labs OldPrussian
good dobrg Polish

good Xarogtj Russian

good dabar SerboCroatian
good dobri: Slovak

good do:bar Slovenian
good XOroglj Ukrainian
good dobro UpperSorbian
grass trava Belarusian
grass trova Bulgarian
grass tra:va Czech

grass tréwa Kashubian
grass zéle Latvian

grass zolé Lithuanian
grass tsawa LowerSorbian
grass treva Macedonian
grass trava OldChurchSlavic
grass schokis OldPrussian
grass trava Polish

grass trava Russian

grass tra:va SerboCroatian
grass tra:va Slovak

grass tra:va Slovenian
grass trava Ukrainian
grass trRawa UpperSorbian
green Zlalioni Belarusian
green zslen Bulgarian
green zeleni: Czech

green zelony Kashubian
green zals Latvian

green zalias Lithuanian




green zelieng LowerSorbian
green zelen Macedonian
green zelens OldChurchSlavic
green saligan OldPrussian
green zelong Polish

green Zielionij Russian

green z€len SerboCroatian
green zeleni: Slovak

green zelen Slovenian
green zetenyj Ukrainian
green zelens UpperSorbian
guts vantrobi Belarusian
guts vtrofnusti Bulgarian
guts VAItFNOSCI Czech

guts brzéchowina | Kashubian
guts xarna Latvian

guts viduriai Lithuanian
guts 7arnos Lithuanian
guts tsriowa LowerSorbian
guts utroba Macedonian
guts troba OldChurchSlavic
guts grobis OldPrussian
guts vnentgnoetei | Polish

guts vnutriennostii | Russian

guts atroba SerboCroatian
guts vnutornosci Slovak

guts tfrevo: Slovenian
guts krgkr Ukrainian
guts tfRewa UpperSorbian
hair valasi Belarusian

hair kusa Bulgarian

hair vlast Czech

hair wlosé Kashubian
hair mats Latvian

hair plaukai Lithuanian
hair WosE LowerSorbian
hair kosa Macedonian
hair vlasi OldChurchSlavic
hair scebelis OldPrussian
hair VW0OS9 Polish

hair votosi Russian

hair k3sa SerboCroatian
hair vlasi Slovak

hair la:si Slovenian
hair votosisia Ukrainian

hair Wos9 UpperSorbian
hand ruka Belarusian
hand roka Bulgarian
hand ruka Czech

hand raka Kashubian
hand roka Latvian

hand ranka Lithuanian
hand ruka LowerSorbian
hand raka Macedonian
hand r3ka OldChurchSlavic
hand rankan OldPrussian
hand renka Polish

hand ruka Russian

hand ri:ka SerboCroatian
hand ruka Slovak

hand ra:ka Slovenian
hand ruka Ukrainian
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hand rRuka UpperSorbian

he jon Belarusian

he toj Bulgarian

he on Czech

he on Kashubian

he vins Latvian

he jis Lithuanian

he wsn LowerSorbian

he toj Macedonian

he ji OldChurchSlavic
he ond OldChurchSlavic
he to OldChurchSlavic
he tans OldPrussian

he on Polish

he on Russian

he 3n SerboCroatian

he on Slovak

he on Slovenian

he vin Ukrainian

he won UpperSorbian
head yatava Belarusian

head gtova Bulgarian

head filava Czech

head glowa Kashubian

head galva Latvian

head galva Lithuanian

head gwowa LowerSorbian
head glava Macedonian
head glava OldChurchSlavic
head gallu OldPrussian

head gwova Polish

head gotova Russian

head gla:va SerboCroatian
head filava Slovak

head gla:va Slovenian
head fotova Ukrainian
head woa UpperSorbian
hear czéc Kashubian
hear girdéti Lithuanian
hear tsutsi Belarusian
hear tfuvom Bulgarian
hear slifet Czech

hear dzird Latvian

hear Swogsae LowerSorbian
hear tfue Macedonian
hear slwifati OldChurchSlavic
hear kirdeiti OldPrussian
hear Swofete Polish

hear shigati Russian

hear tfati SerboCroatian
hear potfuc Slovak

hear sli:fati Slovenian
hear tsutr Ukrainian
hear swafetf UpperSorbian
heart sertsa Belarusian
heart sortse Bulgarian
heart Srtse Czech

heart serce Kashubian
heart sifds Latvian

heart Sirdis Lithuanian
heart hutgoba LowerSorbian
heart sartse Macedonian
heart sriditsie OldChurchSlavic
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heart siran OldPrussian
heart sertse Polish

heart sierdtse Russian

heart Sftse SerboCroatian
heart srtse Slovak

heart sortse: Slovenian
heart sertse Ukrainian
heart wutroba UpperSorbian
heavy tslazkii Belarusian
heavy tezok Bulgarian
heavy cefki: Czech

heavy cézezi Kashubian
heavy smags Latvian

heavy sunkus Lithuanian
heavy cizki LowerSorbian
heavy tezok Macedonian
heavy teziko OldChurchSlavic
heavy brendus OldPrussian
heavy teedjzkii Polish

heavy tlazohij Russian
heavy té:zak SerboCroatian
heavy cazki: Slovak

heavy té:30k Slovenian
heavy tlazktj Ukrainian
heavy tfezki UpperSorbian
here tut Belarusian
here tuka Bulgarian
here tadr Czech

here tu Kashubian
here te Latvian

here Seit Latvian

here éia Lithuanian
here how LowerSorbian

here ovde Macedonian
here tuka Macedonian
here side OldChurchSlavic
here schai OldPrussian
here tutaj Polish

here zdiesi Russian

here d:vdje SerboCroatian
here tu Slovak

here tu Slovenian
here tut Ukrainian
here tu UpperSorbian
hit uderzéc Kashubian

hit musti Lithuanian

hit udarats’ Belarusian

hit udriom Bulgarian

hit uderrt Czech

hit sit Latvian

hit deriie LowerSorbian
hit udira Macedonian
hit udariti OldChurchSlavic
hit kyrteis OldPrussian
hit trinktwel OldPrussian
hit udezate Polish

hit udariati Russian

hit udariti SerboCroatian
hit uyeric Slovak

hit uda:rjati Slovenian

hit udariat Ukrainian

hit dorit/ UpperSorbian
hold trzémac Kashubian
hold laikyti Lithuanian




hold trimatsi Belarusian
hold dorzy Bulgarian
hold dr3et Czech

hold tur Latvian

hold zarzae LowerSorbian
hold dorzi Macedonian
hold drizati OldChurchSlavic
hold laiku OldPrussian
hold tsomate Polish

hold dierzati Russian

hold drzati SerboCroatian
hold dr3ac Slovak

hold dorza:ti Slovenian
hold derzat Ukrainian
hold trimati Ukrainian
hold dzerzetf UpperSorbian
horn roy Belarusian
horn rog Bulgarian
horn rofi Czech

horn rog Kashubian
horn rags Latvian

horn ragas Lithuanian
horn rog LowerSorbian
horn rog Macedonian
horn rogd OldChurchSlavic
horn ragis OldPrussian
horn rug Polish

horn rog Russian

horn ra:g SerboCroatian
horn rofi Slovak

horn ro.g Slovenian
horn riifi Ukrainian

horn RO UpperSorbian
how jak Belarusian
how kak Bulgarian
how jak Czech

how jak Kashubian
how ka Latvian

how kaip Lithuanian
how kak LowerSorbian
how kako Macedonian
how kako OldChurchSlavic
how kai OldPrussian
how jak Polish

how kak Russian

how kako SerboCroatian
how ako Slovak

how kako: Slovenian
how jak Ukrainian
how kak UpperSorbian
hunt jachtowac Kashubian
hunt medZioti Lithuanian
hunt paliavats Belarusian
hunt tuvuvom Bulgarian
hunt lovit Czech

hunt medi Latvian

hunt gontwowag LowerSorbian
hunt lovi Macedonian
hunt loviti OldChurchSlavic
hunt medies OldPrussian
hunt polovate Polish

hunt axotiitisia Russian

hunt 153viti SerboCroatian
hunt poliovac Slovak
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hunt lovi:ti Slovenian
hunt poliuvatr Ukrainian
hunt honiitf UpperSorbian
husband muz, Belarusian
husband my3 Bulgarian
husband man3el Czech
husband mu3 Czech
husband slébny Kashubian
husband virs Latvian
husband vyras Lithuanian
husband tswojek LowerSorbian
husband may Macedonian
husband m33i OldChurchSlavic
husband wijrs OldPrussian
husband mod|Z, Polish
husband muz, Russian
husband mu:3 SerboCroatian
husband mu3 Slovak
husband man3el Slovak
husband mo:3 Slovenian
husband tsotovik Ukrainian
husband mu/ UpperSorbian
| ja Belarusian

| as Bulgarian

| ja Czech

| jo Kashubian

| es Latvian

| a$ Lithuanian

| ja LowerSorbian
| jas Macedonian

| azd OldChurchSlavic
| as OldPrussian

| ja Polish

| ja Russian

| ja: SerboCroatian
| ja Slovak

| jas Slovenian

| ja Ukrainian

| ja UpperSorbian
ice liod Belarusian

ice led Bulgarian

ice led Czech

ice lod Kashubian

ice ledus Latvian

ice ledas Lithuanian

ice liod LowerSorbian
ice mraz Macedonian
ice ledG OldChurchSlavic
ice ladis OldPrussian
ice lud Polish

ice liod Russian

ice lé:d SerboCroatian
ice liad Slovak

ice lé:d Slovenian

ice lid Ukrainian

ice lod UpperSorbian
if kali Belarusian

if oko Bulgarian

if jestlr Czech

if jezlé Kashubian

if ja Latvian

if jei Lithuanian

if kad Lithuanian

if gas LowerSorbian
if ako Macedonian




if afte OldChurchSlavic
if ickai OldPrussian

if jezeli Polish

if jesilii Russian

if ako SerboCroatian
if ak Slovak

if kebi Slovak

if ako Slovenian

if jakstso Ukrainian

if dof UpperSorbian
in u Belarusian

in vyf Bulgarian

in ve Czech

in w Kashubian

in ieks Latvian

in i Lithuanian

in in Lithuanian

in we LowerSorbian
in Vo Macedonian
in V3 OldChurchSlavic
in en OldPrussian
in \Y Polish

in \% Russian

in u SerboCroatian
in Vo Slovak

in \% Slovenian

in v Ukrainian

in we UpperSorbian
kill zabijac Kashubian

kill uzmusti Lithuanian
kill zablivatsi Belarusian

kill ubivom Bulgarian

kill zabi:jet Czech

kill nonave Latvian

kill zabig LowerSorbian
kill ubiva Macedonian
kill ubiti OldChurchSlavic
kill gallintwei OldPrussian
kill zabite Polish

kill ublivati Russian

kill ubiti SerboCroatian
kill zabic Slovak

kill ubi:ti Slovenian

kill ubitr Ukrainian

kill zabitf UpperSorbian
knee kaliena Belarusian
knee kulianu Bulgarian
knee koleno Czech

knee kolano Kashubian
knee celis Latvian

knee kelis Lithuanian
knee kolieno LowerSorbian
knee koleno Macedonian
knee koleno OldChurchSlavic
knee klupstis OldPrussian
knee kolano Polish

knee kalieno Russian

knee k3ljeno SerboCroatian
knee kolens Slovak

knee kolé:mno Slovenian
knee koliino Ukrainian
knee koleno UpperSorbian
know wiedzec Kashubian
know Zinoti Lithuanian
know viedatsi Belarusian
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know znajo Bulgarian
know vjeget Czech

know zina Latvian

know wizee LowerSorbian
know zZnas Macedonian
know veedati OldChurchSlavic
know waist OldPrussian
know Vjedzete Polish

know znat! Russian

know znati SerboCroatian
know vegiec Slovak

know ve:deti Slovenian
know znatl Ukrainian
know wedzet[ UpperSorbian
lake voziera Belarusian
lake ezoru Bulgarian

lake jezero Czech

lake jezero Kashubian
lake ezers Latvian

lake ezeras Lithuanian
lake jazor LowerSorbian
lake ezerd Macedonian
lake jezers OldChurchSlavic
lake jezerd OldChurchSlavic
lake assaran OldPrussian
lake Jj€zoro Polish

lake oZiErd Russian

lake jézero SerboCroatian
lake jazero Slovak

lake jé:zero Slovenian
lake ozZerd Ukrainian

lake JIZOR UpperSorbian
laugh smiacsa Kashubian
laugh juoktis Lithuanian
laugh simiajatstsa Belarusian
laugh smejose Bulgarian
laugh sma:tse Czech

laugh smejas Latvian

laugh smjaese LowerSorbian
laugh smeese Macedonian
laugh smijatisg OldChurchSlavic
laugh emjateee Polish

laugh smigjatisia Russian

laugh Smijatise SerboCroatian
laugh smiacsa Slovak

laugh smeja:tise Slovenian
laugh smijatisia Ukrainian
laugh sméetfso UpperSorbian
leaf liist Belarusian
leaf list Bulgarian

leaf list Czech

leaf l&st Kashubian
leaf lapa Latvian

leaf lapas Lithuanian
leaf wopéeno LowerSorbian
leaf list Macedonian
leaf listo OldChurchSlavic
leaf lapan OldPrussian
leaf ligte Polish

leaf liist Russian

leaf I1:st SerboCroatian
leaf list Slovak

leaf I1:st Slovenian
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leaf hist Ukrainian

leaf wopeend UpperSorbian
left lievi Belarusian

left liav Bulgarian

left levi: Czech

left lewi Kashubian

left kréiss Latvian

left kaire Lithuanian
left ) LowerSorbian
left lev Macedonian
left Jyji OldChurchSlavic
left leevo OldChurchSlavic
left leve Polish

left lievij Russian

left ljé:vi: SerboCroatian
left lavi: Slovak

left le:vi Slovenian

left liivyj Ukrainian

left liwg UpperSorbian
leg naya Belarusian

leg krak Bulgarian

leg nofia Czech

leg noga Kashubian

leg kdja Latvian

leg koja Lithuanian

leg noga LowerSorbian
leg noga Macedonian
leg noga OldChurchSlavic
leg nage OldPrussian
leg noga Polish

leg noga Russian

leg ndga SerboCroatian

leg nofia Slovak

leg nj:ga Slovenian

leg nofia Ukrainian

leg noa UpperSorbian
lie lezec Kashubian

lie gulti Lithuanian

lie liazatsi Belarusian

lie lozy Bulgarian

lie lezet Czech

lie gul Latvian

lie guléti Lithuanian

lie lazae LowerSorbian
lie lesi Macedonian
lie lezati OldChurchSlavic
lie lezete Polish

lie liezati Russian

lie 1€zati SerboCroatian
lie lezac Slovak

lie leza:ti Slovenian

lie lezatr Ukrainian

lie lezetf UpperSorbian
live Z8c Kashubian
live gyventi Lithuanian
live Zitsi Belarusian
live 3iVEjo Bulgarian

live bidlet Czech

live 3t Czech

live dzivo Latvian

live gyvuoti Lithuanian
live zoWsghge LowerSorbian
live badlie LowerSorbian
live liabowag LowerSorbian
live 3ivee Macedonian
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live 3iti OldChurchSlavic
live giwa OldPrussian
live mjeskate Polish

live zote Polish

live Ziti Russian

live 3lvjeti SerboCroatian
live bi:vac Slovak

live 3ic Slovak

live 3ive:ti Slovenian

live megkatr Ukrainian

live Zit1 Ukrainian

live bodlit[ UpperSorbian
live 3iwobyt[ UpperSorbian
liver pietsani Belarusian
liver tfersndrob Bulgarian
liver jaitra Czech

liver watroba Kashubian
liver aknas Latvian

liver kepenys Lithuanian
liver jitsa LowerSorbian
liver tsarndrob Macedonian
liver dziger Macedonian
liver jEtritsie OldChurchSlavic
liver jagno OldPrussian
liver vontroba Polish

liver pletfeni Russian

liver jétra SerboCroatian
liver petfen Slovak

liver jéitra Slovenian
liver petsinka Ukrainian
liver jatra UpperSorbian
long dowyii Belarusian

long dytag Bulgarian
long dlouhi: Czech

long dhudzi Kashubian
long gars Latvian

long ilgas Lithuanian
long dwujki LowerSorbian
long dolg Macedonian
long digo OldChurchSlavic
long ilgi OldPrussian
long dwugii Polish

long dliinnij Russian

long dag SerboCroatian
long dlfi: Slovak

long d3:wg Slovenian
long dovfiyj Ukrainian
long doi UpperSorbian
louse vo§ Belarusian
louse vyfko Bulgarian
louse vef Czech

louse wsza Kashubian
louse uts Latvian

louse utélé Lithuanian
louse wes LowerSorbian
louse voJka Macedonian
louse ves Polish

louse vo§ Russian

louse af SerboCroatian
louse vof Slovak

louse uf Slovenian
louse vosa Ukrainian
louse wof UpperSorbian
man muztsina Belarusian
man my3 Bulgarian
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many mnofio Slovak

many mno:go Slovenian
many bafato Ukrainian
many Weele UpperSorbian
meat Mmiasa Belarusian
meat msso Bulgarian
meat masd Czech

meat midso Kashubian
meat gala Latvian

meat mésa Lithuanian
meat miso LowerSorbian
meat mesd Macedonian
meat mé&so OldChurchSlavic
meat mensa OldPrussian
meat mjed[so Polish

meat miaso Russian

meat mé:so SerboCroatian
meat maesd Slovak

meat meso: Slovenian
meat mjaso Ukrainian
meat mjaso UpperSorbian
moon miesiats Belarusian
moon tuna Bulgarian
moon mnesi:ts Czech

moon miesadz Kashubian
moon méness Latvian

moon ménulis Lithuanian
moon ménesis Lithuanian
moon ménuo Lithuanian
moon mjasets LowerSorbian
moon mesetfina Macedonian
moon maesétsit OldChurchSlavic

man mu3 Czech

man virs Latvian

man muski LowerSorbian
man ma3 Macedonian
man m33t OldChurchSlavic
man wijrs OldPrussian
man meujstsozna | Polish

man muztfina Russian

man mufka:rats SerboCroatian
man mu3z Slovak

man xlap Slovak

man tf15:vek Slovenian
man tsotovik Ukrainian
man mu3z UpperSorbian
man chtop Kashubian
man vyras Lithuanian
man cztowiek Kashubian
man Zmogus Lithuanian
many mnoya Belarusian
many mnogu Bulgarian
many mnofio Czech

many wiele Kashubian
many daudzi Latvian

many daug Lithuanian
many weelie LowerSorbian
many mnogu Macedonian
many mdnogo OldChurchSlavic
many talan OldPrussian
many duzp Polish

many mnogo Russian

many mnago SerboCroatian
many velia Slovak
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moon menig OldPrussian
moon keetjzots Polish

moon tuna Russian

moon mjése:ts SerboCroatian
moon mesiats Slovak

moon lu:na Slovenian
moon me:sets Slovenian
moon misiats) Ukrainian
moon misatfk UpperSorbian
mother matsii Belarusian
mother majko Bulgarian
mother matka Czech

mother méma Kashubian
mother mate Latvian
mother motina Lithuanian
mother mag LowerSorbian
mother majka Macedonian
mother mati OldChurchSlavic
mother miti OldPrussian
mother matka Polish

mother mati Russian
mother ma:jka SerboCroatian
mother matka Slovak
mother ma:ti Slovenian
mother matr Ukrainian
mother matf UpperSorbian
mountain yara Belarusian
mountain ptenina Bulgarian
mountain fiora Czech
mountain gora Kashubian
mountain kains Latvian
mountain kalnas Lithuanian
mountain gora LowerSorbian

mountain planina Macedonian
mountain gora OldChurchSlavic
mountain grabis OldPrussian
mountain gura Polish
mountain gora Russian
mountain planina SerboCroatian
mountain gdra SerboCroatian
mountain kopets Slovak
mountain VX Slovak
mountain gdra Slovenian
mountain fora Ukrainian
mountain hora UpperSorbian
mouth rot Belarusian
mouth usta Bulgarian
mouth usta Czech

mouth gdba Kashubian
mouth mute Latvian

mouth burna Lithuanian
mouth guba LowerSorbian
mouth usta Macedonian
mouth usta OldChurchSlavic
mouth austo OldPrussian
mouth usta Polish

mouth ot Russian
mouth usta SerboCroatian
mouth u:sta Slovak

mouth u:sta Slovenian
mouth ot Ukrainian
mouth huba UpperSorbian
name imia Belarusian
name ims Bulgarian
name jmemo Czech
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name miono Kashubian
name vards Latvian

name vardas Lithuanian
name mi1 LowerSorbian
name ime Macedonian
name img OldChurchSlavic
name emmens OldPrussian
name imje Polish

name imia Russian

name ime SerboCroatian
name meno Slovak

name imé: Slovenian
name imja Ukrainian
name méeno UpperSorbian
narrow vuzkii Belarusian
narrow tessn Bulgarian
narrow w:zki: Czech

narrow wasczi Kashubian
narrow saurs Latvian
narrow siauras Lithuanian
narrow ankstas Lithuanian
narrow huski LowerSorbian
narrow tesen Macedonian
narrow teesno OldChurchSlavic
narrow 3z0ko OldChurchSlavic
narrow vouyskii Polish

narrow uzkij Russian
narrow (izak SerboCroatian
narrow u:zki Slovak
narrow 0:z0k Slovenian
narrow vuzkij Ukrainian
narrow wuski UpperSorbian

near bliizka Belarusian
near blizku Bulgarian
near bli:zko Czech

near blisczi Kashubian
near tuvu Latvian

near arti Lithuanian
near blizko LowerSorbian
near blizu Macedonian
near blizo OldChurchSlavic
near blisko Polish

near bliizko Russian

near bli:zu SerboCroatian
near bli:zko Slovak

near bli:zu Slovenian
near bhzko Ukrainian
near blizko UpperSorbian
neck sija Belarusian
neck vrat Bulgarian
neck Jijo Bulgarian
neck krk Czech

neck széja Kashubian
neck kakls Latvian

neck kaklas Lithuanian
neck s9ja LowerSorbian
neck vrat Macedonian
neck vuja OldChurchSlavic
neck winsus OldPrussian
neck soja Polish

neck seja Russian

neck vra:t SerboCroatian
neck krk Slovak

neck vra:t Slovenian
neck sija Ukrainian
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neck Jija UpperSorbian
new novi Belarusian
new nov Bulgarian
new novi: Czech

new nowi Kashubian
new jalns Latvian

new naujas Lithuanian
new nows LowerSorbian
new nov Macedonian
new novo OldChurchSlavic
new nawans OldPrussian
new novo Polish

new novij Russian

new nov SerboCroatian
new novi: Slovak

new now Slovenian
new novij Ukrainian
new nos UpperSorbian
night notg Belarusian
night noft Bulgarian
night nots Czech

night noc Kashubian
night nakts Latvian

night naktis Lithuanian
night nots LowerSorbian
night noc Macedonian
night nofti OldChurchSlavic
night nacktien OldPrussian
night nots Polish

night notf Russian

night na:te SerboCroatian
night nots Slovak

night no:tf Slovenian
night niitg Ukrainian
night nots UpperSorbian
nose nos Belarusian
nose nos Bulgarian
nose nos Czech

nose nos Kashubian
nose deguns Latvian

nose nosis Lithuanian
nose nos LowerSorbian
nose nos Macedonian
nose noso OldChurchSlavic
nose nozy OldPrussian
nose nos Polish

nose nos Russian

nose na:s SerboCroatian
nose nos Slovak

nose no:s Slovenian
nose niis Ukrainian
nose nos UpperSorbian
not nie Belarusian
not ne Bulgarian

not ne Czech

not nié Kashubian
not ne Latvian

not ne Lithuanian
not ne LowerSorbian
not ne Macedonian
not ne OldChurchSlavic
not ni OldPrussian
not ne Polish

not nie Russian
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not ne SerboCroatian
not nie Slovak

not ne Slovenian

not ne Ukrainian

not née UpperSorbian
old stari Belarusian
old star Bulgarian

old stari: Czech

old stori Kashubian
old vecs Latvian

old senas Lithuanian
old starg LowerSorbian
old star Macedonian
old staro OldChurchSlavic
old urs OldPrussian
old stars Polish

old starij Russian

old star SerboCroatian
old stari: Slovak

old star Slovenian

old starrj Ukrainian

old starg UpperSorbian
one adziin Belarusian
one adin Bulgarian

one jeden Czech

one jeden Kashubian
one viéns Latvian

one vienas Lithuanian
one jaden LowerSorbian
one eden Macedonian
one jeding OldChurchSlavic
one ains OldPrussian

one jeden Polish

one adiin Russian

one jédan SerboCroatian
one j€yen Slovak

one en Slovenian

one odm Ukrainian

one jedon UpperSorbian
other druyii Belarusian
other ingi Belarusian
other drug Bulgarian
other jini: Czech

other drufi: Czech

other jiny Kashubian
other cits Latvian

other kitas Lithuanian
other anas Lithuanian
other drugi LowerSorbian
other drug Macedonian
other drugdo OldChurchSlavic
other inod OldChurchSlavic
other kittans OldPrussian
other inng Polish

other drugii Polish

other drugoj Russian

other dragi: SerboCroatian
other ini: Slovak

other drufii: Slovak

other dri:g Slovenian
other mgij Ukrainian
other drufiyj Ukrainian
other drui UpperSorbian
person tsataviek Belarusian
person tfuvek Bulgarian
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person tflovjek Czech

person cilveks Latvian
person persona Latvian
person liuz LowerSorbian
person tfovek Macedonian
person flovaeks OldChurchSlavic
person smunents OldPrussian
person tswovjek Polish

person tfilaviek Russian
person tfovjek SerboCroatian
person tflovek Slovak

person tf15:vek Slovenian
person liudina Ukrainian
person tfwojek UpperSorbian
play grac Kashubian
play zaisti Lithuanian
play yuliatsi Belarusian
play igrajo Bulgarian
play fira:t Czech

play spél&jas Latvian

play rotalajas Latvian

play grag LowerSorbian
play igra Macedonian
play igrati OldChurchSlavic
play baviteee Polish

play grate Polish

play igrat Russian

play igrati SerboCroatian
play firac Slovak

play igra:ti Slovenian
play firatr Ukrainian
play Rratf UpperSorbian

pull cygnac Kashubian
pull traukti Lithuanian
pull tslaynuts/ Belarusian
pull dyrpom Bulgarian

pull ta:finout Czech

pull velk Latvian

pull cIgnue LowerSorbian
pull vletfe Macedonian
pull vlefti OldChurchSlavic
pull tensitwel OldPrussian
pull teongnonte Polish

pull tlanuti Russian

pull vitel SerboCroatian
pull cafiac Slovak

pull vie:tfi Slovenian
pull tiaftr Ukrainian

pull tfanatf UpperSorbian
push pchac Kashubian
push stumti Lithuanian
push natsiisnutsi Belarusian
push pxatsi Belarusian
push butom Bulgarian
push tlatfit Czech

push stumj Latvian

push bida Latvian

push twotsge LowerSorbian
push turka Macedonian
push rivati OldChurchSlavic
push kampint OldPrussian
push fteisnonte Polish

push pxate Polish

push totkat) Russian
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push gurati SerboCroatian
push strkac Slovak

push tlatfic Slovak

push paxa:ti Slovenian
push natisnutr Ukrainian
push pxati Ukrainian
push twotfitf UpperSorbian
rain dozdz, Belarusian
rain dy3d Bulgarian

rain de:fc Czech

rain deszcz Kashubian
rain liétus Latvian

rain lietus Lithuanian
rain deste LowerSorbian
rain dozd Macedonian
rain dozdi OldChurchSlavic
rain stje OldPrussian
rain aglo OldPrussian
rain dests Polish

rain dozd Russian

rain kifa SerboCroatian
rain da:gy Slovak

rain doz Slovenian

rain dosts Ukrainian

rain deftfik UpperSorbian
red tsirvoni Belarusian

red tforven Bulgarian

red tferveni: Czech

red czerwony Kashubian

red sarkans Latvian

red raudonas Lithuanian
red tserijeng LowerSorbian

red tsarven Macedonian
red t[rivAens OldChurchSlavic
red wormyan OldPrussian
red urminan OldPrussian
red tservong Polish

red krasnij Russian

red tsrven SerboCroatian
red tferveni: Slovak

red ardetf Slovenian

red tservonj Ukrainian

red tferweeng UpperSorbian
right praviilini Belarusian
right pravilen Bulgarian
right spra:vni: Czech

right prawi Kashubian
right pareizs Latvian

right desiné Lithuanian
right psawg LowerSorbian
right pravilen Macedonian
right pravo OldChurchSlavic
right tickars OldPrussian
right popravng Polish

right praviilinij Russian

right ispra:van SerboCroatian
right totfan SerboCroatian
right spra:vni Slovak

right praw Slovenian
right pravilingj Ukrainian
right pRaw9 UpperSorbian
rightside pravi Belarusian
rightside dssen Bulgarian




rightside pravi: Czech
rightside labais Latvian
rightside psaw9 LowerSorbian
rightside desen Macedonian
rightside desno OldChurchSlavic
rightside tickray OldPrussian
rightside pravs Polish
rightside pravij Russian
rightside désni: SerboCroatian
rightside pravi: Slovak
rightside dé:sni Slovenian
rightside pravij Ukrainian
rightside pRAW9 UpperSorbian
river raka Belarusian
river roka Bulgarian
river reka Czech

river rzéka Kashubian
river upe Latvian

river upé Lithuanian
river rika LowerSorbian
river reka Macedonian
river reka OldChurchSlavic
river ape OldPrussian
river zgka Polish

river ricka Russian

river rjé:ka SerboCroatian
river ricka Slovak

river ré:ka Slovenian
river rika Ukrainian
river rika UpperSorbian
road daroya Belarusian
road pt Bulgarian

road tsesta Czech

road droga Kashubian
road cels Latvian

road kelias Lithuanian
road droga LowerSorbian
road pat Macedonian
road pati OldChurchSlavic
road pintis OldPrussian
road droga Polish

road daroga Russian

road pu:t SerboCroatian
road tsesta Slovak

road po:t Slovenian
road dorofia Ukrainian
road putf UpperSorbian
root korani Belarusian
root korsn Bulgarian

root koren Czech

root korzén Kashubian
root sakne Latvian

root Saknis Lithuanian
root koren LowerSorbian
root koren Macedonian
root koreni OldChurchSlavic
root sagnis OldPrussian
root kozgn Polish

root korieni Russian

root karje:n SerboCroatian
root koren Slovak

root koré:n Slovenian
root koriini Ukrainian
root koren UpperSorbian
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rope viarowka Belarusian
rope vaze Bulgarian
rope provaz Czech

rope lina Kashubian
rope tativa Latvian

rope virve Latvian

rope virveé Lithuanian
rope powrioz LowerSorbian
rope jaze Macedonian
rope VIivi OldChurchSlavic
rope wirbe OldPrussian
rope lina Polish

rope snur Polish

rope viiriovka Russian

rope kdnopats SerboCroatian
rope povraz Slovak

rope V3w Slovenian
rope motuz Ukrainian
rope pojaz UpperSorbian
rotten yniik Belarusian
rotten gnit Bulgarian
rotten sxpili: Czech

rotten zgniti Kashubian
rotten sapuvis Latvian

rotten satrungjis Latvian

rotten supuves Lithuanian
rotten zgnite LowerSorbian
rotten gnil Macedonian
rotten sognils OldChurchSlavic
rotten Zgniwo Polish

rotten gniitoj Russian

rotten gnio SerboCroatian

rotten trlio SerboCroatian
rotten zfiniti: Slovak

rotten gni:w Slovenian
rotten fAnrhij Ukrainian
rotten Zniiwg UpperSorbian
round krugh Belarusian
round krygot Bulgarian
round okroufili: Czech

round Okragh Kashubian
round apal$ Latvian

round apskritas Lithuanian
round apvalus Lithuanian
round kuliowato LowerSorbian
round torkalezen Macedonian
round okr3glo OldChurchSlavic
round okrongwa Polish

round krughij Russian

round okrii:gao SerboCroatian
round okru:Ali Slovak

round okro:gow Slovenian
round krufitij Ukrainian
round kulojte UpperSorbian
rub trzéc Kashubian
rub trinti Lithuanian
rub tsiertsii Belarusian
rub trijo Bulgarian

rub tri:t Czech

rub befz Latvian

rub trite LowerSorbian
rub trie Macedonian
rub triti OldChurchSlavic
rub treeti OldChurchSlavic
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rub draztwel OldPrussian sand pesok Macedonian
rub tyete Polish sand paEsoKS oldChurchSlavic
rub tierleti Russian
) sand sixdo OldPrussian
rub tr:Kati SerboCroatian
sand pjasek Polish
rub triec Slovak
- - sand piisok Russian
rub tre:ti Slovenian
rub tertt Ukrainian sand pj€:sak SerboCroatian
rub trItf UpperSorbian sand piesok Slovak
: - sand pe:sak Slovenian
salt soli Belarusian
- sand pisok Ukrainian
salt sot Bulgarian
salt sul Czech sand pisk UpperSorbian
salt s6l Kashubian say gbdac Kashubian
salt sals Latvian say sakyti Lithuanian
salt druska Lithuanian say skazatsi Belarusian
salt soll LowerSorbian say kazvom Bulgarian
say ri:tst Czech
salt sol Macedonian say saka Latvian
salt soli OldChurchSlavic say teic Latvian
say runat Latvian
salt sali OldPrussian say tarti Lithuanian
salt sul Polish say gropie LowerSorbian
salt soli Russian
say kaze Macedonian
salt s5:l SerboCroatian
salt soll Slovak say refti OldChurchSlavic
salt SO:W Slovenian say gerdawi OldPrussian
salt sili Ukrainian
say povjedzete Polish
salt sul UpperSorbian say skazati Russian
sand plasok Belarusian say ki:zati SerboCroatian
sand piasok Bulgarian
sand pisek Czech say rétei SerboCroatian
sand pidsk Kashubian say povedac Slovak
sand smilts Latvian say ré:tfi Slovenian
sand smelis Lithuanian say skazatr Ukrainian
sand ‘plSk LowerSorbian say pRajitf UpperSorbian
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say REtS UpperSorbian
scratch drapac Kashubian
scratch kasyti Lithuanian
scratch tsuxatsi Belarusian
scratch tfefo Bulgarian
scratch Jkra:bat Czech

scratch kasa Latvian
scratch kraps$tyti Lithuanian
scratch drapae LowerSorbian
scratch grebe Macedonian
scratch tfesati OldChurchSlavic
scratch drapate Polish

scratch tfesati Russian
scratch t[€[ati SerboCroatian
scratch Jkrabac Slovak
scratch pra:skati Slovenian
scratch tsuxatr Ukrainian
scratch drapatf UpperSorbian
sea mora Belarusian
sea mure Bulgarian

sea more Czech

sea morze Kashubian
sea jura Latvian

sea jura Lithuanian
sea marios Lithuanian
sea morio LowerSorbian
sea more Macedonian
sea morie OldChurchSlavic
sea iarin OldPrussian
sea Moz Polish

sea morie Russian

sea ma:re SerboCroatian

sea more Slovak

sea mo:rje Slovenian

sea more Ukrainian

sea MORjo UpperSorbian
see widzec Kashubian
see matyti Lithuanian
see batgitsi Belarusian
see vizdom Bulgarian

see vget Czech

see redz Latvian

see wizee LowerSorbian
see gleda Macedonian
see vidaeti OldChurchSlavic
see widdai OldPrussian
see vidzete Polish

see viidieti Russian

see vidjeti SerboCroatian
see vijiec Slovak

see vi:deti Slovenian

see batgitr Ukrainian

see widzet[ UpperSorbian
seed nasieninie Belarusian
seed semo Bulgarian
seed semend Czech

seed semia Kashubian
seed sekla Latvian

seed sékla Lithuanian
seed semée LowerSorbian
seed seme Macedonian
seed Semg OldChurchSlavic
seed semen OldPrussian
seed nagono Polish
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seed Zierno Russian

seed sjéme SerboCroatian
seed Semeno Slovak

seed sé:me Slovenian
seed nasininia Ukrainian
seed S9mjo UpperSorbian
sew széc Kashubian
sew sifiti Lithuanian
sew sitsi Belarusian
sew Jijo Bulgarian

sew Jitt Czech

sew Suj Latvian

Sew s96 LowerSorbian
sew Jie Macedonian
sew Jiti OldChurchSlavic
sew sote Polish

sew siti Russian

sew Jiti SerboCroatian
sew Jic Slovak

sew Jivati Slovenian
sew sItI Ukrainian
sew Jitf UpperSorbian
sharp vostri Belarusian
sharp ostor Bulgarian
sharp ostri: Czech

sharp ass Latvian

sharp astrus Lithuanian
sharp Wwots9 LowerSorbian
sharp ostar Macedonian
sharp ostrs OldChurchSlavic
sharp astry Polish

sharp ostrij Russian

sharp oftar SerboCroatian
sharp ostri: Slovak

sharp O:stor Slovenian
sharp fostrj Ukrainian
sharp WOtR9 UpperSorbian
sharp ostri Kashubian
short karotkii Belarusian
short kys Bulgarian
short kra:tki: Czech

short krotczi Kashubian
short iss Latvian

short trumpas Lithuanian
short krotki LowerSorbian
short kratok Macedonian
short kratoko OldChurchSlavic
short insan OldPrussian
short krutkii Polish

short korotkiij Russian

short kratak SerboCroatian
short kra:tki Slovak

short kra:tok Slovenian
short korotkij Ukrainian
short krotki UpperSorbian
sing spiéwac Kashubian
sing dainuoti Lithuanian
sing sipiavatsi Belarusian
sing pejo Bulgarian
sing spi:vat Czech

sing dziéd Latvian

sing spiwag LowerSorbian
sing pee Macedonian
sing peeti OldChurchSlavic
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sing grimons OldPrussian
sing epjevate Polish

sing pleti Russian

sing pjévati SerboCroatian
sing spievac Slovak

sing pe:ti Slovenian
sing spivatt Ukrainian
sing sprwatf UpperSorbian
sit sadac Kashubian

sit sésti Lithuanian

sit siadziets Belarusian

sit sodiy Bulgarian

sit seyet Czech

sit sed Latvian

sit sédéti Lithuanian

sit sejzee LowerSorbian
sit sedi Macedonian
sit sedeeti OldChurchSlavic
sit syndens OldPrussian
sit cedzete Polish

sit slidigti Russian

sit sjediti SerboCroatian
sit sejiec Slovak

sit sedé:ti Slovenian

sit sidiitt Ukrainian

sit sedzetf UpperSorbian
skin skura Belarusian
skin kozo Bulgarian
skin ku:ze Czech

skin skora Kashubian
skin &da Latvian

skin oda Lithuanian
skin pléne Lithuanian

skin koza LowerSorbian
skin koza Macedonian
skin koza OldChurchSlavic
skin keuto OldPrussian
skin skura Polish

skin koza Russian

skin kiza SerboCroatian
skin koza Slovak

skin ko:za Slovenian
skin skira Ukrainian
skin koza UpperSorbian
sky niecba Belarusian
sky nabe Bulgarian

sky oblofia Czech

sky nebe Czech

sky niebo Kashubian
sky debess Latvian

sky dangus Lithuanian
sky nejbjo LowerSorbian
sky nebo Macedonian
sky nebo OldChurchSlavic
sky dangan OldPrussian
sky nebo Polish

sky niebo Russian

sky nébo SerboCroatian
sky obloha Slovak

sky nebo Slovak

sky nebo: Slovenian

sky nebo Ukrainian

sky nebjo UpperSorbian
sleep spac Kashubian
sleep miegoti Lithuanian
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sleep spatsi Belarusian
sleep spiy Bulgarian
sleep spa:t Czech

sleep mieguot Latvian

sleep gul Latvian

sleep spag LowerSorbian
sleep spie Macedonian
sleep sopati OldChurchSlavic
sleep meicte OldPrussian
sleep spate Polish

sleep spati Russian

sleep spa:vati SerboCroatian
sleep spac Slovak

sleep spa:ti Slovenian
sleep spati Ukrainian
sleep spatf UpperSorbian
small malienikii Belarusian
small matok Bulgarian
small mali: Czech

small moh Kashubian
small mazs Latvian

small mazas Lithuanian
small maws LowerSorbian
small mal Macedonian
small mald OldChurchSlavic
small likuts OldPrussian
small mawsg Polish

small malienikiij Russian

small malen SerboCroatian
small mali: Slovak

small ma:jhon Slovenian
small mahyj Ukrainian

small mawki UpperSorbian
smell cknagc Kashubian
smell uostyti Lithuanian
smell tsuts’ Belarusian
smell useftom Bulgarian
smell tsi:cit Czech

smell smifd Latvian

smell 0z Latvian

smell tsue LowerSorbian
smell tfufstvuva Macedonian
smell tfyti OldChurchSlavic
smell smirdetwet OldPrussian
smell tsute Polish

smell tfustvovati Russian

smell Jdsjeteati SerboCroatian
smell tsi:cic Slovak

smell tfuti:ti Slovenian
smell tsutr Ukrainian
smell tfutf UpperSorbian
smoke dim Belarusian
smoke pufok Bulgarian
smoke di:m Czech

smoke kour Czech

smoke dim Kashubian
smoke dami Latvian
smoke damai Lithuanian
smoke dom LowerSorbian
smoke tfad Macedonian
smoke dumd OldChurchSlavic
smoke dumis OldPrussian
smoke dam Polish

smoke dim Russian




smoke dim SerboCroatian
smoke dim Slovak

smoke dim Slovenian
smoke dim Ukrainian
smoke kur UpperSorbian
smooth yladkii Belarusian
smooth gtadak Bulgarian
smooth Aladki: Czech

smooth glodezi Kashubian
smooth gludens Latvian
smooth lidzens Latvian
smooth $velnus Lithuanian
smooth nesiurks$tus Lithuanian
smooth gwadki LowerSorbian
smooth mazen Macedonian
smooth gladokso OldChurchSlavic
smooth gwatkii Polish

smooth gtadkiij Russian
smooth gladak SerboCroatian
smooth Aladki: Slovak
smooth gla:dok Slovenian
smooth fitadkiyj Ukrainian
smooth wadki UpperSorbian
snake Zimiaja Belarusian
snake zmija Bulgarian
snake fad Czech

snake waz Kashubian
snake cliska Latvian

snake gyvaté Lithuanian
snake zaltys Lithuanian
snake huz, LowerSorbian
snake zmija Macedonian
snake zmija OldChurchSlavic

snake angis OldPrussian
snake Vo7, Polish

snake zmigja Russian

snake zmija SerboCroatian
snake fiad Slovak

snake ka:tfa Slovenian
snake zmija Ukrainian
snake had UpperSorbian
snow siniey Belarusian
snow sniag Bulgarian
snow sni:f Czech

snow sniég Kashubian
snow sniegs Latvian

snow sniegas Lithuanian
snow snig LowerSorbian
snow sneg Macedonian
snow sn&egs OldChurchSlavic
snow snaygis OldPrussian
snow cneg Polish

snow snieg Russian

snow snjé:g SerboCroatian
snow spefi Slovak

snow sné:g Slovenian
snow snifi Ukrainian
snow snit UpperSorbian
some niekalikii Belarusian
some troxii Belarusian
some niakutku Bulgarian
some nekolik Czech

some czile Kashubian
some dazi Latvian

some drusku Latvian

some kads Latvian
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some keli Lithuanian
some keletas Lithuanian
some nekotars LowerSorbian
some nekolku Macedonian
some naekoliks OldChurchSlavic
some atnunts OldPrussian
some kiilka Polish

some troxe Polish

some nieskoliko Russian

some nékoliko SerboCroatian
some niekoliko Slovak

some neko:liko Slovenian
some trox1 Ukrainian
some kilika Ukrainian
some nitkotr9 UpperSorbian
spit pléwac Kashubian
spit spjauti Lithuanian
spit pliavatsi Belarusian
spit pliujo Bulgarian

spit plivat Czech

spit splatyj Latvian

spit plluwae LowerSorbian
spit pluka Macedonian
spit pAivati OldChurchSlavic
spit wemtwet OldPrussian
spit plute Polish

spit plievati Russian

spit pAtivati SerboCroatian
spit pliuc Slovak

spit plju:vati Slovenian

spit pliuvatr Ukrainian

spit pluwat[ UpperSorbian

split rozdzelac Kashubian
split skelti Lithuanian
split slatgi Belarusian
split dzialiitsi Belarusian
split doliy Bulgarian
split Jelit Czech

split Jeipat Czech

split skalda Latvian

split kwoje LowerSorbian
split ziliig LowerSorbian
split razdeli Macedonian
split deeliti OldChurchSlavic
split rastsiepiti OldChurchSlavic
split spelantwet OldPrussian
split speltwel OldPrussian
split rombate Polish

split dzeliite Polish

split rubiit Russian

split dieliit Russian

split razdjé:liti SerboCroatian
split jelic Slovak

split ru:bac Slovak

split deli:ti Slovenian
split rubatr Ukrainian
split diititr Ukrainian
split kawat/[ UpperSorbian
split dzilitf UpperSorbian
squeeze scéskac Kashubian
squeeze spausti Lithuanian
squeeze sitsiiskatsi Belarusian
squeeze stiskam Bulgarian
squeeze matfkat Czech
squeeze spiéz Latvian
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squeeze twotsoe LowerSorbian
squeeze stisne Macedonian
squeeze tiskati OldChurchSlavic
squeeze gneste Polish
squeeze teisnonte Polish
squeeze szimati Russian
squeeze sti:skati SerboCroatian
squeeze tlatfic Slovak
squeeze sti:skati Slovenian
squeeze tisnutr Ukrainian
squeeze davitr Ukrainian
squeeze Aniitrtt Ukrainian
squeeze twotfitf UpperSorbian
stab pchnac Kashubian
stab durti Lithuanian
stab biitsi Belarusian
stab prubozdom Bulgarian

stab prumufvom | Bulgarian

stab pi:xnout Czech

stab bodnout Czech

stab IEDURT Latvian

stab kawag LowerSorbian
stab ubode Macedonian
stab bosti OldChurchSlavic
stab boadis OldPrussian
stab dzgate Polish

stab zakativati Russian

stab basti SerboCroatian
stab pixnuc Slovak

stab bodnuc Slovak

stab b3:sti Slovenian
stab kototr Ukrainian

stab khotf UpperSorbian
stand wstawac Kashubian
stand stoti Lithuanian
stand stajatsi Belarusian
stand stuj¥ Bulgarian
stand sta:t Czech

stand stav Latvian

stand stovéti Lithuanian
stand stojag LowerSorbian
stand stoi Macedonian
stand stojati OldChurchSlavic
stand stalla OldPrussian
stand state Polish

stand stojati Russian

stand stajati SerboCroatian
stand sta:c Slovak

stand sta:ti Slovenian
stand stojatr Ukrainian
stand statf UpperSorbian
star zorka Belarusian
star zveozda Bulgarian

star fvjezda Czech

star gwibzda Kashubian
star zvaigzne Latvian

star zvaigzdé Lithuanian
star gwizda LowerSorbian
star dzvezda Macedonian
star dzivaezda OldChurchSlavic
star lauxnos OldPrussian
star gvjazda Polish

star zviezda Russian

star zvjé:zda SerboCroatian
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star fiviezda Slovak

star zvé:zda Slovenian

star zirka Ukrainian

star wizda UpperSorbian
stick kiij Belarusian
stick prytfko Bulgarian
stick fiu:l Czech

stick czij Kashubian
stick ntja Latvian

stick spiekis Latvian

stick lazda Lithuanian
stick pagalys Lithuanian
stick kij LowerSorbian
stick prat Macedonian
stick palitsia OldChurchSlavic
stick laxde OldPrussian
stick kiij Polish

stick patka Russian

stick pri:t SerboCroatian
stick palitsa SerboCroatian
stick pru:t Slovak

stick palitsa Slovak

stick pa:litsa Slovenian
stick pahtsia Ukrainian
stick ki UpperSorbian
stone kamieni Belarusian
stone kamok Bulgarian
stone ka:men Czech

stone kam Kashubian
stone akmens Latvian

stone akmuo Lithuanian
stone kalis Lithuanian
stone kamen LowerSorbian

stone kamen Macedonian
stone kamu OldChurchSlavic
stone stabis OldPrussian
stone kamjen Polish

stone kamieni Russian

stone kame:n SerboCroatian
stone kamen Slovak

stone ka:man Slovenian
stone kamini Ukrainian
stone kamen UpperSorbian
straight prosti Belarusian
straight prami Belarusian
straight praf Bulgarian
straight rovni: Czech

straight prosti Kashubian
straight taisns Latvian
straight tiesiai Lithuanian
straight rowng LowerSorbian
straight prav Macedonian
straight pravo OldChurchSlavic
straight entikriskai OldPrussian
straight prosts Polish
straight priamoj Russian
straight prav SerboCroatian
straight rovni: Slovak
straight ra:von Slovenian
straight priamij Ukrainian
straight RUNY UpperSorbian
suck cécac Kashubian
suck Ciulpti Lithuanian
suck ssatsi Belarusian
suck smutfo Bulgarian
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suck sa:t Czech

suck b4V Latvian

suck sukt Latvian

suck tsotsae LowerSorbian
suck tsitsa Macedonian
suck sosati OldChurchSlavic
suck dastwet OldPrussian
suck ssate Polish

suck sosati Russian

suck sisati SerboCroatian
suck sac Slovak

suck sosa:ti Slovenian
suck ssatr Ukrainian
suck tsatsatf UpperSorbian
sun sontsa Belarusian
sun shintso Bulgarian

sun sluntse Czech

sun shunce Kashubian
sun saule Latvian

sun saulé Lithuanian
sun SWantso LowerSorbian
sun sontse Macedonian
sun slnitsie OldChurchSlavic
sun saule OldPrussian
sun SwWontse Polish

sun sontse Russian

sun sli:ntse SerboCroatian
sun slgko Slovak

sun sO:ntse Slovenian

sun sontse Ukrainian

sun swontfko UpperSorbian
swell puchnac Kashubian

swell pursti Lithuanian
swell puxnutsi Belarusian
swell nabuxatsi Belarusian
swell utitfom Bulgarian
swell pudpuxvom | Bulgarian
swell puduvamse Bulgarian
swell nabi:t Czech

swell opuxnout Czech

swell ote:tst Czech

swell tOkst Latvian

swell pampst Latvian

swell pustis Lithuanian
swell hopuknue LowerSorbian
swell nabignue LowerSorbian
swell otetfe Macedonian
swell d3tisg OldChurchSlavic
swell ginziks OldPrussian
swell pentgnete Polish

swell puxnonte Polish

swell puxnuti Russian

swell dtetel SerboCroatian
swell naboptnac Slovak

swell puchnu:c Slovak

swell nabre:kati Slovenian
swell puxnutr Ukrainian
swell nabuxatr Ukrainian
swell bubniitf UpperSorbian
swim ptéwac Kashubian
swim plaukti Lithuanian
swim ptavatsi Belarusian
swim ptuvom Bulgarian
swim plavat Czech

swim peld Latvian

swim plie LowerSorbian
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swim pliva Macedonian
swim plavati OldChurchSlavic
swim pwovatg Polish

swim phit Russian

swim plivati SerboCroatian
swim pla:vac Slovak

swim pla:vati Slovenian
swim plavati Ukrainian
swim pruwatf UpperSorbian
tail Xvost Belarusian

tail upafka Bulgarian

tail otsas Czech

tail ogoén Kashubian

tail aste Latvian

tail uodega Lithuanian
tail hogen LowerSorbian
tail opafka Macedonian
tail opafi OldChurchSlavic
tail stags OldPrussian
tail agon Polish

tail Xvost Russian

tail ré:p SerboCroatian
tail xvost Slovak

tail rep Slovenian

tail Xvist Ukrainian

tail wopu/ UpperSorbian
that toj Belarusian
that onzi Bulgarian

that tamten Czech

that tamten Kashubian
that tas Latvian

that tas Lithuanian

that tamng LowerSorbian
that wong LowerSorbian
that toj Macedonian

that onoj Macedonian

that ons OldChurchSlavic
that to OldChurchSlavic
that stas OldPrussian

that tamten Polish

that tot Russian

that ta;j SerboCroatian
that dna;j SerboCroatian
that tamten Slovak

that ti:sti Slovenian

that toj Ukrainian

that tamna UpperSorbian
there tam Belarusian

there tam Bulgarian

there tam Czech

there tam Kashubian

there tar Latvian

there ten Lithuanian

there tenais Lithuanian

there tam LowerSorbian
there tamu Macedonian
there tu OldChurchSlavic
there stwen OldPrussian
there tam Polish

there tam Russian

there tAmo SerboCroatian
there tam Slovak
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there tam Slovenian
there tam Ukrainian
there tam UpperSorbian
they jani Belarusian
they te Bulgarian
they ont Czech

they oni Kashubian
they vini Latvian

they jie Lithuanian
they woni LowerSorbian
they tie Macedonian
they ti OldChurchSlavic
they ji OldChurchSlavic
they oni OldChurchSlavic
they tennei OldPrussian
they oni Polish

they onii Russian

they 3ni SerboCroatian
they oni Slovak

they 3:ni Slovenian
they vont Ukrainian
they wonii UpperSorbian
thick towsti Belarusian
thick dobet Bulgarian
thick tlusti: Czech

thick gasti Kashubian
thick biezs Latvian

thick resns Latvian

thick storas Lithuanian
thick tankus Lithuanian
thick twusts LowerSorbian
thick debel Macedonian

thick tIsto OldChurchSlavic
thick debelo OldChurchSlavic
thick grubs Polish

thick totstij Russian

thick débeo SerboCroatian
thick firubi: Slovak

thick dé:bew Slovenian

thick tovstij Ukrainian

thick tosts UpperSorbian
thin tonkii Belarusian

thin tynak Bulgarian

thin tepki: Czech

thin cenczi Kashubian

thin tiévs Latvian

thin plonas Lithuanian

thin canki LowerSorbian
thin tenok Macedonian

thin tinoko OldChurchSlavic
thin tonoko OldChurchSlavic
thin teenkii Polish

thin tonkiij Russian

thin tanak SerboCroatian
thin tenki: Slovak

thin ta:nok Slovenian

thin tonkj Ukrainian

thin tfenki UpperSorbian
think mésléc Kashubian

think galvoti Lithuanian

think dumats’ Belarusian

think mislia Bulgarian

think mislet Czech

think doma Latvian

think mastyti Lithuanian




think moslie LowerSorbian
think misli Macedonian
think muusliti OldChurchSlavic
think pomirit OldPrussian
think moglete Polish

think dumati Russian

think misliti SerboCroatian
think misliec Slovak

think mi:sliti Slovenian
think dumatr Ukrainian
think moslitf UpperSorbian
this yeti Belarusian
this tozi Bulgarian

this tento Czech

this ten Kashubian
this Sis Latvian

this Sis Lithuanian
this Sitas Lithuanian
this ten LowerSorbian
this ovoj Macedonian
this st OldChurchSlavic
this schis OldPrussian
this ten Polish

this etot Russian

this dvaij SerboCroatian
this ten Slovak

this ta: Slovenian

this tsej Ukrainian

this ton UpperSorbian
thou ti Belarusian
thou ti Bulgarian
thou tI Czech

thou tu Latvian

thou to LowerSorbian
thou ti Macedonian
thou tw OldChurchSlavic
thou tou OldPrussian
thou to Polish

thou ti Russian

thou ti: SerboCroatian
thou ti Slovak

thou ti: Slovenian
thou tr Ukrainian
thou to UpperSorbian
three tri Belarusian
three tri Bulgarian
three trr Czech

three trzé Kashubian
three tris Latvian

three trys Lithuanian
three tei LowerSorbian
three tri Macedonian
three trije OldChurchSlavic
three tirts OldPrussian
three ts9 Polish

three trii Russian

three tri: SerboCroatian
three tri Slovak

three tri: Slovenian
three tr Ukrainian
three tsi UpperSorbian
throw céskac Kashubian
throw mesti Lithuanian
throw kiidats/ Belarusian
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throw xvyrliom Bulgarian
throw fa:zet Czech

throw met Latvian

throw SViéz Latvian

throw Xgeie LowerSorbian
throw forli Macedonian
throw metati OldChurchSlavic
throw vraefti OldChurchSlavic
throw metis OldPrussian
throw Zutsate Polish

throw brosati Russian

throw ba:tsiti SerboCroatian
throw hoyic Slovak

throw meta:ti Slovenian
throw kidatx Ukrainian
throw meéetatf UpperSorbian
throw tfisnotf UpperSorbian
tie rzeszéc Kashubian

tie risti Lithuanian

tie viazatsi Belarusian

tie vrszvom Bulgarian

tie va:zat Czech

tie sien Latvian

tie WIzag LowerSorbian
tie vorze Macedonian
tie vEzati OldChurchSlavic
tie perreist OldPrussian
tie vjoujzate Polish

tie viazati Russian

tie v zati SerboCroatian
tie viazac Slovak

tie vé:zati Slovenian

tie vjazatr Ukrainian

tie jazatf UpperSorbian
tongue jazik Belarusian
tongue azik Bulgarian
tongue jazik Czech

tongue jazék Kashubian
tongue mele Latvian
tongue liezuvis Lithuanian
tongue jizok LowerSorbian
tongue jazik Macedonian
tongue JEZwko OldChurchSlavic
tongue insuwis OldPrussian
tongue jedjzok Polish

tongue jizik Russian
tongue jézik SerboCroatian
tongue jazik Slovak
tongue jé:zik Slovenian
tongue jazik Ukrainian
tongue jazok UpperSorbian
tooth zub Belarusian
tooth zxb Bulgarian
tooth zub Czech

tooth zab Kashubian
tooth 20bs Latvian

tooth dantis Lithuanian
tooth zub LowerSorbian
tooth zab Macedonian
tooth 25bo OldChurchSlavic
tooth dantis OldPrussian
tooth zomb Polish

tooth zub Russian
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tooth z(:b SerboCroatian
tooth zub Slovak

tooth z0'b Slovenian
tooth zub Ukrainian
tooth zub UpperSorbian
tree dreva Belarusian
tree darvo Bulgarian

tree strom Czech

tree drzéwia Kashubian
tree darva Latvian

tree koks Latvian

tree medis Lithuanian
tree drévé Lithuanian
tree bom LowerSorbian
tree dorvo Macedonian
tree drevo OldChurchSlavic
tree garian OldPrussian
tree dzgvo Polish

tree dierievo Russian

tree dfvo SerboCroatian
tree strom Slovak

tree drevo: Slovenian
tree derevo Ukrainian

tree Jtom UpperSorbian
turn skracac Kashubian
turn apsisukti Lithuanian
turn pavarotgvatsi | Belarusian
turn ubryftom Bulgarian
turn adbot/it Czech

turn ototfit Czech

turn griez Latvian

turn vers Latvian

turn krypti Lithuanian

turn Wotbotsge LowerSorbian
turn hobrogie LowerSorbian
turn varti Macedonian
turn obratiti OldChurchSlavic
turn wartinna OldPrussian
turn odvratsate Polish

turn skrentsate Polish

turn povoratfivati | Russian

turn obrmuti SerboCroatian
turn adbotfic Slovak

turn ototfic Slovak

turn obra:tfati Slovenian
turn obertatr Ukrainian
turn zZweertnat[ UpperSorbian
turn wobrotfitf UpperSorbian
turn wotbotfit[ UpperSorbian
two dva Belarusian
two dva Bulgarian

two dva Czech

two dwa Kashubian
two divi Latvian

two du Lithuanian
two dvi Lithuanian
two dwa LowerSorbian
two dva Macedonian
two dova OldChurchSlavic
two dwai OldPrussian
two dva Polish

two dva Russian

two dva: SerboCroatian




two dva Slovak

two dva: Slovenian

two dva Ukrainian

two dwaj UpperSorbian
vomit wracac Kashubian
vomit vemti Lithuanian
vomit vaniitavats’ Belarusian
vomit puvryftom Bulgarian
vomit zvratset Czech

vomit vemj Latvian

vomit bliuwag LowerSorbian
vomit povraca Macedonian
vomit bAivati OldChurchSlavic
vomit wimbmis OldPrussian
vomit zvratsate Polish

vomit rvati Russian

vomit rigati SerboCroatian
vomit pdvrateati SerboCroatian
vomit bAtvati SerboCroatian
vomit vratsac Slovak

vomit blju:vati Slovenian
vomit bliuvatr Ukrainian
vomit bluwatf UpperSorbian
walk jic Kashubian
walk eiti Lithuanian
walk isitsii Belarusian
walk xadzitsi Belarusian
walk xodia Bulgarian
walk varviy Bulgarian
walk jitt Czech

walk X1t Czech

walk iét Latvian

walk staiga Latvian

walk vaikscioti Lithuanian
walk hoe LowerSorbian
walk Xgjzie LowerSorbian
walk odam Macedonian
walk iti OldChurchSlavic
walk xoditi OldChurchSlavic
walk xodzite Polish

walk icte Polish

walk xodiiti Russian

walk x3:dati SerboCroatian
walk itei SerboCroatian
walk Xojic Slovak

walk i:sc Slovak

walk i:ti Slovenian
walk xodi:ti Slovenian
walk xoditr Ukrainian
walk it Ukrainian
walk khodzit[ UpperSorbian
walk hitf UpperSorbian
warm tsiophi Belarusian
warm topot Bulgarian
warm tepli: Czech

warm cepti Kashubian
warm silts Latvian

warm Siltas Lithuanian
warm cOpW9 LowerSorbian
warm topol Macedonian
warm topld OldChurchSlavic
warm enaistwet OldPrussian
warm tapis OldPrussian
warm teepwo Polish
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warm tiophij Russian

warm tdpao SerboCroatian
warm cepli: Slovak

warm t3:pow Slovenian
warm tephyj Ukrainian
warm tfopwa UpperSorbian
wash méc Kashubian
wash mazgoti Lithuanian
wash mits’ Belarusian
wash mijo Bulgarian
wash mi:t Czech

wash mazga Latvian

wash moe LowerSorbian
wash mie Macedonian
wash muuti OldChurchSlavic
wash aumusnan OldPrussian
wash Mmate Polish

wash miti Russian

wash prati SerboCroatian
wash mic Slovak

wash mi:ti Slovenian
wash mitx Ukrainian
wash mot[ UpperSorbian
water vada Belarusian
water vu'da Bulgarian
water voda Czech

water woda Kashubian
water (idens Latvian

water vanduo Lithuanian
water wada LowerSorbian
water voda Macedonian
water vaoda OldChurchSlavic

water unds OldPrussian
water wundan OldPrussian
water voda Polish

water voda Russian

water vida SerboCroatian
water voda Slovak

water vi:.da Slovenian
water vada Ukrainian
water woda UpperSorbian
we mi Belarusian

we nis Bulgarian

we m1 Czech

we mé Kashubian

we més Latvian

we mes Lithuanian
we mo LowerSorbian
we nie Macedonian
we mux OldChurchSlavic
we mes OldPrussian
we mo Polish

we mi Russian

we mi: SerboCroatian
we mi Slovak

we mi: Slovenian

we miI Ukrainian

we mo UpperSorbian
wet mokri Belarusian
wet mokor Bulgarian

wet mokri: Czech

wet mokri Kashubian
wet slapjs Latvian

wet Slapias Lithuanian




wet maks9 LowerSorbian
wet mokar Macedonian
wet mokrd OldChurchSlavic
wet mokro Polish

wet mokrij Russian

wet mdkar SerboCroatian
wet mokri: Slovak

wet m3d:kor Slovenian

wet mokrij Ukrainian

wet mokr9 UpperSorbian
what sto Belarusian
what kokvo Bulgarian
what tso Czech

what co Kashubian
what kas Latvian

what kuris Lithuanian
what tso LowerSorbian
what Jto Macedonian
what t[ito OldChurchSlavic
what ka OldPrussian
what tso Polish

what sto Russian

what Jt SerboCroatian
what tfo Slovak

what ka:j Slovenian
what stso Ukrainian
what Jto UpperSorbian
when kalii Belarusian
when ku'ga Bulgarian
when gdr Czech

when czedé Kashubian
when kad Latvian

when kada Lithuanian

when ga LowerSorbian
when koga Macedonian
when kogda OldChurchSlavic
when kdgda OldChurchSlavic
when koli OldChurchSlavic
when kadan OldPrussian
when kiedg Polish

when kagda Russian

when kada SerboCroatian
when kedi Slovak

when gda;j Slovenian

when koh Ukrainian

when ds UpperSorbian
where dzie Belarusian

where kode Bulgarian

where gde Czech

where dze Kashubian

where kar Latvian

where kur Lithuanian
where kame Lithuanian
where ) LowerSorbian
where kade Macedonian
where kode OldChurchSlavic
where quei OldPrussian
where gdze Polish

where gdie Russian

where gdjé SerboCroatian
where aje Slovak

where kje: Slovenian

where de Ukrainian
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who gdo: Slovenian
who xto Ukrainian
who Jtu UpperSorbian
wide sirokii Belarusian
wide Jirok Bulgarian
wide Jiroki: Czech

wide Szeroczi Kashubian
wide plats Latvian

wide platus Lithuanian
wide soroki LowerSorbian
wide Jirok Macedonian
wide Jirokd OldChurchSlavic
wide serokii Polish

wide sirokiij Russian

wide Jirok SerboCroatian
wide Jiroki: Slovak

wide Jirok Slovenian
wide SIrokij Ukrainian
wide Jiroki UpperSorbian
wife zonka Belarusian
wife 39na Bulgarian
wife man3zelka Czech

wife biatka Kashubian
wife slébnd Kashubian
wife siéva Latvian

wife zmona Lithuanian
wife Zenska LowerSorbian
wife 3ena Macedonian
wife 3ena OldChurchSlavic
wife gennan OldPrussian
wife Zona Polish

wife zgna Russian

where dze UpperSorbian
white bieti Belarusian
white biat Bulgarian
white bi:li: Czech

white bioh Kashubian
white balts Latvian

white baltas Lithuanian
white brwg LowerSorbian
white bel Macedonian
white bzl OldChurchSlavic
white gaylis OldPrussian
white bjaws Polish

white bietij Russian

white bjé:1 SerboCroatian
white bieli Slovak

white bé:w Slovenian
white bilyj Ukrainian
white brwg UpperSorbian
who Xto Belarusian
who koj Bulgarian
who gdo Czech

who chto Kashubian
who kas Latvian

who kas Lithuanian
who Xto LowerSorbian
who koj Macedonian
who koto OldChurchSlavic
who kas OldPrussian
who kto Polish

who kto Russian

who tk5 SerboCroatian
who kto Slovak




161

wife 3€na SerboCroatian
wife man3elka Slovak

wife 3€ma Slovenian
wife druzma Ukrainian
wife 3ona UpperSorbian
wind vigtsier Belarusian
wind viater Bulgarian
wind viitr Czech

wind wiater Kashubian
wind VEj$ Latvian

wind véjas Lithuanian
wind Wwits LowerSorbian
wind vetar Macedonian
wind Veetrs OldChurchSlavic
wind wetro OldPrussian
wind vjatr Polish

wind vietier Russian

wind vjétar SerboCroatian
wind vigtor Slovak

wind veé:tor Slovenian
wind viter Ukrainian
wind witsik UpperSorbian
wing krito Belarusian
wing krito Bulgarian
wing kri:dlo Czech

wing skrzidto Kashubian
wing sparns Latvian

wing sparnas Lithuanian
wing keidwo LowerSorbian
wing krilo Macedonian
wing krilo OldChurchSlavic
wing skreile OldPrussian

wing sksodwo Polish

wing krito Russian

wing kri:lo SerboCroatian
wing kri:dlo Slovak

wing kri:lo Slovenian
wing krito Ukrainian
wing kfidwo UpperSorbian
wipe wécerac Kashubian
wipe Sluoti Lithuanian
wipe vitsiiratsi Belarusian
wipe byrfo Bulgarian
wipe iztrivom Bulgarian
wipe vici:rat Czech

wipe slatika Latvian

wipe watriie LowerSorbian
wipe brife Macedonian
wipe triti OldChurchSlavic
wipe treeti OldChurchSlavic
wipe Voteerate Polish

wipe vitiirati Russian

wipe brisati SerboCroatian
wipe triec Slovak

wipe bri:sati Slovenian
wipe vitiratt Ukrainian
wipe tritf UpperSorbian
with z Belarusian
with S¥S Bulgarian
with s€ Czech

with z Kashubian
with ar Latvian

with su Lithuanian
with san Lithuanian
with ze LowerSorbian
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with S0 Macedonian
with SO OldChurchSlavic
with sen OldPrussian
with ze Polish

with S Russian

with sa SerboCroatian
with S0 Slovak

with z Slovenian
with z Ukrainian
with 7€ UpperSorbian
woman zantgina Belarusian
woman 39na Bulgarian
woman 3ena Czech

woman biatka Kashubian
woman siéviéte Latvian
woman moteris Lithuanian
woman zenska LowerSorbian
woman 3ena Macedonian
woman 3ena OldChurchSlavic
woman gennan OldPrussian
woman kobjeta Polish

woman Zgnfina Russian
woman 3€na SerboCroatian
woman 3ena Slovak
woman 3€:na Slovenian
woman zinka Ukrainian
woman 3ona UpperSorbian
woods lies Belarusian
woods gu'ra Bulgarian
woods les Czech

woods miskas Lithuanian
woods mezs Latvian

woods galia LowerSorbian
woods Juma Macedonian
woods gora Macedonian
woods leess OldChurchSlavic
woods median OldPrussian
woods las Kashubian
woods las Polish

woods lies Russian
woods Juma SerboCroatian
woods les Slovak

woods gozd Slovenian
woods liis Ukrainian
woods lis UpperSorbian
worm tsarviak Belarusian
worm tfervej Bulgarian
worm tferv Czech

worm robok Kashubian
worm tarps Latvian

worm kirmélé Lithuanian
worm sliekas Lithuanian
worm tser LowerSorbian
worm tsarv Macedonian
worm tfrivi OldChurchSlavic
worm slayx OldPrussian
worm robak Polish

worm tfervi Russian

worm v SerboCroatian
worm tferv Slovak

worm tfairw Slovenian
worm tservjak Ukrainian
worm tfer UpperSorbian
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year yod Belarusian
year gudina Bulgarian
year rok Czech

year rok Kashubian
year gads Latvian

year metai Lithuanian
year liito LowerSorbian
year godina Macedonian
year leeto OldChurchSlavic
year mettan OldPrussian
year rok Polish

year god Russian

year gddina SerboCroatian
year rok Slovak

year lé:to Slovenian
year riik Ukrainian
year Iito UpperSorbian
yellow Zowti Belarusian
yellow vt Bulgarian
yellow 3luti: Czech

yellow 7061ti Kashubian
yellow dzeltens Latvian
yellow geltonas Lithuanian
yellow ZoWt9 LowerSorbian
yellow 3olt Macedonian
yellow 3lits OldChurchSlavic
yellow gelatynan OldPrussian
yellow Zuwt9 Polish

yellow Zpttij Russian
yellow 3h:t SerboCroatian
yellow 3lti: Slovak
yellow rumen Slovenian

yellow ZovtIj Ukrainian
yellow 30t9 UpperSorbian
yellow verdhé Albanian
yellow Zairitod Avestan
yellow zairi§ Avestan
yellow ksant"os Greek

yellow gelo OldHighGerman
yellow bore Ossetian

you Vi Belarusian
you vio Bulgarian

you VI Czech

you wa Kashubian
you jus Latvian

you w9 LowerSorbian
you vie Macedonian
you vur OldChurchSlavic
you iots OldPrussian
you Vo Polish

you Vi Russian

you Vi SerboCroatian
you vi Slovak

you Vi Slovenian

you oI Ukrainian

you w9 UpperSorbian
you jus Lithuanian
you ju Albanian

you vO Avestan

you yiiZom Avestan

you jus Gothic

you hy:mé:s Greek

you iuwih OldHighGerman
you sumay Ossetian
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APPENDIX B

SOURCE CODE



Basic ALINE algorithm taken from NLTK

ALINE for multiple languages created following
LingPy standards as best as possible

Constants

+H H H H

inf = float('inf")

# Default values for maximum similarity scores

C skip = 10 # Indels

C_sub = 35 # Substitutions

C exp = 45 # Expansions/compressions

C vwl =5 # Vowel/consonant relative weight

# Basic consonant list.

(Kondrak 2002:

165

54)

(decreased from 10)

Can be edited with additional symbols.

consonants = ['B', 'N', 'R', 'b', '¢', '4', 'f', 'g', 'h', '3', 'k', '1"',

lml, lnl, lpl, Vql, lr|, ISI, ltl, 'V', 'X', IZI, 'Q'[ Iél, 'h', 'I_]'l lql,

';_l", ’G', 'Y’I 'ﬁ’l lll, ']\_51, lu{V, ’ID', 'D'I lnl, VNl, l@l, 'I', '-I'I '-[-l

'E', IRI, 'B', 'S' IJ‘I, ltl, 'U', lZL l, 131, I’PII l(:I, 'B', ljl, IBI,

'e', ’X'I 'ZL’I 'wl]

# Relevant features for comparing consonants and vowels

R ¢ = ['aspirated', 'lateral', 'manner', 'nasal', 'place', 'retroflex',
'syllabic', 'voice']

# 'high' taken out of R v because same as manner

R v = ['back', 'lateral', 'long', 'manner', 'nasal', 'place',
'retroflex', 'round', 'syllabic', 'voice']

# Basic feature list. Additional features,
# can be added as necessary.

such as palatalization

# Flattened feature matrix (Kondrak 2002: 56)
similarity matrix = {
#place
'bilabial': 1.0, 'labiodental': 0.95, 'dental': 0.9,
'alveolar': 0.85, 'retroflex': 0.8, 'palato-alveolar': 0.75,
'palatal': 0.7, 'velar': 0.6, 'uvular': 0.5, 'pharyngeal': 0.3,
'glottal': 0.1, 'labiovelar': 1.0, 'vowel': -1.0, # added 'vowel'
#manner
'stop': 1.0, 'affricate': 0.9, 'fricative': 0.85, # increased fricative
from 0.8
'trill': 0.7, 'tap': 0.65, 'approximant': 0.6, 'high vowel': 0.4,
'mid vowel': 0.2, 'low vowel': 0.0, 'vowel2': 0.5, # added vowel
#high
'high': 1.0, 'mid': 0.5, 'low': 0.0,
#back
'front': 1.0, 'central': 0.5, 'back': 0.0,
#binary features
'plus': 1.0, 'minus': 0.0

}

# Relative weights of phonetic features
salience = {
'syllabic':
'place': 40,
'manner': 50,

S5,

(Kondrak 2002:

55)
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'voice': 5, # decreased from 10
'nasal': 20, # increased from 10
'retroflex': 10,

'lateral': 10,

'aspirated': 5,

'long': 0, # decreased from
'high': 3, # decreased from
'back': 2, # decreased from
'round': 2 # decreased from

(G2 NG BNG I )

# Example symbol-feature matrix correspondences

# Every symbol, both vowels and consonants, needs a corresponding

# feature matrix

# (Kondrak 2002: 59-60)

feature matrix = {

# Consonants

'p': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice':
1 3 A}

minus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
1 3 A}

minus'},

'b': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice':
1 A}

plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
1 3 A}

minus'},

't': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice':
] 2 \}

minus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
\} 3 A}

minus'},

'd': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice':
] |}

plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
] 2 \}

minus'},

't': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus',
'voice': 'minus',

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':

] 2 \}

minus'},

'd': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus',

\} 3 \} A} A}

voice': 'plus',

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':

\} 3 \}

minus'},

'c': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice':
\} 3 \}

minus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
\} 3 \}

minus'},

'7': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice':

'plus’',
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'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'k': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'minus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'g': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'g': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'minus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'e': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'wvoice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'2': {'place': 'glottal', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'minus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'm': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'plus’',

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'm': {'place': 'labiodental', 'manner': 'stop', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'n': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'plus’,

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'n': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'plus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':
'minus’'},

'n': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice':
'plus’,

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':

'minus’'},



168

'n': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice':

'plus’,

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':

'minus'},

'n': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'wvoice':

'plus’,

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':

'minus'},

'N': 'place': 'uvular', 'manner': 'stop' 'syllabic': 'minus', 'voice':

4

'plus’,

'nasal': 'plus' 'retroflex': 'minus' '"lateral': 'minus', 'aspirated':
I 14

'minus'},

'B': {'place': 'bilabial' 'manner': 'trill' 'syllabic': 'minus',

’ ’ Y

'voice': 'plus',

'nasal': 'minus' 'retroflex': 'minus' 'lateral': 'minus' 'aspirated':
14 4 4

'minus'},

'B': {'place': 'bilabial', 'manner': 'trill', 'syllabic': 'minus',

'voice': 'plus',

'nasal': 'minus' 'retroflex': 'minus' 'lateral': 'minus' 'aspirated':
14 4 14

'minus’'},

'r': {'place': 'alveolar', 'manner': 'trill', 'syllabic': 'minus',

'voice': 'plus',

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':

'minus'},

'R': {'place': 'uvular', 'manner': 'trill', 'syllabic': 'minus', 'voice':

'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':

'minus'},

'R': {'place': 'uvular', 'manner': 'trill', 'syllabic': 'minus', 'voice':

'plus’,

'nasal': 'minus' 'retroflex': 'minus' 'lateral': 'minus' 'aspirated':
4 14 14

'minus'},

'c': 'place': 'alveolar' 'manner': 'tap' 'syllabic': 'minus', 'voice':

’ ’ Yy

'plus’,

'nasal': 'minus' 'retroflex': 'minus' 'lateral': 'minus' 'aspirated':
4 4 14

'minus’'},

'r': 'place': 'retroflex', 'manner': 'tap', 'syllabic': 'minus', 'voice':

T p

'plus’,

'nasal': 'minus' 'retroflex': 'plus' 'lateral': 'minus' 'aspirated':
14 4 4

'minus’'},

'®d': {'place': 'bilabial', 'manner': 'fricative', 'syllabic': 'minus',

'voice': 'minus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':

'minus'},



'B'. {l
'voice'
'nasal'
'minus’

'f'. {l
'voice'
'nasal'
'minus’

'V': {l
'voice'
'nasal'
'minus’'

'e'. {'
'voice'
'nasal'
'minus’

'6'. {'
'voice'
'nasal'
'minus’

Tg'. {l
'voice'
'nasal'’
'minus’
AR {l
'voice'
'nasal'’
'minus’

'J". {'
'minus’
'nasal'’
'minus’

'3': {'
'minus’
'nasal'’
'minus’

'SV: {'
'voice'
'nasal'
'minus’
'ZL': {'
'voice'
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|l
4

A}
4

place': 'bilabial', 'manner': 'fricative', 'syllabic': 'minus',
: 'plus',
: 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
|
place': 'labiodental', 'manner': 'fricative', 'syllabic': 'minus
A} S L}
: 'minus',
: 'minus', 'retroflex': 'minus' 'lateral': 'minus', 'aspirated':
14
|
place': 'labiodental', 'manner': 'fricative', 'syllabic': 'minus
: 'plus',
: 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
|
place': 'dental', 'manner': 'fricative', 'syllabic': 'minus',
: 'minus',
: 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
bo
place': 'dental', 'manner': 'fricative', 'syllabic': 'minus',
: 'plus',
: 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
bo
place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus',
: 'minus',
: 'minus' 'retroflex': 'minus' 'lateral': 'minus', 'aspirated':
14 4
br
place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus',
: 'plus',
: '"minus' 'retroflex': 'minus' 'lateral': 'minus', 'aspirated':
4 4
|
place': 'palato-alveolar', 'manner': 'fricative', 'syllabic':
, 'voice': 'minus',
: 'minus' 'retroflex': 'minus' 'lateral': 'minus', 'aspirated':
4 4
|
place': 'palato-alveolar', 'manner': 'fricative', 'syllabic':
, 'voice': 'plus',
: 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
br
place': 'retroflex', 'manner': 'fricative', 'syllabic': 'minus',
|} 3 \l
: 'minus',
: 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':
br
place': 'retroflex', 'manner': 'fricative', 'syllabic': 'minus',

: 'plus',



'nasal': 'minus

'minus'},

'c': {'place':
'voice': 'minus
'nasal': 'minus
'minus'},

{'place':
'plus’'
'minus

'j':
'voice':
'nasal':
'minus'},

'x': {'place':
'voice': 'minus
'nasal': 'minus
'minus'},

{'place':
'plus’
'minus

'Y':
'voice':
'nasal':
'minus'},

'x': {'place':
'voice': 'minus
'nasal': 'minus
'minus'},

's': {'place':
'voice': 'plus'
'nasal': 'minus
'minus'},

'h': {'place':
'voice': 'minus
'nasal': 'minus
'minus'},

'¢': {'place':
'voice': 'plus'
'nasal': 'minus
'minus’'},

'h': {'place':
'voice': 'minus
'nasal': 'minus
'minus’'},

'A': {'place':
'voice': 'plus'
'nasal': 'minus
'minus'},

4

4

4

4

4
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', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':

'palatal', 'manner': 'fricative', 'syllabic': 'minus',

'l

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'palatal', 'manner': 'fricative', 'syllabic': 'minus',

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'velar', 'manner': 'fricative', 'syllabic': 'minus',

'l

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'velar', 'manner': 'fricative', 'syllabic': 'minus',

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'uvular', 'manner': 'fricative', 'syllabic': 'minus',

'I

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'uvular', 'manner': 'fricative', 'syllabic': 'minus',

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'pharyngeal', 'manner': 'fricative', 'syllabic': 'minus',
'l

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'pharyngeal', 'manner': 'fricative', 'syllabic': 'minus',
', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'glottal', 'manner': 'fricative', 'syllabic': 'minus',

'l

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'glottal', 'manner': 'fricative', 'syllabic': 'minus',

', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
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'$': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus',
'voice': 'minus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated':
'minus'},

'B': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated':
'minus'},

'v': {'place': 'labiodental', 'manner': 'approximant', 'syllabic':
'minus', 'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'z': {'place': 'alveolar', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'7': {'place': 'retroflex', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated':
'minus'},

'J': {'place': 'palatal', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'ww': {'place': 'velar', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus'},

'1': {'place': 'alveolar', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated':
'minus'},

'w': {'place': 'labiovelar', 'manner': 'approximant', 'syllabic': 'minus',
'voice': 'plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated':
'minus’'},

# Vowels

'i': {'place': 'vowel', 'manner': 'vowel2',6 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': 'front', 'round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
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'y': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': '"front', 'round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'e': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': '"front', 'round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
'E': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'wvoice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': '"front', 'round': 'minus', 'long': 'plus', 'aspirated': 'minus'},
'g': {'place': 'vowel', 'manner': 'vowel2',6 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': '"front','round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'e': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': '"front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
'e': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid’',
'back': '"front','round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low',
'back': '"front', 'round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
'a': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low',
'back': '"front', 'round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
'A': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':

] |}

plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low',
'back': '"front','round': 'minus', 'long': 'plus', 'aspirated': 'minus'},
'i': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':

] |}

plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': 'central','round': 'minus', 'long': 'minus', 'aspirated':

'minus'},
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'g': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':

\} \}

plus',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': 'central','round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
's': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': 'central','round': 'minus', 'long': 'minus', 'aspirated':
'minus'},

'u': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': 'back', 'round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'U': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': 'back','round': 'plus', 'long': 'plus', 'aspirated': 'minus'},
'o': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': 'back', 'round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'O': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid’',
'back': 'back', 'round': 'plus', 'long': 'plus', 'aspirated': 'minus'},
'o': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid',
'back': 'back','round': 'plus', 'long': 'minus', 'aspirated': 'minus'},
'n': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice':
'plus’',

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low',
'back': 'back','round': 'minus', 'long': 'minus', 'aspirated': 'minus'},
'T': {'place': 'vowel', 'manner': 'vowel2',6 'syllabic': 'plus', 'voice':
'plus’,

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high':
'high',

'back': '"front', 'round': 'minus', 'long': 'plus', 'aspirated': 'minus'},

class Aline (Wordlist) :
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"""Basic class for handling the ALINE calculations"""

def init (self,filename, **keywords):
kw={"segments":"tokens",
"numbers" : "numbers",
"transcription":"ipa",
"langid":"langid",
"duplicates":"duplicates",

"tokenize":ipa2tokens,
"cogid":"Aline ID"
}

kw.update (keywords)

self. segments = kw['segments']

self. numbers = kw['numbers']

self. langid = kw['langid']

self. duplicates = kw['duplicates']

self. transcription = kw['transcription']
self. cogid=kw['cogid']

Wordlist. init (self, filename)
assert self. segments in self.header or self. transcription in
self.header

if self. langid not in self.header:
transform = dict(zip(self.taxa, [str(i + 1) for i in
range (self.width)]))
self.add entries(self. langid, self. col name, lambda x:
transform[x])

def get lists(self):
""" get lists of IPA entries for each language"""
lang dict={}
for taxon in self.taxa:
lang dict[taxon]=self.get list (col=taxon, entry='ipa')

return lang dict

def aline lists(self):
"""Align all of the languages in a wordlist using the ALINE
algorithms """

alm dict={}

dist dict={}

lang form dict=self.get lang dicts()

for pair in self.get pairs list():
langl=pair[0]
lang2=pair[1l]
dictl=lang form dict[langl]
dict2=lang form dict[lang2]
form list={}
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dist list={}
get keys=set (dictl.keys()).intersection(dict2.keys())
for key in get keys:
if len(dictl[key]) >1:
for k in range(len(dictl[key])):
alml={key:align(dictl[key] [k],dict2[key] [0])}

distance={key:round(aline dist (dictl[key] [k],dict2[key] [0]),3)}
dist list.update (distance)
form list.update (alml)

elif len(dict2[key]) >1:
for k in range(len(dict2[key])) :
alml={key:align(dictl[key] [0],dict2[key] [k])}

distance={key:round(aline dist(dictl[key] [0],dict2[key][k]),3)}
form list.update (alml)
dist list.update (distance)

else:
alml={key:align(dictl[key] [0],dict2[key][0])}

distance={key:round(aline dist(dictl[key] [0],dict2[key][0]),3)}
form list.update (alml)
dist list.update(distance)

alm dict.update ({pair:form list})
dist dict.update({pair:dist list})

return dist dict, alm dict

def aline cluster (self, threshold):
"""Cluster the aligned words into cognate sets based on the user-
defined distance threshold"""
clust dict={}
dist dict=self.aline lists () [0]
for concept in self.concept:
concept list=[]
lang list={}
for pair in self.get pairs list():
if concept in dist dict[pair]:
concept list.append(dist dict[pair] [concept])
lang list.update({pair[0]:1})
lang list.update({pair[1]:1})
else:
pass
matrix=squareform(concept list)
cluster=flat upgma(0.3,matrix,sorted(lang list))
clust dict.update ({concept:cluster})

return clust dict

def get cognate ids(self,threshold):
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"""Get the ALINE IDs for the clustered words"""
clust dict=self.aline cluster (threshold)
counter=0
counter2=0
con_count=1
cog_id list=[]
cog id dict={}
ids dict={}
for concept in self.concept:

cog dict={}

for idx in clust dict[concept]:
counter3=0
counter+=1
if len(clust dict[concept] [idx]) >1:
for 1 in range(len(clust dict[concept] [idx])):
counter2+=1
cog id list.append(counter)

cog dict.update({clust dict[concept] [idx][i]:counter})
ids_dict.update ({counter2:counter})
print (counter2, concept,
clust dict[concept] [idx] [counter3], counter)
counter3+=1
else:
counter2+=1
cog id list.append(counter)
cog_dict.update ({clust dict[concept] [idx] [0] :counter})
ids_dict.update ({counter2:counter})
print (counter2, concept,
clust dict[concept] [idx] [counter3], counter)
cog 1id dict.update ({concept:cog dict})
con_count+=1
print ("#")
return cog id list, cog id dict, ids dict

def add ids(self,threshold):
"""Add the ALINE IDs to the wordlist"""
ids=self.get cognate ids(threshold) [2]
self.add entries('AlineID',ids, util.identity)

def add alines(self):
"""Add the optimal alignments to the wordlist"""
alms=self.aline lists () [1]
self.add entries('Aline',alms,util.identity)

def get pairs list(self):
"""Create all of the language pairs"""
lang list=self.languages
pairs=itertools.combinations(lang list,2)
pair list=list(pairs)
return pair list
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def get lang dicts(self):
"""Get dictionaries of all words in the wordlist for each
languages"""

lang form dict={}

for language in self.languages:
temp dict=self.get dict (col=language,entry='ipa')
lang form dict.update ({language:temp dict})

return lang form dict

def lang dist(self):
"""Find the ALINE distances between languages"""

dist dict=self.aline lists () [0]

lang dist dict=dist dict

for key in lang dist dict:
for k in lang dist dict[key]:

val=np.array(lang dist dict[key][k]) .astype(np.float)

a=round (np.mean (val), 3)
lang dist dict.update({key:a})

return lang dist dict

def cluster langs(self):
"""Cluster the languages based on the ALINE distances"""
dist dict=self.lang dist()
cluster list=[]
for key in dist dict:
cluster list.append(dist dict[key])

matrix=squareform(cluster list)
cluster=flat upgma (0.3, matrix,self.taxa)
return cluster, matrix

def getitem (self,idx):
if idx in self. data:
return self. data[idx]
try:
return
(self. data[idx[0][0]][self. header[self. alias[idx[1]1]]],

self. data[idx[0][1]][self. header[self. alias[idx[1]]]])
except (IndexError, TypeError, KeyError):
try:
return
self. data[idx[0]] [self. header[self. alias[idx[1]]]]
except KeyError:
return
except TypeError:
raise KeyError ("The key [0] could not be
found.".format (idx))

def get subset(self,sublist, ref='concept'):
self.subsets={}
for tA,tB in util.multicombinations2 (self.taxa):
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self.subsets[tA,tB]=[pair for pair in self.pairs[tA,tB] if
self[pair,ref] [0] in sublist]

def output (self, fileformat, **keywords):

kw = dict(filename=self.filename, defaults=False)
kw.update (keywords)
self. output(fileformat, **kw)

def align(strl,str2, epsilon=0):

miwan

Compute the alignment of two phonetic strings.

:type strl, str2: str

:param strl, str2: Two strings to be aligned

:type epsilon: float (0.0 to 1.0)

:param epsilon: Adjusts threshold similarity score for near-optimal
alignments

:rtpye: list(list(tuple(str, str)))
:return: Alignment(s) of strl and str2

(Kondrak 2002: 51)
if np == None:
raise ImportError ('You need numpy in order to use the align
function')

assert 0.0 <= epsilon <= 1.0, "Epsilon must be between 0.0 and 1.0."

m = len(strl)

n = len(str?2)

# This includes Kondrak's initialization of row 0 and column 0 to all
Os.

S = np.zeros((m+l, n+l), dtype=float)

# If 1 <= 1 or j <= 1, don't allow expansions as it doesn't make
sense,
# and breaks array and string indices. Make sure they never get chosen
# by setting them to -inf.
for i in range(l, m+1):
for j in range(l, n+l):
editl = S[i-1, Jj] + sigma skip(strl]

i )
edit2 = S[i, j-1] + sigma skip(str2[]
[

1]
17)
-1

edit3 = S[i-1, j-1] + sigma sub(strl[i-1], str2[j-1])
if i > 1:

edit4 = S[i-2, j-1] + sigma exp(str2[j-1], strl[i-2:i])
else:

editd4 = -inf
if 3 > 1:

edit5 = S[i-1, j-2] + sigma exp(strl[i-1], str2[j-2:j])
else:

edit5 = -inf
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S[i, Jj] = max(editl, edit2, edit3, edit4, editb5, 0)
T = (l-epsilon)*np.amax(S) # Threshold score for near-optimal
alignments
alignments = []

for i in range(l, m+1):
for j in range(l, n+1):
if S[i,j] >= T:
alignments.append( retrieve(i, j, 0, S, T, strl, str2,

(1))

return alignments

def retrieve(i, j, s, S, T, strl, str2, out):

mwwan

Retrieve the path through the similarity matrix S starting at (i, Jj).

:rtype: list(tuple(str, str))
:return: Alignment of strl and str2

mwian

if sS[i, j1 == 0:
return out
else:
if j > 1 and S[i-1, j-2] + sigma exp(strl[i-1], str2[j-2:3]) + s
>=
out.insert (0, (strl[i-1], str2[j-2:31))
_retrieve(i-1, j-2, s+sigma exp(strl[i-1], str2[j-2:3]), S, T,
strl, str2, out)
elif 1 > 1 and S[i-2, Jj-1] + sigma exp(str2[j-1], strl[i-2:i]) + s
>= T:
out.insert (0, (strl[i-2:1], str2[j-11))
_retrieve(i-2, j-1, s+sigma exp(str2[j-1], strl[i-2:1i]), S, T,
strl, str2, out)
elif S[i, j-1] + sigma skip(str2[j-1]) + s >= T:

out.insert (0, ('-', str2[j-11))
_retrieve(i, j-1, s+sigma_ skip(str2[j-1]1), S, T, strl, str2,
out)
elif S[i-1, j] + sigma skip(strl[i-1]) + s >= T:
out.insert (0, (strl[i-1], '-"))
_retrieve(i-1, Jj, st+sigma_skip(strl[i-1]), S, T, strl, strz,
out)

elif S[i-1, j-1] + sigma sub(strl[i-1], str2[j-1]) + s >= T:
out.insert (0, (strl[i-1], str2[j-11))
_retrieve(i-1, j-1, s+sigma sub(strl[i-1], str2[3j-1]), S, T,
strl, str2, out)
return out

def sigma_ skip(p):

Returns score of an indel of P.

(Kondrak 2002: 54)
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LARAR AL

return C skip

sigma_ sub (p,q) :

LARARAS

Returns score of a substitution of P with Q.

(Kondrak 2002: 54)

LARARAS

return C sub - delta(p, 9) - V(p) - V(q)

sigma exp (p,q) :

miwan

Returns score of an expansion/compression.

(Kondrak 2002: 54)

gl = gl0]

g2 = qfll]

return C exp - delta(p, gl) - delta(p, g2) - V(p) - max(V(gl), V(g2))

delta(p,q):

mwian

Return weighted sum of difference between P and Q.

(Kondrak 2002: 54)

features = R(p, 9)
total = 0
for £ in features:
total += diff(p, g, f) * saliencelf]
return total

diff (p,q, ) :

mwwan

Returns difference between phonetic segments P and Q for feature F.

(Kondrak 2002: 52, 54)

mwian

p_features, g features = feature matrix[p], feature matrix[q]

if f=='place':
return abs(place matrix[p features[f]]-

place matrix[g features[f]])

elif f=='manner':
return abs(manner matrix[p features[f]]-

manner matrix[q features[f]])

elif f=='high':

return abs(high matrix[p features[f]]-high matrix[g features[f]])
elif f=='back':

return abs (back matrix[p features[f]]-back matrix[g features[f]])
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elif
f=='long'or'round'or'voice'or'nasal'or'lateral'or'aspirated'or'syllabic'or
'retroflex'\
or 'palatalized' or 'tense' or 'offglide':
return abs(binary matrix[p features[f]]-
binary matrix[q features[f]])

def sim(p,q) :
"""return similarity score for two segments"""
assert 0.0 <= epsilon <= 1.0, "Epsilon must be between 0.0 and 1.0."
seg dist=delta (p, q)
m = len(p)
n = len(q)
# This includes Kondrak's initialization of row 0 and column 0 to all
Os.
S = np.zeros((m+l, n+l), dtype=float)
# If 1 <=1 or j <= 1, don't allow expansions as it doesn't make
sense,
# and breaks array and string indices. Make sure they never get chosen
# by setting them to -inf.
for i in range(l, m+1):
for j in range(l, n+1):
editl = S[i-1, Jj] + sigma skip(p[i-11])
edit2 = S[i, j-1] + sigma skip(g[j-11)
edit3 = S[i-1, j-1] + sigma sub(p[i-1], g[j-11)

if i > 1:

edit4 = S[i-2, j-1] + sigma exp(g[j-1], p[i-2:1])
else:

editd4d = -inf
if 3 > 1:

editb = S[i-1, j-2] + sigma exp(pli-1], gl[j-2:J1])
else:

editb = -inf
S[i, Jj] = max(editl, edit2, edit3, edit4, edit5, 0)

return S[i, 7]

def aline sim(strl,str2):
"""get the similiarity scoree for two strings
total sim=0
for p,g in zip(strl,str2):
total sim+=sim(p, q)
return total sim

mmoan

def normal sim(strl,str2):
"""Normalized similarity score as taken from Downey et al. (2008)"""
return
((2*aline_sim(str1,str2))/(aline_sim(strl,strl)+aline_sim(str2,str2)))

def aline dist(strl,str2):
"""Trye distance statistics as proposed by Downey et al. (2008)"""
return l-normal sim(strl,str2)
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def R(p,q):

miwan

Return relevant features for segment comparsion.

(Kondrak 2002: 54)

if p in consonants or g in consonants:
return R ¢

else:
return R v

def V(p):

miwan

Return vowel weight if P is vowel.

(Kondrak 2002: 54)

if p in consonants:
return 0

return C vwl



