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CHAPTER 1 

INTRODUCTION 

1.1 The Comparative Method 

 

 The Comparative Method has been a pillar of historical and comparative linguistics for 

the better part of two-hundred years (for a comprehensive overview of its development, see 

Lehmann 1993:24-37). Linguists have established genetic relationships among languages 

through commonly inherited forms, systematically and manually identifying phonetic 

correspondences in the words of languages. It accounts for similarities that cannot be chance and 

allows for the reconstruction of proto-languages. However, its use and the interpretation of its 

results is reliant on expert knowledge of the languages being compared, and the methodologies 

are often difficult to convey to the general field of linguistics. Moreover, it can be an impossible 

task to carry out this work by hand for large linguistic corpora, and the process as a whole is 

dependent on previous documentation and investigation. Consequently, there is a growing 

interest in applying computational and quantitative methods to this workflow that is the 

Comparative Method, as part of a larger trend in the field of linguistics. These are regarded as 

advantageous because of their objectivity, transparency, and replicability of results (List & 

Moran 2013). This thesis applies these methods to the controversial topic of Balto-Slavic 

phylogeny, in the pursuit of improving these computational approaches and shedding light on the 

specific relationships in this area of the Indo-European language family. 

 Trask (200:64-67) lists three main steps that compose the Comparative Method: 1. 

establish a genetic relationship; 2. Identify cognate sets through systematic correspondences of 
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sounds in words of similar meanings; 3. Reconstruct proto-forms from these correspondence 

sets. This is a much more arduous task than simply identifying words that look similar: whole 

phonological systems and sound laws are proposed and reconstructed through this.  As an 

example of the Comparative Method, take the following words for ‘hundred’ in a number of 

Indo-European languages (Fortson 2004: 131) in Table 1. 

Table 1: Indo-European words for ‘hundred’ 

Language Word 
Latin centum 

Greek ἑκατόν 

Tocharian B kante 

Old Irish cét 

Middle Welsh cant 

Gothic hund 

Sanskrit śatám 

Avestan satəm 

Lithuanian šim͂tas 

Old Church Slavic sŭto 

A genetic relationship is established through an exhaustive comparison of the grammar, 

phonology, and lexicon of these languages. Mere similarities of form are not enough evidence to 

establish a relationship, but grammatical correspondences and other anomalies do. Afterwards, a 

specific comparison of words can take place with the goal of reconstructing a common ancestor 

form. Sound correspondences in these specific forms are determined, in Table 2. 

Table 2: Correspondence sets for ‘hundred’ 

Latin  c e n t u m 

Greek (he) k a -- t ó n 

Tocharian B  k a n t e -- 

Old Irish  c é -- t -- -- 

Middle Welsh  c a n t -- -- 

Gothic  h u n d -- -- 

Sanskrit  ś a -- t á m 

Avestan  s a -- t ə m 

Lithuanian  š i m͂ t a s 

Old Church Slavic  s ŭ -- t o -- 
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Eventually, through this comparison, historical linguists arrived at the proto-form *ḱm̥tóm, where 

each segment of the word represents the correspondence sets of the aligned segments above. This 

reconstruction does not happen in isolation, as the sound changes that are proposed (e.g. *ḱ>Gk. 

k, Skt. ś, etc.) can only be proposed in light of evidence from other comparisons of forms. These 

sound changes must be seen in other forms. The entire process requires an intimate knowledge of 

the languages involved, something that can only be gained when looking at large amounts of data 

from the languages involved. The process as a whole is easy with such a limited data set as the 

one above but can quickly become overwhelming when hundreds of correspondence sets must be 

analyzed.  

1.2 Improving and Expanding the Comparative Method 

While the Comparative Method has been and will continue to be useful, it does have 

some problems: it is time consuming and requires practiced expertise and explanation. The 

results are subjective to whoever is doing the reconstruction. Additionally, it assumes the tree 

model of language evolution (Schleicher 1853). This will be particularly relevant to the 

discussion of Baltic and Slavic phylogeny that is explored in this thesis. Without a doubt, these 

two language groups have a strong relationship, but the exact nature of that relationship has been 

a source of great debate over the last century and a half. The tree model is suitable for expressing 

the general patterns of language evolution, i.e. vertical inheritance between mother and daughter 

nodes. It is a useful shorthand to communicate these patterns without much detail. However, it 

assumes a uniformity of the language varieties involved, is unable to accurately describe dialect 

continua and fails to convey horizontal interactions between languages, such as lexical 

borrowing. These notions are important to the question of Balto-Slavic: how these two branches 
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of Indo-European are related cannot fully be explained through a simple bifurcating tree. The 

evolution of these languages, and all languages in fact, is a much more complicated process.  

These problems should be addressed, and computational methods are a possible solution. 

Quantitative approaches are quickly dominating linguistics, and the subfield of historical and 

comparative linguistics is not immune to this trend. Within the last few decades, various 

automatic algorithms have been proposed that handle a step or aspect of the Comparative 

Method, such as identifying cognates and establishing correspondence sets through phonetic 

alignment tools that have been used across the field (Kondrak 2000). Many of these methods 

draw inspiration from other fields or have been lifted wholesale from other disciplines, such as 

evolutionary biology and phylogeny. Through these modern approaches, we can automate some 

of the more mundane tasks of the comparative method, while making our experiments and 

investigations replicable by others in the field. This could prove particularly useful for language 

groups that are not as well-documented as the Indo-European languages. Additionally, more and 

more linguistic data in varied forms are becoming readily available thanks to the ease of modern 

recording and the internet. The languages of today will change and evolve into the languages of 

tomorrow, and the methods we use will eventually have to analyze corpora in the millions and 

billions of words. While that scenario is well down the line, it does not hurt to prepare ahead of 

time, especially when we can still gain insight into previous problems of historical linguistics. 

Nevertheless, hiding these improvements behind uninterpretable code and algorithms 

does not improve the communicability of results that historical linguists should be seeking. The 

goal is not to replace the handiwork of the Comparative Method but instead to supplement it, 

allowing us to explore both old and new data in different ways. Like List et al. (2017), I advocate 

a “computer-assisted framework,” rather than a fully-automated one. Ideally, this is an iterative 
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process, where the data is passed through computers with time in between stages to view the 

algorithmic findings and edit any mistakes. These methods should not make the process more 

difficult or obtuse but should be a useful tool in the hands of an expert. 

1.3 Outline 

The goals of this thesis are twofold: the first is to advocate for the integration of 

computational methods into historical linguistics and to improve upon them (specifically the 

LingPy toolkit) as an augment to traditional, manual methods; the second is to describe the 

phylogenetic network of the Baltic and Slavic languages, determining the relationships shared by 

the two Indo-European branches through these quantitative approaches.   

The rest of the paper will proceed in the following manner. In chapter 2, I present a 

review of the scholarship surrounding the Balto-Slavic question. The dominant theories of the 

past hundred years and the evidence for each of them will be discussed. Additionally, the Baltic 

and Slavic languages as individual entities will be examined as they relate to the problem at 

hand, considering the evolution of the languages for which we have actual historical records and 

the ways in which the two branches diverge. 

An overview of computational and quantitative methods in historical linguistics follows 

in chapter 3. The wide-ranging approaches and algorithms that have been proposed, such as tests 

for genealogical relatedness (Kessler 2001), automatic cognate detection (Steiner et al. 2011), 

and automatic proto-form reconstruction (Bouchard-Côte et al. 2013), are analyzed before the 

introduction of the LingPy toolkit that unifies many of these methods into a computer-assisted 

framework. The key points of this chapter are the advantages of using these approaches in 

historical linguistics as a supplement to our traditional handiwork of the Comparative Method. 
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Using techniques that the rest of linguistics has embraced improves the communicability and 

replicability of our results, in addition to making the manual work of highly trained experts 

easier. 

Chapters 4 and 5 present LingPy, an open-source Python toolkit that integrates many of 

the methods from chapter 3, and the data. Here, the focus is on how the Swadesh lists that 

comprise the data were gathered and how they must be organized to work with LingPy.  

 Chapter 6 is a presentation of the preliminary results from LingPy. Here, stock methods 

are applied to the data without any modifications. This is the first level of discussion, 

highlighting the benefits of computational methods, but also noting the shortcomings of LingPy.  

Chapters 7 and 8 build upon the earlier exploration, by integrating the ALINE algorithm, 

which uses phonetic features to calculate distance scores, into LingPy and presenting the final 

results of this expanded approach. While the basic algorithms for automatic cognate detection 

and proto-form reconstruction included in LingPy are useful, they can be rather heavy-handed 

and blunt, lacking the finesse of an expert linguist. Consequently, there can be many mistakes in 

cognate judgments, which can negatively affect other aspects of the framework, such as 

borrowing detection and phylogenetic reconstruction, thereby yielding inaccurate results. With 

this new method, we can see whether the implementation of phonetic features, a more detailed 

way of examining segments, adds anything to the analysis. Here, the computationally derived 

results are compared to the work done by experts. Additionally, final thoughts on the Balto-

Slavic relationship are discussed. 

Chapter 9 concludes the analysis, summarizing the main points, highlighting those areas 

that need further study and continued improvement. 
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CHAPTER 2 

THE BALTO-SLAVIC QUESTION 

2.1 The controversy at hand 

 It is undeniable that Baltic and Slavic languages share a number of innovations, but the 

exact nature of this relationship has been a source of much controversy and debate within the 

field. The conception of intermediate stages between Proto-Indo-European and the attested 

languages of the various daughter branches (German Zwischenursprachen) goes back to the 

earliest comparative grammars of Indo-European in the 19th century. The existence of an Indo-

Iranian group (with a hypothesized Proto-Indo-Iranian language) was proposed from the outset 

and has never been in doubt. In contrast, the idea of a Proto-Balto-Slavic language has gone 

through several stages of acceptance and rejection over the last two centuries. Both branches are 

relative newcomers on the stage of history, with Slavic first appearing in the 9th c. CE, though 

most of our written records are later copies of these earlier writings, and with no major writings 

in Baltic appearing until the 16th c. CE. Their late attestation has not helped to clear the debate of 

a “Balto-Slavic” proto-language. However, we are certain that they are connected in some way, 

either through a common proto-language or through areal contact. The following sections 

provide a history of the debate, highlighting the main points on both sides of the argument (For a 

discussion of the Baltic and Slavic languages used in this experiment, see chapter 4). 

2.2 Overview of scholarship 

 Before the 19th century and the establishment of more scientific comparative grammars, 

the status of Baltic as an independent branch was called into question: Ostermeyer (1775, 1780), 
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among others, viewed the Baltic languages as an offshoot of Slavic, with Gothic and Finnish 

influences. This view did not last very long, however. Bopp’s Vergleichende Grammatik (1833-

1849) presented the Baltic languages alongside the other Indo-European branches, with no 

particular emphasis placed on a relationship with Slavic in the earlier volumes. Once the 

independence of Baltic and Slavic was established, the question of their original relationship 

soon arose. In Bopp’s later volumes and his work devoted exclusively to Baltic (1853), he 

entertains the idea of an original group called Lettisch-slawisch, noting that the Baltic languages 

displayed a closer relationship with Slavic than with any of the other language groups in Indo-

European. This can be considered the first coherent expression of a Balto-Slavic hypothesis.  

Shortly after Bopp, Schleicher (1861), in his tree model of Indo-European, also grouped 

the two in one sub-branch, á la Indo-Iranian. This is the classic expression of Balto-Slavic unity, 

with an intervening stage of Slawo-litauisch, or what we would call Proto-Balto-Slavic 

(additionally, Schleicher proposed that this was an offshoot of slawodeutsh, which split into 

“Germanic” and “Balto-Slavic”). In general, the neogrammarians held to Schleicher’s 

hypothesis. At this time, during the development of the Comparative Method, August Leskien 

was among those who established the doctrine of die Ausnahmslosigkeit der Lautgesetze, i.e. that 

sound laws are exceptionless, and determined that genetic relationship between languages 

depended on common innovations shared exclusively by these langauges, rather than archaisms 

(which prove only that an original relationship existed). This still holds today, as it implies that 

Balto-Slavic, and really any hypothesis of linguistic relatedness, must be evaluated by comparing 

the two groups of languages to each other but also against the background of the wider language 

family, i.e., other Indo-European languages in the case of Balto-Slavic. This allows for the 

identification of isoglosses shared by the two groups and the detection of which of those 
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isoglosses are innovations rather than archaisms. Thus, any theory of Balto-Slavic must involve 

at some level a reconstruction of Proto-Indo-European. 

Brugmann (1886; 1904: 283 f) also shared this view, using the phrase der baltisch-

slavische Zweig and talking about a Balto-Slavic community. He supported it with a list of 

shared innovations, which are enumerated and discussed below. The notion of a unitary Balto-

Slavic branch was unchallenged in the latter half of the 19th century, until Antoine Meillet in his 

book on the Indo-European dialects (1908): Meillet believed that independent innovations were 

just as likely as a period of Balto-Slavic unity. He claims that the undeniable similarities found in 

Baltic and Slavic are the result of parallel developments: using the same evidence as Brugmann, 

Meillet asserts that the parallel changes are linguistically natural and common enough to be 

caused by chance. Additionally, he maintains that many of these so-called isoglosses extend back 

to Proto-Indo-European, saying that they are not truly innovations. Supporting all of this is an 

emphasis on the divergences found between Baltic and Slavic. These assertions are reviewed in 

section 2.4. 

Meillet’s hypothesis was the first challenge to the idea of Balto-Slavic. While some 

scholars still adhered to the traditional view of the 19th century, others tried to reconcile it with 

Meillet’s criticisms. Endezlīns (1911) explored all aspects of the debate in an attempt to redefine 

Balto-Slavic, accounting for both shared innovations and divergences. He proposed that, even at 

the time of the Indo-European proto-language, there was a dialectal distinction between Slavic 

and Baltic: the two speech communities lived close together, forming a secondary speech 

community. This would explain the number of differences between the two but allow for the 

acquisition of common features due to contact. Opposed to this is Rozwadowski (1912), who 

argued for an original, unified speech community of Balto-Slavic. He accounted for the 
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divergences by positing a point in time in which Baltic and Slavic split apart and no longer had 

contact. Later on after 1000 CE, there was an era of renewed contact that still exists to this day. 

Of the two responses to Meillet, Rozwadowski’s thesis has garnered little support and has been 

widely denied since its conception. Nevertheless, Meillet’s work and Endzelīns’ response created 

this debate, placing a new emphasis on differences in addition to commonalities. 

The next scholar to take up this issue was Reinhold Trautmann, who became one of the 

principle proponents of the Balto-Slavic hypothesis, systematizing lexical correspondences 

between the two language groups in his Baltisch Slavisches-Wörterbuch (1923). This work was a 

direct response to the debate initiated by Meillet. Trautmann collected various lexical items, 

which, according to him, were a part of the Balto-Slavic lexicon. However, this work has been 

criticized: Trautmann’s evidence of lexemes belonging exclusively to Baltic and Slavic is 

undermined by the inclusion of tokens that are found in other Indo-European languages as well 

as those that are attested in only one of either Baltic or Slavic as well as in other branches. While 

this fell short of successfully supporting the hypothesis, Trautmann was not alone in his defense, 

with scholars such as Van Wijk (1923), Pisani (1932), and Vaillant (1956) all contributing to the 

idea of a Balto-Slavic unity. Others still opposed the idea along the same grounds as Meillet, as 

did Fraenkel in his Die baltischen Sprachen (1950), which treated the Baltic and Slavic 

relationship as more of a Sprachbund. Erhart (1958) established fourteen features which he 

claimed disproved the Balto-Slavic theory, employing the same approach as Brugmann (1886), 

but with opposite results. 

At this point in time, the debate consisted of reiterating the points made over the 

preceding half-century, until Werner Winter (1978) discovered a common phonetic law in Baltic 

and Slavic, i.e. “Winter’s Law.” This law is itself controversial, but if one accepts it, it is a strong 
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argument for a common Balto-Slavic stage. In a somewhat novel approach, Ivanov and Toporov 

(1958) discussed the Balto-Slavic issue not in terms of a common proto-language but instead 

posited that the formed a dialect continuum. In their eyes, Slavic seemed less archaic and could 

be interpreted as an evolution of the more archaic Baltic. While this attracted the attention of 

many Lithuanian linguists, it is difficult to maintain that Slavic was an offshoot of Baltic, 

especially since, as Petit (2004:30) points out, Slavic is in many ways more archaic than Baltic, 

especially in terms of word formation (see Ambrazas 1991). Birnbaum (1970) characterizes the 

different approaches to the Balto-Slavic question as presenting four different possibilities: 1. A 

Balto-Slavic proto-language; 2. Balto-Slavic as a linguistic model, with both branches having 

different starting points; 3. Separate but parallel offshoots of Indo-European; and 4. Convergence 

through a Sprachbund. 

Much of this debate was established in the middle of the 20th century, but the work was 

still ongoing until the turn of the century. Within the last three decades, many other scholars have 

contributed their own evolving views: Schmid (1992) rejected the idea of Balto-Slavic unity, 

preferring to describe it as contact between two languages that were already separated. One of 

his main points is that the parallels between Baltic and Slavic are much more recent than some 

that are shared by Baltic and Germanic or even Baltic and Balkan languages (causing him to 

reconstruct a Ponto-Baltic dialectal area within the Indo-European family). Schmid’s approach is 

unique in that it attempts to organize the various isoglosses that Baltic shares with other language 

groups into distinct chronological layers, beginning with Ponto-Baltic, then Germanic, and 

finally ending with Slavic. Pohl (1992), using examples such as palatalization and the aspectual 

systems of both groups narrows down the debate to an areal approach and a typological 

approach, stipulating that the Baltic that is attested has been filtered through prolonged contact 
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with Slavic languages. This means that many of the parallels might be the result of contact and 

borrowing rather than a common origin. This comprises the areal approach, similar to past 

arguments about parallel development and contact. For the typological approach, Pohl, inspired 

by the contact between Baltic and the typologically distinct Finno-Ugric languages, compares the 

potential subgroup of Balto-Slavic to other subgroups in Indo-European, specifically Indo-

Iranian. For the latter, we can reconstruct a material and intellectual culture that was shared by 

both language groups, starting with a common name (IIR *arya-: Skt. a ́ rya-, Av. airiio ). No such 

stage of common culture has been reconstructed for Balto-Slavic (nor has there been any 

archaeological evidence for it: see below). Ultimately, Pohl concludes that the majority of 

convergences in the two dialects are the result of extended contact rather than a single origin. 

While the debate around Balto-Slavic has understandably been a linguistic one, tscholars 

such as Kostrzewski (1956), Sturms (1960), and Gimbutas (1992) have tried to expand the 

discussion by integrating archaeological data, and it is important to recognize these 

contributions. According to Kostrzewski, if a Balto-Slavic community existed, it would have 

been before the period of 1500 BCE, after which there is no archeological evidence in the area. 

Sturms also claims that there was no period of unity, claiming that both branches had different 

starting points and only underwent a secondary merger because of geographic proximity later on. 

Gimbutas observes that there are similarities in the hydronymy of Baltic and Slavic, but there is 

no real archaeological support for a common Balto-Slavic period. 

There are still numerous other contributions that have been made to this debate, but this 

overview has just served to highlight the main points concerning Balto-Slavic. Petit 

(forthcoming) summarizes the evidence, noting that we must allow for the possibility of dialectal 

variations in our reconstructed proto-languages and that a perfectly uniform speech community is 
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not even a possibility. Linguistic communities are networks that interact with each other in 

multiple ways. The difficulty in determining the exact nature of the relationship between Baltic 

and Slavic is the result of the complex parameters of the wider Indo-European reconstruction, the 

chronological relationship between Baltic and Slavic, and the geographic proximity shared by 

them. Only against the background of Indo-European reconstruction, something that is in a near-

constant state of flux and renewal, can the isoglosses and common innovations in Baltic and 

Slavic be judged. The question of chronology is hard to determine, thanks to the relatively late 

attestations of both branches: the final answers to this debate are lost in the shadows of 

unrecorded history. Alongside this, the two groups have remained in constant contact since their 

attestation, making it difficult to determine the difference between shared innovations and 

borrowings or linguistic interference. Nevertheless, there is a consensus among scholars today 

that Baltic and Slavic are descended from the same proto-language; however, these proto-

languages must not be conceived as perfectly ordered linguistic entities, where there must be a 

direct correspondence between all aspects of Slavic and Baltic. This is a limitation of the tree-

model proposed by Schleicher and reflected in his reconstructions for Indo-European as being 

free of internal variation. These criticisms have already been levelled against this model and the 

Comparative Method. In order to give a more accurate picture of the linguistic situation, we must 

view the languages as representing continua in a network interacting in multiple ways. Many of 

the computational methods that are used in this thesis (see chapters 3 and 4) seek to highlight this 

notion. 

2.3 Evidence for a common Balto-Slavic stage 

 With the review of scholarship out of the way, it is time to examine the evidence for and 

against the Balto-Slavic hypothesis. First, the facts cited by the proponents of the theory are 
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presented. As discussed briefly above, the Leskien principle, whereby genealogical classification 

of languages is based on shared innovations, is at play here. To reiterate Meillet (1908), in order 

for the features discussed here to lend credence to the theory, they must be traceable to the proto-

language and not reflect later stages of innovation, as well as salient enough to rule out parallel 

development. Brugmann (1897) provides some of the earliest systematized evidence for Balto-

Slavic in the form of a list of eight isoglosses shared by both groups: 

1) outcomes of syllabic resonants *r̥, *l̥, *n̥, and *m̥ as ir, il, in, and im (or sometimes ur, ul, 

un and um) 

2) lack of geminate consonants 

3) formation of “definite adjectives” through an agglutinative pronoun *-(j)is: e.g. Lith. 

ge͂ras ‘good’ → geràsis ‘the good one,’ OCS dobrъ ‘good’→ dobryi ‘the good one’ 

4) transition to *-i̯o-stem in the masculine active participles 

5) influence of *-i-stems on consonant stems based on the reanalysis of Acc.sg. *-m̥ as *-in: 

Lith. akmenimì, OCS kamenьmъ < *-men-i-m- 

6) elimination of suppletion in the Indo-European *so-/to- pronoun to only *to-: Lith. tàs, 

OCS tъ 

7) dative singular of the 1st person pronoun: Lith. mán, OCS mьnĕ < *men-ei (cf. Lat. mihi , 

OInd. máhyam < *meĝh(e)i-) 

8) syncretism of the genitive and ablative cases in favor of the ablative in thematic stems: 

PIE Abl.sg. *-o d > Gen.sg. Lith. -o, OCS -a  

Petit (forthcoming) compiles a list of many of the other arguments made by additional 

scholars for Balto-Slavic. Among the pieces of phonological evidence, which are taken from 

Endzelīns (1911:3-128) are the following: 
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1) Hirt’s Law (Hirt 1895): the ictus of a final vowel was retracted if the vowel of the 

preceding syllable was followed by a tautosyllabic laryngeal, e.g. PIE *dhuh2-mó- 

‘smoke’ > Lith. du ́mai, Gen.sg. SCr. dȉma 

2) Winter’s Law (Winter 1978): vowels lengthened before original voiced stops, e.g. PIE 

*udreh2 ‘otter’ > Lith. u ́ dra, Rus. Výdra 

3) Development of a tone system, as in Lith. bóba and SCr. bȁba ‘old woman’ 

4) PIE *eu̯ > *iau (> Baltic *iau, Slavic *iu): Lith. liáudis, OCS ljudije < PIE *h1leu̯dh- 

‘people.’ Old Prussian has some exceptions to this: OP keuto ‘skin’ vs. Lith. kiáutas 

‘shell’ < *keu̯-t-. 

Most of the morphological evidence has already been highlighted by Brugmann’s list, but 

notably absent from it is the fact that infinitives are formed by an abstract *-ti-like suffix, as in 

Lith. bu ́ ti from a suffix in *-ti- and OCS byti ‘to be’ from a suffix in *-tei-. Petit (2004, 

forthcoming) notes that syntactic isoglosses are more difficult to determine, due to the late 

written records of Baltic that were already heavily influenced by some Slavic languages, but 

there are some that could go back to a common Balto-Slavic stage: 

1) Use of the genitive as the direct object in negated sentences. However, this is rare in 

Latvian and nonexistent in Old Prussian 

2) Double negation (Dini 1997: 126) 

3) Use of the instrumental as a predicate with verbs of ‘being’ and ‘becoming.’ Both 

Latvian and Old Prussian lost the instrumental case, and Fraenkel (1926) rejects the 

Balto-Slavic origin of this phenomenon. 
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The lexical similarities shared by Baltic and Slavic have always been a strong source of 

evidence, with some even speaking of a shared Balto-Slavic lexicon (see Trautmann 1923, 

Endzelīns 1911, and Dini 1997). The following are some examples: 

1) Balto-Slavic *eźeran ‘lake’ > Lith. ẽžeras, Latv. ezers, OP assaran and OCS 

jezero, Russ. ozero, SCr. jȅzero, Pol. jezioro. 

2) Balto-Slavic *gālvā ‘head’ > Lith. galvà, Latv. galṽa, OP galwo and OCS glava, 

Russ. golova, SCr. gláva, Pol. głowa. 

3) Balto-Slavic *rankā ‘hand’ > Lith. rankà, Latv. rùoka, OP rancko and OCS rǫka, 

Russ. ruka, SCr. rúka, Pol. ręka. 

4) Balto-Slavic *vārnā ‘crow’ > Lith. várna, Latv. vãrna, OP warne and OCS vrana, 

Russ. vorona, SCr. vrȁna, Pol. wrona. 

Additionally, many suffixes are found exclusively in Baltic and Slavic, including the diminutive 

*-uk- (Lith. tevùkas ‘little father,’ OCS synъkъ ‘little son’) and the agent suffix *-neik-/-ni(n)k- 

(OP maldenikis, OCS mladenьcь ‘child’). 

2.4 Evidence against a common Balto-Slavic stage 

The evidence provided thus far is seen by many scholars to be conclusive. Even for those 

that do object, the similarities shared by Baltic and Slavic are undoubtedly striking. In order not 

to be one-sided in this argument, it is still useful to review those counterpoints that have been 

proposed over the years. Meillet (1908) responded to Brugmann’s claims about innovations 

shared by Baltic and Slavic, claiming that most of the “innovations” were just inherited from 

Proto-Indo-European or just natural, typological developments. For example, the changes of 

syllabic resonants to a vowel+resonant and the lack of geminate consonants are trends found in 
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other Indo-European branches, so it could be that these were simply inherited from Indo-

European. 

Erhart (1958) provided a list of fourteen divergences between Baltic and Slavic as a 

counterpoint to Brugmann’s assertions. Pohl (1992) reiterates many of these points. 

1) the first palatalization of velars in Slavic: this phenomenon does not occur in Baltic but 

seems to be paralleled in Indo-Iranian, perhaps pointing to an innovation further back in 

Proto-Indo-European dialects: compare OCS žena, OInd. jáni < PIE *gwen(e)H2 

2) *o  and *a  merged in Slavic but remained distinct in Baltic 

3) Indefinite adjectives in Baltic have pronominal endings, similar to Germanic, but Slavic 

indefinite adjectives have normal nominal inflection 

4) Lithuanian comparatives are formed using the archaic -esnis, but nothing of the sort is 

found in Slavic: cf. OCS comparatives in -ějь 

5) Differences in word formation, such as agent nouns: -telь in Slavic but -ējas/-tojas in 

Baltic 

6) Numerals 5 to 9 are formed differently, appearing as *-io- stems in Baltic, but *-ti- stems 

in Slavic 

7) Numerals 11 to 19 in Baltic are strikingly similar to 11 and 12 in Germanic, while Slavic 

has a different formation 

8) Differences in verbal formations, such as presents in -sta- found in Baltic but not in 

Slavic 

9) Sigmatic aorist is still found in Slavic but not in Baltic 

10) 1st person singular of thematic verbs preserved the Indo-European ending *-o  in Baltic, 

whereas Slavic has a nasalized ending in *-o -m 
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11)  3rd person ending of thematic verbs is -a in Baltic, but Slavic has the long ending -etъ or 

short ending -e 

12)  Slavic has participles in -l-, but Baltic does not 

13)  The verbal category of aspect is prominent in Slavic languages but much less so in Baltic 

14)  Many lexical differences, such as different ablaut grades, e.g. Lith. dienà < *dei̯-n- vs. 

OCS dьnь < *di-n- 

Petit (forthcoming) concludes that none of these divergences is enough to rule out a Balto-Slavic 

stage. At times, Baltic seems more archaic than Slavic, while in other cases the reverse is true. 

Much of this can be accounted for by assuming recent innovations in one or both branches. 

Perhaps most problematic are things like the differences in ablaut grades, but that can easily be 

explained by assuming that Balto-Slavic still had an ablauting paradigm, where one form was 

generalized in one branch and another form in the other branch. 

 An additional complication for reconstructing a common stage arises from divergences 

that are internal to Baltic and Slavic. A common Slavic proto-language is unquestionably 

reconstructed (see Derksen 2008), but it is less clear-cut for Baltic. Moreover, there are times 

when the bond between Baltic and Slavic is limited to only a subgroup of the branches. As Stang 

(1966) noted, there is a special affinity between East Baltic and Slavic, which can be seen in the 

thematic genitive *-a  or *-o  > Lith. -o, OCS -a, for example. Compare this to Old Prussian 

which has the ending -as. There is even some division in the lexicon: Lith. akmuo͂, Latv. akmens 

and OCS kamy, Russ. kamenь vs. OP stabis. Nevertheless, there are times, though much rarer, 

when West Baltic goes with Slavic against East Baltic, such as possessive adjectives built on 

*moi̯o-, *tu̯oi̯o-, *su̯oi̯o-: OP mais, twais, swais and OCS moi, tvoi, svoi vs. Lith. ma͂nas, ta͂vas, 

sa͂vas.  
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Most of these facts can again be explained by assuming that one sub-branch followed a path of 

innovation away from the other and hence should not weaken the possibility of Balto-Slavic. 

What all of these objections tell us is that Balto-Slavic, and truly any language, has internal 

variation, with effects from dialectal difference perhaps going back to previous linguistic stages. 

The debate has been ongoing for nearly two centuries, with many of the same ideas surfacing in 

the arguments. But perhaps even more light can be shed on this complex relation through a novel 

approach using computational methods. 
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CHAPTER 3 

COMPUTATIONAL METHODS IN HISTORICAL LINGUISTICS 

3.1 Overview of different methods 

 The usefulness of computational and quantitative methods was briefly touched on above. 

This chapter focuses the conversation on these approaches, describing the underlying algorithms 

and why they are needed. General linguistics has been quick to adopt statistical methodologies 

over the past few decades. Historical linguistics, with its rich tradition, has been less enthusiastic, 

but that is quickly changing. More and more historical linguists are applying the established 

methods of other fields to their data. Many of these have drawn inspiration, or even been lifted 

wholesale, from approaches to evolutionary and molecular biology. Evolutionary phylogeny is 

concerned with the histories of species, genes, and morphological characteristics of organisms. 

Compare this to the histories of languages, grammatical features, and words. The parallels are 

rather striking, down to the underlying data structures, sequences of characters, that compose 

DNA in biology and words in linguistics. Whitfield (2008) gives a recent comparison of the two 

fields, while Atkinson & Gray (2005) gives a historical perspective on these comparisons. An 

investigation into the shared methodologies is not the present goal of this thesis, but it is 

important to note where many of the approaches that are discussed below come from.  

The Comparative Method has sufficed for the past two hundred years, due in large part to 

the rather limited data sets and the lack of computers for the majority of that time. This has 

changed very rapidly, as more and more data is made available digitally: ancient texts and 

wordlists are now easily accessible on the internet. This trend will not change, and the methods 
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of historical linguists will eventually have to keep up with the times. Massive amounts of data 

for modern languages are collected every single day: these corpora of millions and billions of 

words must eventually be analyzed as languages evolve and change over the coming centuries. 

We need to refine our approaches to accurately handle these amounts of data. List & Moran 

(2013) argue that computational approaches are needed because they are more objective, 

transparent, and easily replicable.  McMahon & McMahon (2005) assert that they are much more 

expedient than the traditional methodology. All of this allows for an easier comparison of results 

and the process of linguistic reconstruction. In response to this, many scholars have directly 

applied methods from molecular phylogenetics to linguistic data: Maximum Parsimony 

algorithms (Gray & Jordan 2000, Holden 2002, Rexova et al. 2006), Maximum Compatibility 

algorithms (Warnow 1997; Nakhleh, Ringe, and Warnow 2005), Maximum Likelihood and 

Bayesian approaches (Gray & Atkinson 2003, Dediu 2010, Greenhill et al. 2010). However, 

rather than strictly adopting the methods of evolutionary biology as a replacement for the 

Comparative Method, we should seek to augment it with computational methods, translating the 

different steps of the workflow into a computational toolkit that can easily assist experts in the 

field. Steiner, Stadler, and Cysouw (2011) outline one such possibility. This thesis adopts the 

Python toolkit, LingPy, as described in List & Moran (2013). This toolkit is explained in detail 

below. Before this, it is necessary to explore the various computational methods that are essential 

for historical linguistics. This serves as an introduction to those unfamiliar with these 

approaches, while explicating the motivations behind the functions that are applied to the Balto-

Slavic data in chapters 5, 6, and 7. This is by no means an exhaustive exploration of the different 

methods but only seeks to introduce major concepts that need to be addressed in the 

computational workflow, singling out a few proposed algorithms for a more in-depth analysis. 
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3.2 Phonetic alignment algorithms 

 The first computational problem that must be discussed is phonetic alignment. The 

importance of sequence alignment is readily apparent in biology, where DNA sequences are 

aligned to establish evolutionary and structural similarities and differences. The goal is to 

compare sequences of characters. The same is also true in historical linguistics. Through this 

comparison of sequences that compose words, we can derive cognate sets and ultimately 

reconstruct proto-forms. Recall the correspondence sets from the example of the Comparative 

Method in chapter 1 above, repeated here in Table 3. 

Table 3: Repeated example correspondence sets for ‘hundred’ 

Latin  c e n t u m 

Greek (he) k a -- t ó n 

Tocharian B  k a n t e -- 

Old Irish  c é -- t -- -- 

Middle Welsh  c a n t -- -- 

Gothic  h u n d -- -- 

Sanskrit  ś a -- t á m 

Avestan  s a -- t ə m 

Lithuanian  š i m͂ t a s 

Old Church Slavic  s ŭ -- t o -- 

 

The sound correspondence sets, i.e. each column, are almost exactly like these sequence 

alignments, though the term is never explicitly used in historical linguistics. However, within the 

traditional historical workflow, there is no formal method of alignment: the process depends 

solely on the linguist’s understanding of sound changes within the relevant languages to know 

which segments to compare to each other.  

How a linguist chooses to align the segments of words plays an infinitely important role 

in the rest of the Comparative Method, determining cognate sets and defining sound changes 

alike. Consequently, automatic approaches need to clearly outline the processes by which 
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alignment occurs, as they will affect the outcomes of all the methods that follow in the 

computational workflow. This section explores a few proposed algorithms for alignment. In 

general, they follow two steps: first, corresponding segments are identified, and, second, gap 

symbols (e.g. a dash --) are inserted as placeholders for non-corresponding segments. A scoring 

function is generally used to verify the optimal alignment of the sequences. For linguistic data, it 

is important to modify the scoring functions so that they generate individual scores based on the 

segments being aligned, since those segments will have varying similarities (List 2012). These 

functions are often derived from the phonetic features of the segments. 

The first of these algorithms were proposed for pairwise sequence alignment (Wagner & 

Fisher 1974). As with most of these computational methods, historical linguists only recently 

adopted these, after they have gone through many modifications and refinements in various 

fields. In pairwise sequence alignment, the optimal alignment of a sequence is built up from the 

alignment of smaller subsequences. Each segment is compared with each other or a gap. A score 

is calculated for all subsequence alignments. The highest scoring one is the optimal one, and it 

allows the score for larger subsequences to be determined. This continues until the optimal 

alignment for the whole sequence is established (Durbin et al. 2002). Extensions to this basic 

algorithm include local alignment. The default comparison is global alignment, where all 

segments are treated equally. This could lead to a comparison of segments in linguistic data that 

are not related. Local alignment solves this by only aligning the most similar subsequences, 

while the rest are ignored. The most common version of this is the Smith-Waterman algorithm 

(Smith & Waterman 1981). Some algorithms, such as DIALIGN (Morgenstern et al. 1996), do 

both global and local alignments at the same time for improved results. An example of resulting 
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alignments for global, local, and DIALIGN algorithms are given in Figure 1, taken from List 

(2012). 

 

Figure 1: Examples of different kinds of alignment 

However, with linguistic data, we do not always want sequences to be aligned, i.e. when two 

words are not cognates, we do not want to calculate an optimal alignment. Multiple sequence 

alignments allow for this, able to use guide-trees, constructed using cluster algorithms such as 

UPGMA (Unweighted Pair Group Method with Arithmetic Mean; Sokal & Michener 1958) and 

Neighbor-Joining (Saitou & Nei 1987) to align more than two sequences at a time. These allow 

for the comparison of much more data at once, analyzing more data more expediently than the 

simple pairwise algorithms. To summarize the information up to now, sequences are arranged in 

a matrix with corresponding segments in the same columns, with gaps filling the spots of non-

corresponding segments. 

 With this understanding, we can now examine one of the specific approaches that have 

been proposed. One such is the Sound-Class-Based Phonetic Alignment (SCA) method, first 

described in List (2012), which handles both pairwise and multiple sequence phonetic alignment. 

In this method, phonetic segments are compared using the concept of sound classes, as first 

conceived by Dolgopolsky (1964). Rather than depending on numerous phonological features to 

describe a segment, all sounds are grouped into different types, such that correspondences within 
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a single type are more regular than between types. There were ten original classes: labial 

obstruents; dental obstruents; sibilants; velar obstruents and dental affricates; labial nasal; other 

nasals; liquids; labial approximant; palatal approximant; laryngeals and initial velar nasal. List 

(2012) expands these rather limited categories into twenty-eight different classes to now include 

vowels and prosodic features such as tone, as can be seen in Table 4. 

Table 4: List of sound classes in SCA 

Class Description Example 

A Unrounded low vowels a 

B Labial fricatives f 

C Dental/alveolar affricates ts 

D Dental fricatives θ 

E Unrounded mid vowels e 

G Velar and uvular fricatives x 

H Laryngeals h 

I Unrounded high vowels i 

J Palatal approximant j 

K Velar and uvular stops k 

L Lateral approximants l 

M Labial nasal m 

N Nasals n 

O Rounded low vowels ɶ 

P Labial stops p 

R Trills, taps, flaps ɾ 

S Sibilants s 

T Dental/alveolar stops t 

U Rounded mid vowels o 

W Labial approximants/fricatives w 

Y High rounded vowels u 

0 Low even tones  

1 Rising tones  

2 Falling tones  

3 Mid even tones  

4 High even tones  

5 Short tones  

6 Complex tones  
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Sound change is then modeled as a transition between classes. The scoring function for this 

algorithm is derived from the probabilities of these transitions using a directed weighted graph: 

sound classes that are known to be closely associated are connected by directed edges which 

reflect the direction of sound change. The similarity score for two segments is then calculated by 

subtracting the score of one segment to itself from the length of the shortest connecting path 

between the two segments. Figure 2 gives an example of how this score is calculated along the 

directed weighted graph. 

 

Figure 2: Example similarity score calculation 

These particular paths show the directionality of palatalization of dental and velar stops. The 

similarity score between dentals stops and the resulting fricatives, for example, is calculated by 

subtracting the length of the shortest path (4) from the similarity score for a segment to itself 

(10). If no path exists, then the score is set to zero. Additionally, the SCA method distinguishes 

between seven prosodic environments: word-initial consonant, word-initial vowel, ascending 

sonority, sonority peak, descending sonority, word-final consonant, and word-final vowel.  It 

also allows for the alignment of secondary structures, such as syllables, which is especially 

important for tonal languages. The basic workflow of SCA has four stages: tokenization of the 
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input data, conversion of segments into sound classes, alignment analysis, and conversion from 

aligned sound classes to IPA. 

 There are many other proposed analyses for alignment, including Covington (1996), and 

Somers (1998). Another alignment algorithm comes from Kondrak (2000). One of the main 

differences between Kondrak’s ALINE and the SCA method is that it uses multivalued phonetic 

features as devised by Ladefoged (1995), such as [place] and [nasal]. Each of the features is 

weighted based on salience, e.g. [place] and [manner] being highly salient, with a numeric value 

assigned to each. Like the SCA, the comparison of segments is based on the notion of similarity, 

giving large positive scores to pairs of related segments and large negative scores to pairs of 

unrelated segments, while other algorithms are based on distance functions between phonetic 

segments, as in Nerbonne and Heeringa (1997). ALINE is somewhat limited in that it only does 

pairwise sequence alignments. It does allow for local comparison, in addition to global and semi-

global. Prokic et al. (2009) offers another approach to multiple sequence alignment. It is 

distance-based and builds multiple sequence alignment through the use of an iterative pairwise 

alignment program. No phonetic features or sound classes are used, essentially defining 

segments as either vowels or consonants and predefining distances between them. 

 Phonetic alignment is almost a subconscious process for an expert historical linguist: he 

or she just knows which sounds correspond in the respective languages because of the intimate 

knowledge of those languages. Automatic approaches do not have that luxury yet, and the goal is 

to not inundate the methods with hundreds of parameters that must be set before calculations and 

analysis can be carried out. Nevertheless, automatic phonetic alignment is a critical piece of the 

computational workflow, as it feeds directly into the next stage: cognate identification. 

3.3 Automatic cognate detection 
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  The identification of cognates shared by languages is the fundamental prerequisite for 

the Comparative Method. All further analysis, such as the establishment of a genetic phylogeny 

of the languages involved and the reconstruction of ancestral forms, hinges on the results of 

cognate identification. Cognates are determined through a combination of systematic sound 

correspondences, rather than surface phonetics, and semantic similarity shared by words in 

different languages. These correspondence sets are always defined with respect to the languages 

being compared rather than in general terms. Thus, they can only be established for individual 

languages. This is a time-consuming process when done by hand, especially when comparing 

and analyzing many languages at once. Automatic approaches seek to augment the expertise of 

linguists by handling more data at once and analyzing it in a more expedient fashion. There have 

been numerous proposals for automatic cognate detection, including Bergsma & Kondrak 

(2007), Steiner et al. (2011), and Rama et al. (2013).  

Many of these methods determine cognacy through phonetic distances or similarities in 

phonetic sequences. Again, this will directly depend on the results of the phonetic alignment 

discussed in the previous section. From the distance or similarity scores of the alignments, 

normalized scores can be calculated and compared to a predefined threshold score: normalized 

scores above the threshold indicate cognacy. Once cognacy status is determined, words are 

assigned to cognate sets. Some methods use a binary presence/absence pattern (PAP) where ‘1’ 

indicates a cognate and ‘0’ not a cognate. Others use the STARLING approach (Starostin 2000), 

where each cognate set is assigned a cognate ID and words within that set share the same ID. 

Once cognate sets are evaluated, other computational calculations can be carried out, as is shown 

in the following section. However, while many methods have been proposed, only a handful can 

do the type of work that we are asking them to do, such as handling more than two languages at 
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once. Additionally, the source code for most of them is unavailable on the internet. This limits 

the options for analysis in this thesis. Nevertheless, there are several useful algorithms that can 

still be used. In this section, four specific methods are compared in detail, highlighting the 

successes and shortcomings of each. 

 The first one was formulated in Turchin et al. (2010). It is generally referred to as the 

Turchin method, or the Consonant Class Matching approach. Similar to the SCA above, the 

Turchin method uses Dolgopolsky’s sound classes. Again, the idea is that certain sounds occur 

more frequently in correspondence relations than others. Vowels are all treated as one class. The 

general threshold for cognacy is that the first two consonant classes match. This is purposefully 

conservative, minimizing the possibility of false positives (i.e. false cognate sets that can lead to 

wrong conclusions about languages’ relationships). Once cognate sets are established, a measure 

of similarity between two languages can be computed by looking at the proportion of words that 

are cognates across both languages, giving the attested cognacy proportion. This is then 

compared to the cognacy proportion of randomized selections of words from both languages’ 

lists: the smaller this estimated proportion is, the more likely the observed cognacy proportion is 

not due to chance. This is a computationally simple and expedient method with some major 

drawbacks. It will lead to false negatives, as systematic sound correspondences cannot be 

captured when they go across consonant classes. Additionally, information that might be 

contained in vowels or in consonants beyond the first two is not taken into account. 

 A second approach is the Normalized Edit Distance (NED) method (Holman et al. 2011). 

This is a direct application of normalized Levenshtein distances (Levenshtein 1965) that have 

been used in informatics and computer science to measure the difference between sequences. At 

its basis, it counts the minimum number of insertions, deletions, and substitutions (“edits”) that 
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are required to transform a word into another one. For example, identical words would have an 

edit distance of 0. This measurement of similarity is not subject to phonological plausibility. The 

raw edit distances are normalized by dividing them by the number of symbols of the longer of 

the two compared words. This is done for all word pairs in a particular meaning slot, which are 

then clustered into cognate sets using a flat version of the Unweighted Pair Group Method with 

Arithmetic Mean (UPGMA) algorithm (Sokal & Michener 1958). Clustering algorithms in 

general group items that are as similar as possible into clusters. Items in one cluster should be as 

different as possible from those in another cluster. Since we are working with words from 

different languages, these clusters will be cognate sets. UPGMA uses the edit distances between 

word pairs to group the words into cognate sets, terminating whenever a predefined threshold has 

been reached. 

 A third method is a combination of the NED method and the Sound-Class Based 

Alignment discussed in the previous section (List 2014). UPGMA clustering is used here as in 

NED, but the distance scores are computed using the alignment method. Similar to the Turchin 

method, sound classes are the basis for comparison, though it does use the expanded version 

from List (2012a). The distance scores are calculated as described for the alignment algorithm 

above. It also uses a predetermined threshold for the distance scores as the terminating point of 

the algorithm, grouping all the compared words that fall under this threshold into a cognate 

cluster. 

 A final method is the LexStat method (List 2012b). We can summarize LexStat in four 

different steps: 1) conversion of input sequences to sound classes, 2) creation of language-

specific scoring schemes, 3) computation of pairwise distances between all word pairs, and 4) 

clustering of sequences into cognate sets. Unlike NED and SCA, a language-specific scoring 
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scheme is utilized to determine cognacy through a distribution of sound correspondence 

frequencies. Similar to the Turchin method, LexStat uses a permutation method (Kessler 2001) 

comparing the attested distribution of cognacy gathered during alignment to an expected 

distribution. This is derived from a Monte-Carlo permutation of the data, i.e. repeated 

randomized sampling: wordlists of all language pairs are shuffled so that words of different 

meanings are aligned and scored. This is then converted into a language-specific scoring scheme 

for each language pair, using the formula in Figure 3.  

 

Figure 3: LexStat’s language-specific scoring scheme 

x,y  represents a residue pair, i.e. the segments that are aligned together. ex,y is the expected 

frequency distribution, and ax,y the attested one. r1 and r2 are scaling factors, and dx,y is the 

original similarity score from alignment used to calculate the distributions. This formula draws 

from the work of Kessler (2001:150) in linguistics and Henikoff & Henikoff (1992) in 

evolutionary biology. From the language-specific scores, distances between all words are 

calculated, using traditional algorithms for pairwise sequence alignments (Gusfield 1997). These 

similarity scores are converted to distances scores following Downey et al. (2008) Finally, like 

with NED and SCA, cognate sets are created using a flat cluster variant of the UPGMA 

algorithm. Again, this algorithm terminates when a predefined threshold for average distance 

scores has been reached. 

 All four of these methods were evaluated in List et al. (2017). All were used to analyze 

certain datasets with the results being compared to a gold standard of cognate judgments by 

linguists. Additionally, a new method, Infomap, that integrates the idea of networks from 
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evolutionary biology and studies on social networks (Rosvall & Bergstrom 2008; Girvan & 

Newman 2002), was assessed. Threshold values were calculated for each method using test data: 

each method was run using distance thresholds ranging from 0.05 to 0.95. The optimal 

thresholds were found to be 0.75 for NED, 0.45 for SCA, and 0.60 for LexStat. B-cubed scores 

(Amigo et al. 2009) were used to evaluate the precision, recall, and F-score for each method. A 

high precision score means a low number of false cognates, and a high recall score means a low 

number of undetected cognates. Unsurprisingly, the conservative Turchin method had a low 

number of false positives, but was unable to detect a large number of cognate sets. NED had a 

higher detection rate, but suffered from too many false positives. SCA outperformed both of 

those, and the language-specific approaches of LexStat and the newly introduced Infomap 

performed the best. 

 Methods for cognate identification are still undergoing refinement every day. There are a 

number of tasks for the future that need to be addressed. Needing predefined thresholds is 

inelegant and can lead to guesswork when it comes to initially defining the parameters for the 

calculations. Most algorithms cannot search for cognates across different meaning values in the 

input. We know that words can change their meanings in addition to their sounds, and 

computational methods must be able to account for these changes, as well. Moreover, algorithms 

for partial cognate detection have been very limited so far (List et al. 2016). All of these 

algorithms described are strict in that they only group cognates that share all morphemes. Expert 

linguists are not limited by these restrictions in the algorithms: they are able to freely think and 

apply their knowledge of the languages, not limited by parameters. These shortcomings need to 

be fixed, as cognate identification is another important step in the computational workflow. The 

methods in the subsequent sections all depend on its results. If the cognate judgments are wrong, 
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then all of the following results will be skewed. That is why it is impossible to eliminate the 

value of expert linguists in this process. Computational approaches are a valuable tool that 

experts can use to augment and aid their manual explorations of data in an iterative workflow 

between computer and linguist. 

3.4 Automatic proto-form reconstruction 

 The ultimate goal of the Comparative Method is to reconstruct ancestral forms of related 

languages, further exploring their genetic relationship. This has proven to be a difficult task over 

the years, requiring an all-encompassing knowledge of language change. Most of these proto-

forms that are reconstructed are unattested, only being proposed forms that would have likely led 

to attested daughter forms. While this is a demanding task, it becomes nearly impossible to do by 

hand for language families that are not as well documented as ones like Indo-European or for 

language families that have enormous amounts of data, such as Austronesian with its more than 

1,200 languages (Lynch 2003). Consequently, automatic approaches could prove useful as an 

introductory analysis of new data. Unfortunately, not much work has been done to create an 

accurate method for reconstruction. Contrast this with the numerous proposals for alignment and 

cognate detection: those are both important steps in the historical workflow, but the outputs of 

those algorithms, like cognate sets, could and should be used to do even more exciting data 

explorations, like reconstructions.  

 A quick-and-dirty method some alignment and cognate detection algorithms have utilized 

is the idea of consensus reconstructions. These simple reconstructions involve taking the 

alignment of all sequences in a cognate set and selecting whatever segment is most frequent in 

each position. This obviously lacks any of the finesse of the Comparative Method, and the results 

show it: the reconstructions hardly resemble anything that a linguist would actually propose. The 
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fact that few have offered up any alternative methods illustrates how difficult a task it is to do 

automatic reconstructions. That is because sound changes are not always the straightforward 

transitions of one sound to another over time. They often are context sensitive, dependent on the 

neighboring segments. Moreover, they can involve the insertion or deletion of segments.  

Some have tried to tackle this task, such as Kondrak (2002) and Oakes (2000), but the most 

successful has been Bouchard-Cote et al. (2013).  They propose a system for large-scale 

reconstruction based on a probabilistic model of sound change at the level of phonemes. As with 

reconstruction in the Comparative Method, this system is dependent on cognate sets, which can 

be provided by the output of another algorithm or calculated within this system. It is assumed 

that each word evolves along the branches of a phylogenetic tree that represents the respective 

languages’ relationships. From the cognate sets, a Monte-Carlo inference algorithm is employed 

to do the reconstructions. The changes that a phoneme could have undergone are calculated 

using a context-dependent probabilistic string transducer (Holmes 2001). A transducer is simply 

a model for computational analysis that has an input and an output. Finite state transducers have 

been widely used in machine translations (Knight & May 2009) and modeling phonological rules 

(Kaplan & Kay 1994). This transducer encodes all possible sound changes for a given phoneme 

as it changes over time. It is able to capture regular sound changes but not irregular ones, such as 

metathesis. The probabilities for a given change are context-sensitive.  

This is a very complex system, one that this thesis is unable to fully explore. It has 

“literally millions of parameters to set” (Bouchard-Cote et al. 2013: 4225). Fortunately, the 

system learns them automatically, using a variation of the expectation-maximization algorithm 

(Dempster et al. 1977): this produces reconstructions under the current parameter settings and 

updates those settings based on the reconstructions. The system is only as good as its results, 
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however. As a test, it was applied to 637 Austronesian languages. Over 85% of its 

reconstructions were within one character of the gold-standard reconstructions provided by 

experts. This is a big improvement over other methods, but it still shows how far we have to go 

in order to adequately carry out automatic reconstructions. 

3.5 Phylogenetic reconstruction and other methods 

 The most important computational methods that mimic the steps of the Comparative 

Method have already been described above, but the output of these steps can still give us 

valuable analyses. Phylogenetic reconstruction is one such computational approach. This is 

different from the reconstructions discussed in the previous section. The reconstruction is not for 

words but for the relationships shared by languages: it creates a family tree, with modern 

daughter languages being the leaves and the nodes on the branches being ancestral states. Steiner 

et al. (2011) offers several different methods for reconstructing phylogenies in their holistic 

computational workflow. The relationships between languages are first quantified through the 

outcomes of alignment and cognate identification.  Distances between all of the languages must 

be computed from this data. One possibility is to calculate the total similarity score of all cognate 

pairs between two languages, i.e. the number of cognates two languages share. These distance 

calculations are then input into a clustering algorithm, such as Neighbor-joining (Saitou and Nei 

1987) or UPGMA, to construct a phylogenetic tree. An example of the results can be seen in the 

reconstructed tree for the Tsezic languages in Figure 4, taken from Steiner et al. (2011).  
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Figure 4: Reconstructed bifurcating tree for Tsezic languages 

There are other applications for language phylogenies, though. Bouckaert et al. (2012) use 

Bayesian phylogeographic approaches (Lemey et al. 2009) to analyze vocabulary lists from 

Indo-European languages and map the geographic expansion of languages. Language evolution 

was modeled as the gain and loss of cognates over time. The phylogenetic data taken from the 

cognate sets was combined with spatial diffusion algorithms to place the expansion of languages 

onto longitude and latitude coordinates on a map. Holman et al. (2011) combined phylogenetic 

inferences with measure of lexical similarity to calculate the elapsed time since parent languages 

diverged into daughter languages. However, it utilizes Levenshtein edit distances (similar to the 

NED method for cognate identification) rather than percentages of shared cognates to determine 

lexical similarity. 

The shortcomings of phylogenetic trees have already been discussed in the introduction 

to the Comparative Method. With these computational approaches, we do not want to be 

similarly handicapped.  Common inheritance of forms is not the only way in which languages 

interact. There is language contact, which can lead to horizontal interactions like lexical 

borrowing. Nelson-Sathi et al. (2010) propose a novel way to analyze hidden borrowings in 
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language networks using cognate sets and phylogenetic data. Borrowing can be seen as 

comparable to gene transfer in biology, and, indeed, this is the inspiration for the proposed 

algorithms. The goal is to capture both the vertical and horizontal relationships of language 

evolution. They adopt the minimal lateral network (MLN) approach from biology (Dagan et al. 

2008) to this linguistic data. The algorithm searches for cognate sets that are not compatible with 

a reference tree phylogeny. These cognates often point to lexical borrowings. The reference trees 

are inferred through a Bayesian approach (Gray & Atkinson 2003). The results of borrowing are 

dependent on the input of cognate judgments. This shows how important these judgments are to 

the rest of the workflow, as incorrect cognate sets will undoubtedly skew the results of this 

network analysis. The network that results from the MLN approach can be visualized, showing 

both vertical and horizontal relationships, as in the preliminary results for Indo-European 

languages in Figure 5. 

 

Figure 5: Reconstructed network for Indo-European languages 

The bold white lines make up the reference tree. Each point where they split is a vertex, 

representing an ancestral state. Borrowing is modeled to occur both at the end nodes (i.e. the 
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attest daughter languages) as well as at the interior vertices. Based on the distribution of cognates 

across the reference tree, the model interprets those cognates that do not fit as being borrowed. 

Borrowing, as well as vertical inheritance, are both represented by the lines, or edges. These are 

the different interactions between the vertices. 

3.6 Summary 

 Many computational methods have been proposed over the last two decades, as 

linguistics becomes more and more influenced by the approaches of other fields. The usefulness 

of these is undoubted: they open up new avenues with which we can explore both new and old 

date alike. Their shortcomings are still very much a reality. It must be reiterated that these 

methods will never be able to replace expert knowledge. But this does not mean we should not 

give them up; they should continue to be refined and improved, as more and more linguistic data 

becomes digitally available, waiting to be analyzed. They are a valuable tool that can aid the 

efforts of any linguist. This thesis uses many of the above methods, advocating for their use in a 

historical workflow based on the Comparative Method. 
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CHAPTER 4 

LINGPY  

4.1 Introduction to LingPy 

 The previous chapter served as an introduction and overview of the different 

computational methods that have been proposed in recent years. How these various algorithms 

are analogous to aspects of the Comparative Method does not need to be repeated. They have 

varying degrees of success and some shortcomings, to be sure. However, the biggest drawbacks 

to many of these methods are their disjointed nature and their lack of readily available source 

code.  

All of these methods were developed independently of one another. While they all share 

the same goal of reproducing the accuracy and precision of the Comparative Method when 

applied to historical data, they have not been designed to interact with one another. For example, 

Kondrak’s (2000) ALINE algorithm can be used to align the segments of multiple sequences, but 

this does not feed into another method for cognate identification, such as LexStat. The two 

methods use different standards, i.e. distinctive features vs. sound classes, and were never 

intended to work together. This makes the aspiration of reproducing the Comparative Method’s 

workflow in computational form all the more difficult. Of course, there is no hope of doing this 

if the methodologies are not replicable. Replicability is supposedly one of the advantages for 

these computational methods. This can never be achieved if the source code and underlying 

approaches are not accessible to other linguists. In their survey of automatic approaches to 
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cognate identification, List et al. (2017) found that only two methods out of twelve were freely 

accessible on the internet. This is unacceptable if we hope to improve these techniques. 

There is a possible solution: LingPy (List & Forkel 2016). Although far from perfect, 

LingPy is an open source Python toolkit, integrating many of the different methods reviewed in 

the previous chapter into a single workflow. As with the disparate algorithms that have already 

been proposed, LingPy’s goal is to mimic the different steps of the Comparative Method, in 

order to achieve the same level of success as the traditional methodology. The basic workflow is 

summarized in Figure 6 from List & Moran (2013) and is examined in more detail below 

 

Figure 6: LingPy’s workflow 
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4.2 Workflow and methods 

The process begins with the raw input data of wordlists. The formatting of this data is 

quite flexible: it requires only a tab-delimited text file divided into columns. Each wordlist 

should contain at least four separate columns: 1) ID, integers that simply identify the rows, 2) 

CONCEPT, glosses for each word, 3) WORD/IPA, the orthographic representation of words, 

either in IPA or some other orthography, and 4) LANGUAGE, the name of the languages in 

which the words occur. The header of each column indicates the values contained in that column. 

The columns can be ordered in any specific way, and there is no limit to the number of rows. 

Within LingPy, specific data entries are easily found through simple functions, and it is just as 

straightforward to add new entries. Additionally, the output format is very similar to this, just 

with new data and calculations added in further columns. An example of this formatting can be 

seen in Figure 7, which shows the for basic columns and an additional column for tokenized IPA. 

 

Figure 7: LingPy’s wordlist format 

Once the input data is loaded, it needs to be tokenized. Tokenization of the words allows for 

them to be compared across orthographies. Ideally, all input data will be in the same orthography 

or transcription style, but this is still a necessary step in the LingPy workflow, as it feeds directly 

into alignment. LingPy’s parser normalizes all input strings into Unicode. This is output with a 
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space in between each grapheme. The results of tokenization can be seen at the far right of the 

previous figure.  

 After tokenization occurs, phonetic alignment can take place. The necessity of alignment 

has already been discussed. LingPy offers many different approaches to phonetic alignment, both 

pairwise and multiple. Some have been taken directly from evolutionary biology with some 

linguistic modifications, such as the Needleman-Wunsch algorithm (Needleman & Wunsch 

1970) and the Smith-Waterman algorithm (Smith & Waterman 1981). Of the algorithms 

overviewed in the previous chapter, LingPy offers the SCA method, with the option of using 

different models for the analysis. These models are the criteria by which the sequences are 

aligned, e.g. the sound classes of Dolgopolsky. New models are easily programmed into LingPy. 

 Next come the different approaches to cognate detection. Again, the goal of these 

automatic methods is to objectify phylogenetic reconstruction, making the results of the process 

much easier for non-experts to interpret. There are five different methods implemented into 

LingPy’s workflow. These are the same methods that were evaluated in List et al. (2017): the 

Turchin, NED, SCA, LexStat, and Infomap methods. LingPy follows the STARLING approach 

to cognate identification, (Starostin 2000), where cognate words are assigned the same cognate 

identification number. Once a cognate analysis is completed, the results can be output to a new 

file that can be further manipulated by hand. This is important for achieving an iterative 

workflow between the computer and the linguist, as it allows an expert to refine the results and 

correct any mistakes that might have occurred in the automatic analysis. 

 Once cognate sets have been identified, other analyses can be carried out, such as 

automatic reconstruction. At the moment, LingPy does not boast a complex method for 

reconstruction like Bouchard-Cote et al. (2013). Instead, it only offers quick-and-dirty consensus 
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reconstructions. For a given cognate set, consensus strings are calculated from the alignments. 

The most frequent segments are chosen for each position. These are not meant to be comparable 

to expert reconstructions, as they are typically multiple edit operations away from them. These 

must instead be thought of as preliminary reconstructions, an initial exploration of the data to 

which linguists can make the necessary adjustments. 

 Additionally, LingPy offers a number of ways to explore the phylogeny of the languages 

from the cognate sets. It integrates both Neighbor-joining and UPGMA algorithms for 

phylogeny. Here the distance matrices between languages are the number of shared cognates: 

Those with more cognates are more closely related. This outputs a simple Newick tree format, 

e.g.  ((A,B),(C,(D,E)));, which can be visualized by a number of different software, with the 

results in Figure 8. 

 

Figure 8: Tree generated from Newick format 

LingPy also incorporates the minimal lateral network from Neslon-Sathi et al. (2011) to 

automatically detect lexical borrowing. From the identified cognate sets, borrowing relationships 

are inferred based on incompatible cognate sets. These cognate sets are deemed incompatible if 

they do not comply with a given reference tree typology. Thus, in the tree above, if Language E 
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shares a cognate with Language A, but neither Languages C or D share that cognate, borrowing 

of that lexical item would likely have happened. There is, of course, a certain level of 

unpredictability when it comes to the retention and loss of lexical items by languages over time. 

Some of the supposed borrowings very well could have existed in the lexicon at one point in 

time and have been lost as a language evolves. Nevertheless, the goal is to capture the different 

kinds of interactions that languages can have. 

 LingPy’s output formats are perhaps its greatest strength. It has already been pointed out 

how the output text files for cognate identification and reconstructions are easily edited after the 

fact. Additionally, within LingPy’s framework, there are a number of different data 

visualizations at one’s disposal that can be augmented with third-party tools such as MrBayes 

(Ronquist & Huelsenbeck 2003). Figure 9, a visualization of the Dogon languages of Africa from 

List & Moran (2013), was created using the built-in functions of LingPy, displaying the same 

language network of inheritance and borrowing relationships that were described in Nelson-Sathi 

et al. (2011). 
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Figure 9: Reconstructed network for Dogon languages 

Having these different visualization techniques available is an indispensible asset, as it furthers 

the goal of increased communicability of the results. Indeed, communicating and objectifying the 

results of analyses is the goal of LingPy and other computational methods. Making the data  

results quantifiable allows for easier comparisons across studies. Although there are many 

shortcomings, as is demonstrated below, LingPy is a tremendous step in the right direction, one 

that must continue to be improved. 
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CHAPTER 5 

DATA 

 The discussion of Balto-Slavic has so far been framed around the prehistory of these 

languages, how exactly they are related and whether there was a stage of common development. 

However, since there are no direct attestations of this proto-language, we must use the daughter 

languages as our source of data. As such, it would be useful to provide a brief overview of these 

two branches, independent of any notion of a formerly unified speech community of Balto-

Slavic. 

5.1 Slavic languages 

The first attestations of Slavic as a distinct branch of Indo-European come from the ninth 

century, relatively late among the Indo-European languages. It was undoubtedly spoken well 

before this but was not written until the invention of the Glagolitic and Cyrillic alphabets. Slavic, 

along with Baltic, is noted for its conservative phonology and morphology, especially in the 

nominals, although the rate of change has picked up in recent centuries. The palatalization of 

velars before front vowels is thought to be the last sound change that affected all of Proto-Slavic 

(Nichols forthcoming). The dialects of Common Slavic began to evolve into distinct languages 

sometime in the 900s CE, marking the end of the more unified Slavic speech community. Old 

Church Slavic (OCS) is the earliest written Slavic language, retaining many of the features that 

are posited for Proto-Slavic. Though it does not belong to a particular branch of Slavic, it has a 

decidedly West and South Slavic flavor, specifically Bulgarian (Nichols forthcoming).  
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The other Slavic languages that later arose are typically divided into three main branches: East, 

West, and South. The East Slavic languages are Russian, Belarusian, Rusyn, and Ukrainian. The 

West Slavic languages are divided into three sub-branches: Lekhitic, consisting of Polish and 

Kashubian, as well as the extinct varieties of Polabian and Pomeranian; Sorbian, with Upper and 

Lower Sorbian; and Czecho-Slovak, comprised by Czech and Slovak. South Slavic languages are 

divided into Western and Eastern varieties. The Western group contains Slovenian and Serbo-

Croatian, which, for a myriad of political reasons, is often split into Bosnian, Croatian, 

Montenegrin, and Serbian. The Eastern group consists of Bulgarian and Macedonian. Table 5 

gives a summary of these divisions with the living modern languages. 

Table 5: Branches of Slavic 

Slavic Branch Sub-branch Language 

East   Russian 

  Belarusian 

  Rusyn 

  Ukrainian 

West Lekhitic Polish 

  Kashubian 

 Sorbian Lower Sorbian 

  Upper Sorbian 

 Czecho-Slovak Czech 

  Slovak 

South Eastern Bulgarian 

  Macedonian 

 Western Slovenian 

  Serbo-Croatian 

 

There were intermediate stages of these languages, such as Old Czech, Old Russian, and Old 

Polish. In this Medieval period, the Slavic languages underwent numerous changes, both 

phonological and morphological, such as the fall of the jers and the simplification of the verbal 
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tense system (For an overview of these changes, see Nichols forthcoming). These modern 

languages, along with the older OCS, comprise the Slavic data that is input into LingPy 

5.2 Baltic Languages 

 Slavic is only half of the story: the Baltic languages tell the rest. The Baltic branch shows 

up in history even later than Slavic, with texts appearing only after the 1200’s CE, with the 

majority of written attestations materializing after the 16th century. The branch is one of the 

simpler ones in Indo-European, with very few attested languages. It is divided into two groups, 

Western and Eastern. There are no modern languages left in Western Baltic: Old Prussian died 

out in the 18th century. Other Western varieties are minimally attested, and even Old Prussian 

writings are scarce. The principal languages of Eastern Baltic are Latvian and Lithuanian, whose 

traditions of writing only began in the 16th century as Western Baltic was dying out. Other 

varieties, such as Latgalian and Samogitian, are sometimes considered separate languages and at 

other times dialects of Latvian and Lithuanian. The sparse and late attestation of the Baltic 

languages makes the reconstruction of Proto-Baltic difficult, but the existence of a common stage 

that is a distinct branch of Indo-European is generally agreed upon (Dini 2014). Old Prussian, 

Latvian, and Lithuanian form the Baltic side of the data. 

5.3 Other languages 

 Additionally, it should prove fruitful to include a few Indo-European Languages that are 

not Baltic or Slavic. This will help place Balto-Slavic within a somewhat wider Indo-European 

phylogeny, though this is by no means an all-encompassing examination of Indo-European 

relationships. These languages have been chosen because of the contact and connections shared 

by them with Baltic and Slavic. Most notably among these is Germanic. Petit (forthcoming) 
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notes this connection, with Germanic often sharing an innovation with either Baltic, Slavic, or 

even both. Among these are the mergers of PIE *o and *a in some way: Proto-Balto-Slavic 

yielded *a, with Slavic later changing it o, while Germanic merged the short vowels to *a and 

the long vowels to *o . Baltic made the same length-based distinction as Germanic, although *o  

could yield o or uo.  A number of words are shared between the three branches, with doubts as to 

whether they were continuations of the original PIE lexicon or innovations shared by all three 

(Scherer 1941). To get at this Germanic influence, Gothic and Old High German have been 

included in the dataset. 

 Another source of influence are the Balkan Indo-European languages. Dini (1997) notes a 

few similarities shared by Baltic and Balkan languages like Albanian, such as abstract nouns in 

*-i-mo. Moreover, the “Balkan sprachbund” has undoubtedly had an effect on the South Slavic 

languages, if only because of the prolonged contact over the past 1000 years. To explore these 

relationships, Albanian and Greek are incorporated into the data. Because of the major isogloss 

of satemization that Baltic and Slavic share with other Indo-European languages, it is thought 

that Iranian, another satem language, must have influenced Balto-Slavic in some way, or at the 

very least had contact. Indeed, Slavic especially had contact with Iranian speakers, from the 

Scythian and Alanic speakers of the steppes near the proposed Slavic homeland, to more modern 

Iranian languages. For example, in all of Europe, only Ossetic, an Iranian language of the north 

Caucasus, and Slavic have second-position clitic strings (Nichols forthcoming). Consequently, to 

investigate this influence, Ossetic and the oldest Iranian language Avestan have been included as 

part of the data. 

5.4 Data 



50 

 

 The actual data for each language are contained in Swadesh lists. As can be seen in other 

lexicostatistic and computational studies, such as Ringe et al. (2002), these lists of essential 

vocabulary are the principal form of data used. The idea motivating their use is that nearly every 

language should have these lexical items, which allows for easier linguistic comparison. For this 

particular study, each list is comprised of roughly 200 concepts and the respective words in that 

language, though some languages, such as Old Prussian, fall short of this number due to the 

scarcity of attestations. Additionally, some languages might have multiple entries for a given 

concept. The Swadesh lists have been compiled into the one wordlist text file, the input format 

for LingPy as was described in the previous chapter. The individual lists for the Baltic and Slavic 

languages are available in Appendix A. A summary of the data is given in Table 6. 

 

 

 

 

 

 

 

 

 

 



51 

 

Table 6: Distribution of the data 

Language Concepts Total Entries 

Slavic   

Belarusian 208 218 

Bulgarian 208 217 

Czech 208 223 

Kashubian 205 206 

Lower Sorbian 208 220 

Macedonian 208 216 

Old Church Slavic 208 236 

Polish 208 223 

Russian 208 213 

Serbo-Croatian 208 224 

Slovak 208 229 

Slovenian 208 212 

Ukrainian 208 223 

Upper Sorbian 208 218 

Baltic   

Latvian 207 247 

Lithuanian 197 261 

Old Prussian 173 184 

Other Indo-European   

Albanian 204 204 

Avestan 172 212 

Gothic 194 240 

Greek 209 272 

Old High German 207 267 

Ossetic 200 201 

 

From the compiled wordlist, the computations for alignment and cognacy are calculated. The 

individual word lists were taken from the Indo-European Lexical Cognacy Database (IELex: 

http://ielex.mpi.nl/). These entries were verified through various etymological dictionaries, such 

as the Etymological Dictionary of the Baltic Inherited Lexicon (Derksen 2015), as well as some 

primary sources like the “Elbing Vocabulary” of Old Prussian. Otherwise, the forms were not 

altered in any way. 

 

http://ielex.mpi.nl/
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CHAPTER 6 

PRELIMINARY RESULTS 

 Equipped with the LingPy toolkit, we can now explore the Balto-Slavic data that is 

discussed in the previous chapter. All of the functions used in this analysis are unmodified and 

represent the abilities of LingPy as it is currently available. This allows us to highlight the areas 

of strength and weakness in the workflow, so that they can be improved in the following 

sections. Each subsection is concerned with one aspect of the toolkit and follows the general 

workflow as outlined above. 

6.1 Alignments 

 While the first overall step is to tokenize the words in our data, we are primarily 

concerned with the alignment of these segments. Nevertheless, tokenization is important, as it 

determines the graphemes that are aligned. It is important to reiterate how crucial the results of 

alignment are for the overall analysis, as it directly influences cognate judgments. The 

automatically generated alignments show the correspondence sets of segments that ultimately 

determine cognacy. LingPy does offer several different methods for both pairwise and multiple 

alignment, but, for this analysis, the SCA method, discussed above, is being used. Keep in mind 

that this method depends on the use of sound classes: each of the tokenized graphemes is 

converted into its respective sound class; the sound classes are then aligned; and finally the 

aligned symbols are converted back into graphemes. A particularly good example of the multiple 

alignment through SCA of the different words for ‘two’ in our data set can be seen in Table 7. 
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This was chosen because it is a fairly salient word that has not undergone too many changes in 

the languages. This should make for an easy comparison.  

Table 7: SCA alignment for ‘two’ 

Language Alignments 

Belarusian d - v a - 

Bulgarian d - v a - 

Czech d - v a - 

Kashubian d - w a - 

Latvian d i v i - 

Lithuanian d - v i - 

Lower Sorbian d - w a - 

Macedonian d - v a - 

Old Church Slavic d ʊ̆ v a - 

Old Prussian d - w ai - 

Polish d - v a - 

Russian d - v a - 

Serbo-Croatian d - v âː - 

Slovak d - v a - 

Slovenian d - v âː - 

Ukrainian d - ʋ a - 

Upper Sorbian d - w a j 

Albanian d y - - - 

Avestan d u w a - 

Gothic t - w ai - 

Greek d ý - o - 

Old High German z w e: n e 

Ossetian d u w ɐ - 

 

In general, the alignment is successful, though it suffers in some areas, such as with Old High 

German. While the SCA method places a null marker in between the dental ([d/t]) and labial 

sounds ([v/w]) in almost all of the sequences, it fails to do so for OHG, because of the additional 

segments -ne. It is easy for us to see that that zwene should be a cognate, with the -ne most likely 

being another word originally, but the algorithms only see a word that is longer than the others 

and interprets it as being different. The longest word determines the number of spaces in the 

alignment matrix. As is shown below, this does have consequences for cognate judgments. 
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6.2 Cognate judgments 

 There are already several cognate identification toolkits integrated into LingPy. For this 

analysis, I have chosen to use the most computationally complex method, LexStat. While it does 

need a predetermined threshold value, it generates the scoring functions on the fly during its 

computations, through the identification of regular sound correspondences. Each cognate set is 

assigned a CogID, which is then written onto the file next to the words that are in that set. We 

can take the alignments for ‘two’ that were given above and see how LexStat determined their 

cognacy, as shown in Table 8.  

Table 8: CogIDs from LexStat 

Language Alignments CogID 

Belarusian d - v a - 3768 

Bulgarian d - v a - 3768 

Czech d - v a - 3768 

Kashubian d - w a - 3768 

Latvian d i v i - 3768 

Lithuanian d - v i - 3768 

Lower Sorbian d - w a - 3768 

Macedonian d - v a - 3768 

Old Church Slavic d ʊ̆ v a - 3768 

Old Prussian d - w ai - 3768 

Polish d - v a - 3768 

Russian d - v a - 3768 

Serbo-Croatian d - v âː - 3768 

Slovak d - v a - 3768 

Slovenian d - v âː - 3768 

Ukrainian d - ʋ a - 3768 

Upper Sorbian d - w a j 3768 

Albanian d y - - - 3760 

Avestan d u w a - 3760 

Gothic t - w ai - 3768 

Greek d ý - o - 3760 

Old High German z w e: n e 3773 

Ossetian d u w ɐ - 3760 
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The successful grouping of the Balto-Slavic words is clear from the start. It should be noted that 

not all of the forms are in the same grammatical gender. Latvian divi and Lithuanian dvi are both 

feminine. Masculine forms could be cited, but the fact remains that an expert would be able to 

identify either form as part of the same cognate set. That, too, is the goal with the automatic 

judgments. That OHG is in a set unto itself is unsurprising, given the aberrancy displayed by its 

alignment. As with the gender distinction, another form of the OHG word could be cited here, 

but this is being used to illustrate the shortcoming of LingPy in respect to partial cognate 

detection: zwe:- is most certainly cognate with all of the other words here, but it remains 

undetected because of the additional -ne. It is unexpected that Albanian, Avestan, Greek, and 

Ossetian would be grouped separately from the others. All of these words go back to Proto-Indo-

European *dwo - and should be grouped in a single cognate set. That they are not could be a 

consequence of sound classes: the first vowel of the forms in these languages is high and 

rounded, representing a distinct sound class. LexStat correctly predicts that Latvian and OCS, 

which both have a vowel in that same position, are grouped with the rest of Balto-Slavic. The 

other languages are left out because their first vowels belong to a different sound class. Perhaps 

this mistake could be avoided with a different system for comparing sequences, such as phonetic 

features. Moreover, this emphasizes the current necessity for post-processing edits by the linguist 

in this workflow. For this example, no edits have been made so that LingPy and the other 

computational approaches can be judged on their own merits and shortcomings, but the editing 

of these CogIDs would be as simple as changing them to the same number in a text file. While 

LingPy fell short in this cognate judgment, it still displays its value in being able to quickly 

analyze a large set of data. The expert linguist will have to make some adjustments post hoc, but 

the amount of time and effort needed to do this is dramatically decreased. 
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 These individual cognate sets are necessary and form the backbone of the linguistic 

analysis, but their value goes beyond this. The really interesting results come from examining all 

of the cognate sets for all of the languages in comparison to each other. It is primarily in this way 

that linguistic relationships are determined: languages that share more cognate sets are generally 

more closely related.  Phylogenetic trees are built from these results. Additionally, we can 

visualize these relationships through a heatmap showing the percentage of cognates shared by 

languages in Figure 10. 

 

Figure 10: Percentages of shared cognates 
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Three groups are clearly visible: a Germanic group (Gothic and OHG), a Baltic group, and a 

Slavic group. Albanian, Avestan, Greek, and Ossetian share a minimal number of cognates with 

the other languages. This could be an error on the part of LingPy. We know for a fact that these 

are all Indo-European languages. In the traditional phylogeny, these languages are more distant 

from the northern dialects of Germanic and Balto-Slavic. However, these percentages could be a 

reflection of false negatives in the cognacy judgments: this was seen above for the word ‘two,’ 

where these four languages were grouped separately from the rest. This highlights again the need 

for post-processing edits, as these percentages might be different after corrections.  

Also apparent is how many more cognates Baltic and Slavic share with each other (see: 

the lighter blue bands around the Slavic square). This certainly points to their close relationship, 

if not outright lending credence to the idea of a common stage. OCS, the language closest in 

form to Proto-Slavic, has the highest percentage of shared cognates with Lithuanian and Old 

Prussian, between 0.3 and 0.4. Again, this is indicative of the close relationship between Baltic 

and Slavic. This can be seen further in the distance scores that LexStat derives between all the 

languages: a distance score is calculated for each language in each cognate set. The total distance 

scores are averages of all the scores from all the sets for each language. The lower the distance 

score, the more closely related the languages are. This can be seen in Table 9 below for only the 

Baltic and Slavic languages. 
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Table 9: Distance scores for Balto-Slavic languages 

Language Belar. Bulg Cz Kash Lat Lith Lower S Mac OCS OP Pol Rus Serb. Slovak Slove Ukr Upper S 

Belar. 0 0.43 0.29 0.38 0.84 0.85 0.37 0.42 0.28 0.86 0.26 0.24 0.37 0.3 0.37 0.16 0.35 

Bulg 0.43 0 0.39 0.51 0.86 0.85 0.5 0.2 0.27 0.88 0.43 0.38 0.25 0.41 0.35 0.43 0.48 

Cz 0.29 0.39 0 0.37 0.86 0.84 0.27 0.4 0.25 0.84 0.26 0.29 0.34 0.13 0.32 0.32 0.24 

Kash 0.38 0.51 0.37 0 0.88 0.85 0.44 0.52 0.42 0.88 0.27 0.47 0.47 0.35 0.46 0.4 0.42 

Lat 0.84 0.86 0.86 0.88 0 0.46 0.87 0.86 0.83 0.68 0.85 0.84 0.85 0.85 0.83 0.84 0.86 

Lith 0.85 0.85 0.84 0.85 0.46 0 0.85 0.85 0.81 0.58 0.85 0.83 0.84 0.84 0.83 0.84 0.85 

Lower S 0.37 0.5 0.27 0.44 0.87 0.85 0 0.5 0.34 0.86 0.33 0.38 0.45 0.29 0.4 0.34 0.15 

Mac 0.42 0.2 0.4 0.52 0.86 0.85 0.5 0 0.28 0.88 0.45 0.39 0.2 0.4 0.34 0.42 0.47 

OCS 0.28 0.27 0.25 0.42 0.83 0.81 0.34 0.28 0 0.82 0.3 0.25 0.2 0.27 0.19 0.28 0.3 

OP 0.86 0.88 0.84 0.88 0.68 0.58 0.86 0.88 0.82 0 0.86 0.86 0.86 0.85 0.84 0.86 0.84 

Pol 0.26 0.43 0.26 0.27 0.85 0.85 0.33 0.45 0.3 0.86 0 0.33 0.39 0.25 0.35 0.3 0.31 

Rus 0.24 0.38 0.29 0.47 0.84 0.83 0.38 0.39 0.25 0.86 0.33 0 0.35 0.33 0.34 0.24 0.38 

Serb. 0.37 0.25 0.34 0.47 0.85 0.84 0.45 0.2 0.2 0.86 0.39 0.35 0 0.36 0.22 0.37 0.43 

Slovak 0.3 0.41 0.13 0.35 0.85 0.84 0.29 0.4 0.27 0.85 0.25 0.33 0.36 0 0.31 0.33 0.26 

Slove. 0.37 0.35 0.32 0.46 0.83 0.83 0.4 0.34 0.19 0.84 0.35 0.34 0.22 0.31 0 0.37 0.36 

Ukr 0.16 0.43 0.32 0.4 0.84 0.84 0.34 0.42 0.28 0.86 0.3 0.24 0.37 0.33 0.37 0 0.35 

Upper S 0.35 0.48 0.24 0.42 0.86 0.85 0.15 0.47 0.3 0.84 0.31 0.38 0.43 0.26 0.36 0.35 0 

 

In this, we see the same relationships that were displayed in the heatmap. OCS, out of all the 

Slavic languages, has the lowest distance scores with the Baltic languages (0.83,0.81, and 0.82, 

respectively), small though the difference may be. Moreover, we can see that it shares relatively 

low scores with all of the Slavic languages: this reflects the fact that OCS does not truly belong 

to any one branch of Slavic. It had many different flavors across the Slavic world, though with 

slightly stronger ties to Bulgarian and Serbo-Croatian in our attestations. The relationship 

between Baltic and Slavic is reinforced again: the distance scores are generally around 0.84. 

These scores are much higher between Balto-Slavic and the more distant Indo-European 

languages, with most scores around 0.94 and some being as high as 0.99 and 1.00! I believe that 

this points to the prior relationship between Baltic and Slavic in the form of a Proto-Balto-Slavic 
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language continuum. The distance scores are higher now simply because of the developments 

that have happened in both groups since their split. 

6.3 Reconstructed phylogeny 

As was already stated, we can reconstruct the phylogeny of the given languages based on the 

cognate judgments. Using the same metrics above, such as the percentage of shared cognates and 

the distance scores, LexStat is able to generate a bifurcating phylogenetic tree. For this example, 

I used the UPGMA version of the algorithm. The output is a simple Newick tree format: 

(Albanian,((Avestan,Ossetian),(((Kashubian,(((Bulgarian,Macedonian),('Serbo_Croatian',('Old_

Church_Slavic',Slovenian))),((Russian,(Belarusian,Ukrainian)),((Polish,(Czech,Slovak)),('Lower

_Sorbian','Upper_Sorbian'))))),('Old_Prussian',(Latvian,Lithuanian))),(Greek,(Gothic,'Old_High_

German'))))); 

We can then input this string into a tree-drawing program with the results in Figure 11. 

 

Figure 11: Reconstructed tree using LexStat 
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This is just another visualization of the data, confirming what we have seen: Baltic and Slavic 

are closely related. One aberrancy is noticeable here, namely the positioning of Kashubian. It is 

generally grouped with the West Slavic languages, such as Czech, Polish, and Sorbian. Here it is 

one of the first offshoots in Slavic. In order to investigate this further, the cognate judgments for 

Kashubian need to be examined by hand. 

6.4 Reconstructions 

LingPy does not have a robust module for handling linguistic reconstruction. Instead, it 

uses the quick-and-dirty consensus reconstructions, where the most frequent character in a given 

position in the alignments of a cognate set are chosen as the proto-form. This obviously does not 

result in a good reconstruction, but it is a somewhat-useful tool for these kinds of preliminary 

investigations. One reconstruction is returned for each cognate set and output into a text file. We 

can extract the reconstructions. A few examples, focusing specifically on Baltic and Slavic 

languages, are provided in Table 10. 

Table 10: Example of consensus reconstructions 

Word Consensus Expert 

‘two’ *dva PBSl *duwo: 

‘day’ *dein PBSl*dein-/*din- 

‘bird’ *ptitsa PSl *pъtitsa 

‘blood’ *krɔv-/krauw- PBSl *krauja 

‘thin’ *tunək PSl *tьnъkъ 

 

This is just a representative sample. From it, we can see that very few reconstructions actually 

match the expert ones. That *dein- is both the expert and consensus reconstruction is merely a 

happy accident. Nevertheless, while many of the reconstructions are quite different from the 

desired result, many are salvageable, able to be fixed with just a few edits. This is another 

opportunity where expert knowledge can work in conjunction with the automatic approaches to 
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provide the best results for the large amounts of data: a linguist can easily correct these 

reconstructions after the initial analysis by LingPy. In relation to the Balto-Slavic debate, while it 

is incredibly hard to reconstruct an entire proto-language for Balto-Slavic, with all the aspects of 

grammar that we would expect, it is still a good sign that we can reconstruct so much of the 

lexicon for this stage. 

6.5 Borrowing detection 

 One of the last analyses we can do with LingPy is the hidden borrowing detection. This is 

done through a direct implementation of the Minimal Lateral Network. Set against the reference 

tree phylogeny that was reconstructed above, as well as the list of cognate sets in each language, 

we can predict the borrowing that occurred at different stages in the languages’ development. 

This is represented in the language networks that have already been described, capturing both the 

vertical inheritance and the horizontal interactions between languages. From the different 

calculations above, we can derive the language network seen in Figure 12 for all of our data: 
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Figure 12: Reconstructed network using LexStat 
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The thickness of the red lines indicates the number of cognates borrowed, and the arrows 

indicate the direction of borrowing. The MLN is not limited to the terminal nodes, i.e. the 

attested languages. It also infers borrowing in the ancestral stages of the languages in the 

network. This can be seen in all of the edges connecting the vertices to both terminal nodes and 

other vertices. LingPy even outputs lists of the different terms that were borrowed by languages 

and the stages at which they were borrowed. For example, Table 11 shows all of the inferred 

borrowings that Old Church Slavic loaned out: 

Table 21: Inferred borrowings from Old Church Slavic 

Stage Word Gloss 

Macedonian neʧistŭ dirty 

Avestan inʊ̆ other 

Kashubian inʊ̆ other 

Albanian kɔli when 

edge.14 sɪ̆ this 

Gothic sɪ̆ this 

edge.6 ʧrævo belly 

Ossetian jɪ̆ he 

Ossetian ji they 

Lower_Sorbian ɔnʊ̆ that 

Lower_Sorbian kɔli when 

edge.5 tr̩ʲti rub 

edge.5 kɔli when 

Bulgarian xɑpɑti bite 

Bulgarian ɔnʊ̆ that 

Russian sɪ̆dɛ here 

Russian tʊ̆ that 

edge.10 zværɪ̆ animal 

edge.10 tukʊ̆ fat 

Old_Prussian tʊ̆ he 

Old_Prussian zværɪ̆ animal 

edge.15 dl̩ɡʊ̆ long 

edge.15 dɯmʊ̆ smoke 

edge.15 tukʊ̆ fat 

edge.11 tl̩stʊ̆ thick 

edge.11 dɔ̃ti blow 

edge.11 tʃisti count 
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The language that receives the “loanwords” is given on the left column, and the actual loans and 

their meanings are given in the subsequent columns. Once again, this all is dependent on the 

prior cognate judgments. If there are errors in those, there will be errors in this borrowing 

analysis. As with all aspects of these automatic approaches, the results need interpretation and 

corrections by linguists. Not all of the inferred borrowings would have happened in the course of 

the language’s development. Ossetian probably did borrow some lexical items from Slavic, 

especially in the recent past, but it most likely did not borrow directly from OCS. This could 

instead be seen as indicative of a relationship between the two language groups, rather than 

between the individual languages. Borrowing at ancestral stages can be seen in the loaning of 

OCS words tl̩stʊ̆, dɔ̃ti, and tʃisti at edge.11; when we look at the reference tree, we see that all of 

the Baltic languages branch off from this point. This means that edge.11 represents the Proto-

Baltic stage and would have been the point at which these items were borrowed. Moreover, even 

within Slavic, the “borrowings” do not really appear to be that. Take the words for ‘that’ above: 

tʊ̆ and ɔnʊ̆ were both demonstratives in OCS, i.e. ‘that’ and ‘that one.’ They are both 

reconstructed for Proto-Slavic, but certain branches adopted the ɔnʊ̆-form as their main 

demonstrative, such as Bulgarian, while other might have adopted the tʊ̆-form. These are not true 

borrowings, just different paths of development. These shortcomings could potentially be 

improved with both more languages and more words in each language. Again, this is where 

linguists must analyze the outputs directly and correct any of these errors. It is still a useful tool 

that can allow us to view the data in a non-traditional way, understanding that these languages 

interact with each other not only through inheritance alone. 
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6.6 Conclusions 

 These preliminary investigations have shown the usefulness and capabilities of LingPy 

and its underlying methods. It can easily and quickly analyze large sets of data and do so in 

novel ways: the Comparative Method does not generally place an emphasis on the horizontal 

borrowing relationships of languages. That is usually an investigation that takes place after the 

fact. But here such a thing is built into the general workflow! These are valuable tools that 

decrease the workload of linguists. They are not a replacement for manual linguistic analysis but 

can easily work in conjunction with it. Nevertheless, just as apparent are the faults of the 

systems. Central to them all are the number of inaccurate cognate judgments. All of the other 

computations depend on these judgments. This is a huge aspect of the workflow that needs to be 

improved, and one possibility is discussed in the following chapter. 
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CHAPTER 7 

MODIFYING LINGPY 

 So far, raw LingPy has been applied to the data, and the results are promising, though 

with room for improvement. As it stands, it is in no way a replacement for an actual linguist, and 

that should never be the goal of computational methods. Many of the shortcomings of the system 

stem from failures in cognate judgments. This issue was displayed for the concept ‘two,’ all the 

forms for which we know belong to the same cognate set. The two main sets that LingPy derived 

through the LexStat method were divided as they were because of the presence of a high rounded 

vowel in one group. This consists of its own sound class, following the LexStat method, and 

contrasted with other forms that had a different kind of vowel or no vowel at all. Because of this 

dependency on sound classes, rather than on analyzing each segment individually in their actual 

attested forms, nuance is lost. Forms must be converted to these different sound classes, that are 

absolute in their divisions, losing the more specific information that each form holds in its 

unique, individual segments. These sound classes are computationally expedient, and are good at 

capturing things like sonority profiles and correspondences between certain types of sounds, but 

they lack the necessary details to fully carry out the Comparative Method in computational form. 

They are why LingPy can only do consensus reconstructions: it cannot capture the transitions 

between specific sounds, as in actual sound changes, but only those between classes. Moreover, 

the strict adherence to these classes leads to the misjudgment of cognates. The accuracy of 

cognate judgments is the central pillar of the system: without it, the results of all the other 
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calculations and functions that are built into LingPy will be skewed in a potentially wrong 

direction. This is a major aspect that needs to be fixed. It is unlikely that such automatic 

approaches will ever be foolproof, but there is still plenty of room for improvement before we 

reach the limits of these methods.  

 Some of the mistakes by the cognate identification algorithms used in LingPy stem from 

the use of sound classes. For a more nuanced and detailed analysis of cognacy and all the 

methods that are dependent on cognacy, we might want to examine phonetic and phonological 

features. Features are the standard for phonological description of sounds in linguistics. 

Segments and IPA symbols must still be converted to these feature sets, but, unlike with sound 

classes, where each class represents multiple distinct sounds, the feature sets have a one-to-one 

correspondence with their sound: no information is lost in this exchange because each feature set 

is each sound. This should improve nearly all aspects of the system, allowing it to view the data 

as linguists do and applying the methods and algorithms with more skill. The rest of this chapter 

details a possible integration of features. 

7.1 ALINE 

 While LingPy is fairly easy to use, it is not so easy that one can just tell it to use a 

feature-based analysis of the data and it will do it. The whole toolkit is built around the idea of 

sound classes. This does not affect some submodules, such as the handling of wordlists and the 

phylogenetic analyses, but it infects all aspects of alignment and cognate identification. 

Consequently, if we are to integrate features into the system, we must build our methods from 

the ground up. Luckily, there is a source of inspiration that we can draw from. Mentioned briefly 

above, Kondrak (2001) details the ALINE algorithm for phonetic alignment. This method uses 

multivalued phonetic features, inspired by Ladefoged (1995), with some simple binary ones. 
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These are assigned numerical values that reflect the distances between vocal organs reported in 

Ladefoged (1995). For example, manner roughly refers to the degree of airstream opening: the 

more open the manner, the lower its numerical value. The features and their values are given in 

Table 12. 

Table 32: Basic phonetic features with numerical values 

Feature Term Value 

Place [bilabial] 1.0 

 [labiodental] 0.95 

 [dental] 0.9 

 [alveolar] 0.85 

 [retroflex] 0.8 

 [palate-alveolar] 0.75 

 [palatal] 0.7 

 [velar] 0.6 

 [uvular] 0.5 

 [pharyngeal] 0.3 

 [glottal] 0.1 

Manner [stop] 1.0 

 [affricate] 0.9 

 [fricative] 0.8 

 [approximant] 0.6 

 [high vowel] 0.4 

 [mid vowel] 0.2 

 [low vowel] 0.0 

High [high] 1.0 

 [mid] 0.5 

 [low] 0.0 

Back [front] 1.0 

 [central] 0.5 

 [back] 0.0 

 

Binary features include such categories as Syllabic and Voice. These are still encoded with 

numerical values, with ‘+ feature’ having a value of 1.0 and ‘- feature’ having 0.0. This system 

was also adapted by Connolly (1997) and Somers (1998). These prior methods did not 

differentiate the saliency of features: not weighting the features can result in misalignment, 
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where segments like [p] and [k] are deemed closer than [p] and [ph]. How values for feature 

saliency are derived is still up for debate, so the values presented in Table 13 are taken directly 

from Kondrak (2001) 

Table 43: Salience-weights for the basic features 

Feature Saliency Weight 

Syllabic 5 

Voice 10 

Lateral 10 

High 5 

Manner 50 

Long 1 

Place 40 

Nasal 10 

Aspirated 5 

Back 5 

Retroflex 10 

Round 5 

 

These are just used to signal the importance of some features over others. Other systems for 

feature encoding exist, such as strictly binary features. These are potentially not as useful for 

phonetic alignment, because sounds that are similar can often differ in a large number of 

features. Additionally, it is difficult to weight the different features: some propose that they 

should all be weighted equally, for example. For this present analysis, I have chosen to use the 

feature system as detailed by Kondrak (2001). 

 With these numerical values, distances between phonemes, and hence distances between 

words, can be calculated: the difference between two phonemes’ numerical values for each 

feature are multiplied by the features’ salience weight, and then summed up. A similarity score is 

derived from the distance scores by subtracting the distance from the maximum possible score 

between two phonemes. Consonant correspondence is emphasized by decreasing the score even 
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further with a vowel penalty if one or both of the segments are vowels. The total similarity score 

is the sum of the individual scores between pairs of phonemes, with insertion/deletion penalties 

applied for each unaligned phoneme. This is then normalized by dividing it by the length of the 

longer word multiplied by the maximum possible score between two phonemes, ensuring that the 

value falls somewhere in the range [0,1]. This is all built from dynamic programming algorithms 

(Wagner & Fischer 1974) with extensions for selecting the best alignment (Myers 1995), local 

and semiglobal alignment (Smith & Waterman 1981), and edit operations (Oommen 1995). 

 This is the original conception of the ALINE algorithm. It can be used to align two 

cognates with each other. From the metrics it produces, other calculations can be done, such as 

exploring sound correspondences and identifying cognates. The limitations of it need only be 

addressed, namely how it can only be applied to two words at a time. Kondrak (2009) builds 

upon the original algorithm to handle cognate identification. Through an adaptation of machine 

translation techniques (namely, Melamed 2000), the ALINE algorithm can be extended to larger 

datasets, analyzing whole languages and deriving sound correspondences, much like LingPy 

does already using sound classes. COGIT is the algorithm for cognate identification, subsuming 

the capabilities of ALINE as well as Kondrak’s CORDI algorithm for correspondence 

identification (Kondrak 2009). COGIT can draw from three sources of evidence for its cognate 

judgments: phonetic-based scores as outlined in ALINE, the correspondence-based scores from 

CORDI, and semantic-based scores from semantic feature vectors.  The continuous phonetic-

based and correspondence-based scores can be converted into a probability of cognacy using 

Beta distributions. Semantic-based scores are derived using WordNet (Fellbaum 1998) and are 

consequently dependent on English glosses. One, two, or three of these types of scores can be 



71 

 

used to determine cognacy. Using more than one type generally increases the precision of 

cognate identification. 

 Integrating this system into LingPy could prove very useful, hopefully solving some of 

the issues that limit the current approaches. The potential usefulness of features instead of sound 

classes has already been discussed. LexStat and other methods are restricted to identifying 

cognates that are provided with the same gloss. They have no ability to detect cognacy across 

different meanings. The wider incorporation of a semantic element as a fundamental part of the 

process could allow for the comparison of words whose meanings might have slightly diverged 

over the course of time. Additionally, the current binary way of reporting cognacy (either yes or 

no) is less desirable than probabilities of relationships (List et al. 2017:14). In their full form, 

COGIT and ALINE can address all of these problems. 

7.2 Adapting to LingPy 

 Kondrak originally created these algorithms using C++, and ALINE is readily available 

on his website (http://webdocs.cs.ualberta.ca/~kondrak/). In this form, however, it is not 

compatible with Python-based LingPy. Beyond this, there are a number of aspects that need to be 

adjusted in order to operate within the overall workflow. COGIT builds upon the two-word limit 

of ALINE, but only so far: it can only handle bilingual wordlists. LingPy is so useful because it 

can analyze large wordlists with hundreds of languages at a time. In order to get around this, we 

must use the same methodology of LexStat and the other methods: each language is paired with 

every other language, and then alignment occurs for each pairing. Distance scores are derived on 

a per-word basis and extended to the languages in general, and then cognate judgments are 

determined based on these. The pairing of languages essentially makes bilingual wordlists, so 

http://webdocs.cs.ualberta.ca/~kondrak/
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this will make the implementation of Kondrak’s (2009) methods easier: they simply need to be 

iterated for each language pair.  

With these issues in mind, I have created a Python implementation of COGIT and 

ALINE. A general implementation of ALINE in Python is available in the Natural Language 

Toolkit (Bird, Klein, & Loper 2009), but only in its two-word input form. I have adapted this 

into the iterative version I have just described so that it can handle the wordlist inputs of LingPy. 

In this current form, the semantic analysis has not been integrated. This is done consciously, as 

LingPy does not currently have a semantics module and the current formatting of the wordlists 

does not support semantic methods. A version independent of LingPy could easily include the 

semantic aspect of the analysis, but that is not the present task. The execution of the feature 

system is flexible: the same features and their numerical values have been lifted wholesale, but 

feature matrices are matched to IPA symbols, akin to how LingPy sound class models match IPA 

to sound class symbols. Originally, Kondrak (2000) encoded IPA symbols in ASCII format, but 

here I have chosen to implement user-defined correspondences between symbols and feature 

matrices. These can be expanded ad infinitum as the user sees fit: if a needed IPA symbol is not 

included, it is as simple as copying and pasting the symbol and corresponding features. A 

number of features have been added, as well, to account for various types of segments such as 

palatalized consonants. Unfortunately, there are no standardized ways of dealing with these more 

complex segments in feature notation, and, consequently, the use of binary features to capture 

palatalization and other similar concepts is a patchwork solution at the moment. Additionally, the 

cognacy probabilities that the system was originally designed to output have been converted to 

simple binary judgments. This is in order to retain compatibility with the other modules of 

LingPy, especially the ones that handle language phylogeny. One limitation of the present 
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version is that each language is limited to one word per concept. As a consequence, some of the 

data must be trimmed down in order to function properly with ALINE. This is still an 

improvement over the original bilingual wordlists. Finally, while Kondrak (2009) advocates a 

similarity score, I follow Downey et al. (2008) in calculating a normalized distance score, 

 

where s is the similarity score between two words, s1 the score between the first word and itself, 

and s2 the score between the second word and itself. 

This is a partial implementation of the system described in Kondrak (2009), but it is still 

a useful alternative to the sound class-based methods of LingPy. An independent version would 

allow for the use of all features, but many have been omitted to adhere to the requirements of 

LingPy. The source code is available in Appendix 2, and installation is as simple as copying a 

new folder to the LingPy directory. In the following chapter, we see how the results of this 

Python version of ALINE and COGIT compare to the preliminary results of the previous 

chapter. 
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CHAPTER 8 

FINAL RESULTS 

The sourcecode for this implementation draws heavily from the Natural Language 

Toolkit’s variation of Kondrak (2000). It has been expanded to handle multiple languages, but it 

must be emphasized that this is not a full employment of Kondrak (2009): the semantic 

capabilities in LingPy are too limited to incorporate that aspect of ALINE and COGIT. With this 

partial integration, we can begin our final analysis. The goals here are twofold: first, to determine 

the usefulness of the present ALINE implementation as compared to stock LingPy, and to 

comment on the Balto-Slavic relationship.  

8.1 ALINE in action 

 Because ALINE was originally conceived as an algorithm for phonetic alignment of 

cognates, it makes sense to begin with the results of alignment. We can examine the words for 

‘two’ again and compare them with the results of LingPy and the SCA method. As can be seen in 

the table below, not much has changed. In general, LingPy does well with alignments as is, but 

the inclusion of ALINE does bring in some small adjustments. In this implementation, as a 

consequence of ALINE and COGIT applying only to two languages at a time, multiple sequence 

alignment has to be captured in a roundabout manner: namely, as a series of pairwise alignments 

between each language pair. From these individual comparisons, we can derive the overall 

alignments of each word in comparison to all of the other words by seeing how they are aligned 
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in each pair. This is definitely one area that can be improved in later implementation with the 

ability to carry out true multiple sequence alignments as can be seen in Table 14. 

Table 54: ALINE alignments for ‘two’ 

Language Alignments 

Belarusian d - v a - - 

Bulgarian d - v a - - 

Czech d - v a - - 

Kashubian d - w a - - 

Latvian d i v i - - 

Lithuanian d - v i - - 

Lower Sorbian d - w a - - 

Macedonian d - v a - - 

Old Church Slavic d ʊ̆ v a - - 

Old Prussian d - w ai - - 

Polish d - v a - - 

Russian d - v a - - 

Serbo-Croatian d - v âː - - 

Slovak d - v a - - 

Slovenian d - v âː - - 

Ukrainian d - ʋ a - - 

Upper Sorbian d - w aj  - 

Albanian d y - - - - 

Avestan d u w a - - 

Gothic t - w ai - - 

Greek d ý - o - - 

Old High German z - w e: n e 

Ossetian d u w ɐ - - 

 

Two improvements from ALINE and COGIT of standard LingPy can be seen here: the a and j in 

Upper Sorbian dwaj are now grouped as a single diphthong like Old Prussian and Gothic ai, and 

the w in OHG zwene is not properly aligned with the other labial segments. This highlights the 

fact that ALINE is now limited by the length of the longest word: it will use as many gaps as 

necessary to capture the optimal alignment. Notice also that the -ne in OHG is separated out 

from the rest of the word because it recognizes that it does not align with any segments in the 
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other words. This will undoubtedly make partial cognate detection easier in future iterations, as 

those parts of multimorphemic words that are not cognate would remain unaligned. 

 As with the preliminary analysis, the most interesting results relate to with the cognate 

judgments. ALINE and COGIT have been integrated so that their output is in the same format as 

the other methods in LingPy. The ALINE distances are computed for the words and are clustered 

using the same flat UPGMA method as SCA and LexStat. Again, we can revisit the words for 

‘two’ in order to gain insight into the results of the new method in Table 15. 

Table 65: CogIDs from ALINE 

Language Alignments CogID 

Belarusian d - v a - - 2067 

Bulgarian d - v a - - 2067 

Czech d - v a - - 2067 

Kashubian d - w a - - 2067 

Latvian d I v i - - 2067 

Lithuanian d - v i - - 2067 

Lower Sorbian d - w a - - 2067 

Macedonian d - v a - - 2067 

Old Church Slavic d ʊ̆ v a - - 2067 

Old Prussian d - w ai - - 2067 

Polish d - v a - - 2067 

Russian d - v a - - 2067 

Serbo-Croatian d - v âː - - 2067 

Slovak d - v a - - 2067 

Slovenian d - v âː - - 2067 

Ukrainian d - ʋ a - - 2067 

Upper Sorbian d - w aj  - 2067 

Albanian d Y - - - - 2067 

Avestan d U w a - - 2067 

Gothic t - w ai - - 2067 

Greek d Ý - o - - 2067 

Old High German z - w e: n e 2068 

Ossetian d U w ɐ - - 2067 

 

The improvements here are not insignificant. Originally, LexStat analyzed these into three 

groups: one for the Balto-Slavic languages and Gothic, one for Old High German, and one for 
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the remaining languages. With ALINE, this has been reduced to two groups. OHG remains the 

outlier, as partial cognate detection has not been implemented into this analysis: the -ne  adds too 

much phonetic weight to the word to be grouped with its proper cognates. On the positive side, 

the high rounded vowels, a separate sound class under LexStat and SCA, are grouped with the 

other vowels. This is possible because of the phonetic distances derived from the use of weighted 

features. In this instance, the need for a linguist to edit OHG zwene as part of the cognate set still 

exists, but the original results are improved, as Albanian, Avestan, Greek, and Ossetian are 

automatically included in that set.  

There are lots of small adjustments like this one throughout the dataset. Unfortunately, 

not all the results are so promising. As before, we can take all of the cognate judgments for all of 

the languages and see how the languages are related. The accuracy of these results depends up 

the accuracy of the judgments. In this respect, our implementation of ALINE falls short. We can 

visualize this again using a heatmap in Figure 13. 
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Figure 13: Percentage of shared cognates using ALINE 

This version is notably cooler than our previous visualization using the LexStat results. The same 

basic trends remain. The Slavic languages are noticeably grouped together, as are the Baltic 

languages. The lighter band between Slavic and Baltic is still there, indicating a closer and 

stronger relationship between them than between the other languages, as should be expected. On 

the whole, however, the total percentages of shared cognates are down dramatically. What was 

once a large block of red and yellow, indicating high percentages, is now a lukewarm teal. This 

means that either LexStat identified too many cognates or our version of ALINE is seriously 

underperforming and not grouping cognates together properly. It is the former that is true, as 

becomes clear below. 

 Before we delve into the shortcomings of our implementation, we can first see how the 

rest of it interacts with LingPy, as well as its other results, such as phylogenetic reconstruction. 

Because the output for ALINE here is formatted in exactly the same way as the other methods, 

all of the other modules of LingPy are at our disposal. We can still do calculate the distances 
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between languages, visualize the trees derived from those distances, and even carry out 

consensus reconstructions. By default, LingPy derives the distances between languages through 

the average of the distance scores for each language in each cognate set.  This is very similar to 

what Kondrak (2009) describes when calculating the similarities between languages and Downey 

(2009) proposes for a normalized ALINE distance. The new scores derived using ALINE can be 

seen in Table 16 for the Baltic and Slavic languages. 

Table 76: Distances for Balto-Slavic using ALINE 
Language Bel Bul Cz Kash Lat Lith LS Mac OCS OP Pol Rus Serb Slovak Slove Ukr US 

Bel 0.00 0.70 0.70 0.74 0.91 0.93 0.69 0.72 0.75 0.92 0.63 0.49 0.74 0.73 0.85 0.52 0.76 

Bul 0.70 0.00 0.64 0.75 0.86 0.87 0.72 0.37 0.53 0.90 0.67 0.68 0.60 0.65 0.78 0.67 0.71 

Cz 0.70 0.64 0.00 0.66 0.89 0.89 0.68 0.63 0.56 0.89 0.53 0.70 0.66 0.33 0.71 0.70 0.63 

Kash 0.74 0.75 0.66 0.00 0.92 0.91 0.64 0.72 0.65 0.89 0.50 0.75 0.76 0.61 0.85 0.68 0.63 

Lat 0.91 0.86 0.89 0.92 0.00 0.60 0.92 0.86 0.87 0.83 0.89 0.91 0.89 0.90 0.91 0.89 0.91 

Lit 0.93 0.87 0.89 0.91 0.60 0.00 0.94 0.88 0.87 0.74 0.92 0.92 0.88 0.93 0.90 0.94 0.92 

Lower S 0.69 0.72 0.68 0.64 0.92 0.94 0.00 0.67 0.65 0.91 0.62 0.70 0.76 0.62 0.84 0.63 0.42 

Mac 0.72 0.37 0.63 0.72 0.86 0.88 0.67 0.00 0.49 0.91 0.63 0.72 0.58 0.63 0.80 0.65 0.66 

OCS 0.75 0.53 0.56 0.65 0.87 0.87 0.65 0.49 0.00 0.90 0.60 0.69 0.57 0.56 0.80 0.63 0.59 

OP 0.92 0.90 0.89 0.89 0.83 0.74 0.91 0.91 0.90 0.00 0.91 0.91 0.92 0.90 0.92 0.92 0.93 

Pol 0.63 0.67 0.53 0.50 0.89 0.92 0.62 0.63 0.60 0.91 0.00 0.69 0.69 0.55 0.79 0.63 0.63 

Rus 0.49 0.68 0.70 0.75 0.91 0.92 0.70 0.72 0.69 0.91 0.69 0.00 0.71 0.71 0.79 0.58 0.75 

Serb. 0.74 0.60 0.66 0.76 0.89 0.88 0.76 0.58 0.57 0.92 0.69 0.71 0.00 0.64 0.62 0.69 0.73 

Slovak 0.73 0.65 0.33 0.61 0.90 0.93 0.62 0.63 0.56 0.90 0.55 0.71 0.64 0.00 0.70 0.63 0.61 

Slove 0.85 0.78 0.71 0.85 0.91 0.90 0.84 0.80 0.80 0.92 0.79 0.79 0.62 0.70 0.00 0.80 0.87 

Ukr 0.52 0.67 0.70 0.68 0.89 0.94 0.63 0.65 0.63 0.92 0.63 0.58 0.69 0.63 0.80 0.00 0.69 

Upper Si 0.76 0.71 0.63 0.63 0.91 0.92 0.42 0.66 0.59 0.93 0.63 0.75 0.73 0.61 0.87 0.69 0.00 

 

As with the heatmap, the same basic trends from before still exist. OCS still is relatively close to 

most of the Slavic languages and generally closer to Latvian, Lithuanian and Old Prussian than 

the other Slavic languages are. Across the board, the scores are all higher, which should be 

interpreted as less of a relationship. Again, this is in actuality not the case and is the result of 
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errors on the part of ALINE. Nevertheless, from these distances, we can still calculate the tree 

structure of the languages, first in the Newick format: 

(Greek,((Avestan,(Gothic,'Old_High_German')),(Albanian,(Ossetian,((Slovenian,((('Serbo_Croat

ian',('Old_Church_Slavic',(Bulgarian,Macedonian))),(('Lower_Sorbian','Upper_Sorbian'),((Kash

ubian,Polish),(Czech,Slovak)))),(Ukrainian,(Belarusian,Russian)))),('Old_Prussian',(Latvian,Lith

uanian))))))); 

We can use third-party software to visualize this as a bifurcating tree in Figure 14. 

 

Figure 14: Reconstructed tree using ALINE 

The general structure of the tree is not surprising. There are a few outliers. Ossetian being closer 

to Baltic and Slavic than to the older Iranian language Avestan, is perhaps indicative of the 
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mutual relationship between Balto-Slavic and Iranian as discussed earlier, but it is still 

surprising, especially that it would be so far removed from Avestan. Of course, no real 

exploration of Iranian can be carried out here without more data from other languages. That 

Slovenian should be the first offshoot from Slavic is also unexpected. There are some positive 

groupings, namely that the Kashubian oddity from the preliminary exploration is corrected: there 

is a much tighter grouping of the West Slavic languages. East Slavic, the other South Slavic 

languages, and Baltic all group together as expected. 

 The present implementation does not add anything new to the consensus reconstructions 

LingPy carries out: it still chooses the most common segment in each alignment position. 

However, we can still look at the Minimal Lateral Network for the ALINE cognate judgments. 

The reference tree is still relatively accurate, though it is based on percentages of cognates that 

are inaccurate. With the dramatic differences in cognate judgments there are undoubtedly 

differences in the MLN. Indeed, there are more borrowings predicted in this instance, as a 

consequence of so many cognates going undetected: there are more lines between all of the 

nodes, representing all of the “borrowings” and interactions between the languages, as is evident 

in Figure 15. 
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Figure 15: Reconstructed network using ALINE 
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In our preliminary investigation, we looked at the proposed borrowings from OCS into other 

languages; we can do the same again here, as in Table 17. 

Table 87: Inferred borrowings from Old Church Slavic using ALINE 

Stage Word Gloss 

Latvian ʧɪtɔ what 

edge.5 vɛzɑti tie 

Gothic sɪ this 

Avestan ʧɪtɔ what 

Avestan vædæti know 

Upper_Sorbian ʧyti smell 

Upper_Sorbian lætɔ year 

Old_Prussian mɛtɑti throw 

Old_Prussian vætrʊ wind 

Czech vrɪvɪ rope 

Czech ɡɔræti burn 

Kashubian ɔkrɔɡlʊ round 

Kashubian kʊtɔ who 

Russian ɔstrʊ sharp 

Russian kɔɡdɑ when 

edge.8 dl̩ɡʊ long 

edge.8 ɔstrʊ sharp 

edge.8 vlɑsi hair 

Ukrainian tiskɑti squeeze 

Ukrainian mɛtɑti throw 

Ukrainian ɡɔræti burn 

Lithuanian ɔstrʊ sharp 

Lithuanian ɔɡɲɪ fire 

Lithuanian vædæti know 

edge.7 ʒl̩ʲtʊ yellow 

edge.7 mrɑvɪjɪ ant 

edge.7 mr̩znɔti freeze 

edge.7 pl̩nʊ full 

Slovenian mʊnɔɡɔ many 

Slovenian vlæʃti pull 

Slovenian rɛʃti say 

Slovenian sʊpɑti sleep 

Slovenian pr̩ʲsi breast 

Slovenian ɔtrɔʧɛ child 
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Just from a raw numbers perspective, originally, there were 27 proposed borrowings from OCS, 

and now there are 34. Moreover, none of the words match across both analyses! This illustrates 

once again how critical accurate cognate judgments are for the entire workflow. None of these 

results can be trusted when the majority of cognates are undetected. 

8.2 Evaluation against other methods 

 How can we be sure that our ALINE implementation is underperforming and that the 

other algorithms, like LexStat, are returning too many false positives? As always, we turn to the 

experts for help: we can evaluate the results from both methods against the cognate judgments of 

actual linguists. This takes the guesswork out of our comparison, as it provides a gold standard 

against which we can measure ALINE and other methods. List et al. (2017) provides a number of 

test datasets which are accompanied by expert cognate judgments, as well as the results of 

analyses using the network-based Infomap algorithm and the computationally-expedient Turchin 

method. As our evaluation dataset, we take the Slavic subset of the Indo-European test data. The 

ALINE cognate judgments are taken from our analysis. LingPy has evaluation methods already 

built into its systems, the main one being B-Cubed scores, as first described by Bagga (1998). 

Amigo (2009) showed that they can also be used to compare cluster decisions. Hauer (2011) was 

the first to apply them to the task of automatic cognate detection. We can calculate the B-Cubed 

scores for the Infomap and Turchin methods that were done in List et al. (2017), as well as for 

our ALINE implementation and the results of our LexStat analysis. These can be seen in Table 

18. 
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Table 98: Comparison of B-Cubed scores for ALINE and three other methods 

B-Cubed Scores ALINE LexStat Infomap Turchin 

Precision 0.9844 0.9700 0.9775 0.9877 

Recall 0.7927 0.9274 0.9455 0.8462 

F-Score 0.8782 0.9482 0.9613 0.9115 

 

There are three values returned. Precision represents the number of false positives in the 

results, i.e. words that are deemed to be cognates but are actually not. A low number of false 

positives yields a high Precision. Our version of ALINE shines in this regard: there are very few 

cognate sets that should not be grouped together. This does outperform the results from LexStat 

discussed the preliminary results. The other two metrics are where ALINE falls well short of 

acceptability. Recall is governed by the number of detected cognate sets: the lower the Recall 

score, the higher the number of false negates, i.e. undetected cognates. With a Recall score below 

80, ALINE is letting too many cognates go undetected. The F-Score represents the overall 

accuracy at recovering cognate sets, taking both Precision and Recall into effect. The low Recall 

score brings the general accuracy of our cognate judgments down.  

 We know that ALINE is going to underperform, but we still do not know why. LingPy’s 

evaluation methods allow us to output a comparison between cognate judgments. Two instances 

of false negatives in the words for ‘burn’ and ‘bark’ from the test dataset are presented in Table 

19. 
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Table 109: Comparison of cognate sets from ALINE and LexStat 

Language burn CogID AlineID LexStatID 

Czech hor̝ɛt 1 1 1 

Russian gorʲetʲ 1 3 1 

Polish paʎiʨɕɛ 2 2 2 

Language bark CogID AlineID LexStatID 

Czech kuːra 1 1 1 

Polish kɔra 1 2 1 

Russian kora 1 2 1 

 

These are indicative of common trends throughout the results. Take the words for ‘bark:’ the 

only real difference between all three of them is that Czech has a long first vowel. In the Czech 

and Russian words for ‘burn,’ the main difference is the palatalization of the r and t in Russian. 

After examining all of the results, it becomes readily apparent that our implementation of ALINE 

is inconsistent with the way it handles long vowels and palatalized consonants. While these are 

certainly not the only segments it has trouble with, they are among the primary reasons for 

undetected cognates. This is because long vowels and palatalization add to the distance scores, 

and, if the scores are above the predetermined threshold, then the words will not correctly cluster 

together.  

 Beyond the issue of adjusting the feature weight values, the high number of undetected 

cognates by the ALINE implementation illustrates the need for good and consistent 

transcriptions. While the current conception allows for any orthographic system so long as each 

symbol is matched to a feature matrix, it is dependent on the transcriptions being consistent 

across the languages that are involved. If there are inconsistencies, there will be problems in the 

comparison of sequences. For example, many of the Slavic langauges have a five-vowel system. 
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While there are certainly differences in the production of these vowels from language to 

language, most linguists would probably transcribe them all with the same IPA symbols. In the 

wordlists taken from IELex, the transcriptions of these vowels differ between the languages. An 

example of this can be seen in the Polish and Russian words for ‘bark’ in Table 19: Polish has an 

[ɔ] while Russian has [o]. Here, ALINE still groups them as cognates, but elsewhere this could 

cause words to be grouped separately because of an increase in phonetic distance. Another 

example is in Polish paʎiʨɕɛ, where the palatal [ʎ] if often transcribed simply as [lj]. This 

inconsistency in handling palatalized segments could be one of the main reasons why ALINE has 

so much trouble with them. Another example is the sporadicly interchangeable use of alveo-

palatal [ʃ] and retroflex [ʂ]. These differences in transcription equal differences in the feature 

matrices, which lead to distances scores that prohibit cognate groupings. Sound classes are less 

affected by this because they do not rely on the details of the transcriptions: all symbols are 

converted into a smaller set of sound classes. Compare this to the phonetic features, where each 

symbols has its own unique feature matrix. This goes a long way to explaining the large number 

of false negatives from ALINE.  

Beyond the transcriptions themselves, there are issues in the selection of words in the 

lists. At times, the words that are most frequent in a language are chosen without regard to their 

cognacy status: for example, the Polish paʎiʨɕɛ is probably the more common form of a word 

meaning ‘burn’ (although it is a reflexive form with a more basic meaning of ‘to light on fire’; 

this same form can be found in other Slavic languages), there is a word, gorzeć, that means ‘to 

burn’ and is cognate with the Czech and Russian words in Table 19. When wordlists are 

compiled, it needs to be clear whether they are based on frequency or cognacy. This is more 

important for the well-documented languages like Indo-European, where cognacy has already 
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been explored at great length. Ideally, we should be able to include all the possibly relevant 

forms in these lists; this would go hand-in-hand with improved semantic capabilities. With more 

consistent transcriptions and a refined choice of words, I would expect the results of this version 

of ALINE to improve dramatically. Fixing these wordlists is beyond the scope of the present 

thesis, but these issues do illustrate the ever-present need for accurate and vetted data in all 

studies. 

8.3 Areas of improvement 

 It is obvious that this version of ALINE needs a lot of work. There are promising signs: 

the number of false positives is very low. Moreover, certain cognates are correctly grouped 

together with ALINE but not with other methods. The integration of phonetic features was 

chosen precisely to deal with the shortcomings of sound classes, but they have their own 

problems, too. How they are conceived in my code leads to inconsistencies with the results: 

sometimes words with long vowels are properly grouped with their cognates and other times they 

are not. The ways in which certain segments are weighted needs to be adjusted so that these 

small segments do not lead to inaccurate judgments.  It might prove useful to move to language-

specific scoring schemes, as are found in LexStat and Infomap, where the scoring schemes are 

derived as the analysis is carried out. As it stands, all languages are scored the same way, i.e. 

features always have the same values, independent of specific correspondences between 

language pairs. Moreover, the other methods are able to identify more cognates simply because 

they can analyze more words at once: each language can have multiple entries for each concept. 

Thus there might be two OCS words for the same thing: one is cognate with Russian and the 

other is cognate with Bulgarian. Those two words add to OCS’ relationships with the other 
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languages, but the present system cannot capture both at the same time. This is not the main 

reason for the decreased number of cognates, but it does play a role. 

Solving these kinds of issues are imperative, as I still believe ALINE has much to offer, 

especially when it comes to automatic reconstruction. Even if the issues for cognate detection are 

not solved, using features to carry out reconstructions could prove useful. Sound classes, as they 

have proven to yield more accurate results at this point in time, could be used to do most of the 

analysis concerning cognacy. Afterwards, the segments in the aligned cognate sets can be 

converted into phonetic feature matrices. From there, we could model the sound changes 

between cognates through an interpolation of the feature matrices, extrapolating back to a feature 

matrix that is likely to lead to all attested forms. This would be like finding the midpoint in the 

distance scores between words and converting that back into feature matrices and then again into 

actual segments. This would be a dramatic improvement over the limited consensus 

reconstructions, as it would actually model sound change as it is viewed by linguists. Frequency 

of segments does play a role, but it is not the absolute rule to reconstruct the most common 

segments in a correspondence set. 

Even without the current shortcomings of undetected cognates, it must still be noted that 

the present analysis is not even a full implementation of ALINE. The capabilities of LingPy are 

too limited to carry out a semantic analysis on the level of Kondrak’s (2009) original conception. 

The integration of a semantics module is something to explore in the future, as it could solve the 

problem of only comparing forms which have exactlythe same concept entries in the wordlists.  
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8.4 Balto-Slavic 

Despite all of these problems with our ALINE implementation, one thing is still clear: 

Baltic and Slavic are closely related. Even with all of the undetected cognates, their relationship 

is still visible in the heatmap and reconstructed phylogeny, albeit to a diminished degree. The 

evidence reviewed in Chapter 2 is backed up by our results here and in Chapter 6. This is not 

only the result of geographic proximity. That certainly played a role in the course of their 

development, as they had nearly exclusive access to one another for centuries. The root of their 

connection must go back to a common stage. If it were just based on borrowings and the like, 

then surely we would see similar interactions with the other languages around them. Even with 

the flaws we have covered, both in our preliminary results and here, this is clearly not the case. 

While Baltic and Slavic do not share as many cognates between themselves as they do internally, 

their percentage of shared cognates is much higher with each other than with any of the other 

Indo-European languages that were included to contextualize their relationship. The 

computations that have been conducted here go beyond surface-level observations. All of this 

points to a stage of common development: Proto-Balto-Slavic. Not all of the similarities shared 

by Baltic and Slavic are uniform across the dialects. Of course, it must be kept in mind that there 

are no perfectly uniform speech communities. Any variations that are found are likely the result 

of variations in the Balto-Slavic speech communities, just as there are variations within every 

observed language. These variations do not undermine the Balto-Slavic theory, but instead make 

it seem like a natural language instead of some uniformly reconstructed entity. As an avenue for 

further exploration, it would be interesting to see how Balto-Slavic compares to Indo-Iranian, an 

accepted Indo-European subgroup, and Italo-Celtic, which is generally not deemed to be a 

singular subgroup but, instead, two different subgroups that share a number of parallel 
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developments. As of right now, the distance scores calculated from the cognate judgments are 

always relative to the languages involved. There is no accepted method for comparison of 

distances scores across studies. This makes such a comparison hard to do at the moment, and the 

creation of such a method is beyond the scope of this thesis. However, this warrants further 

investigations: the distance metrics used can still be difficult to interpret outside of the limited 

context provided by the involved languages. We cannot really say what a difference of 0.15 in 

distance scores between languages means other than that they are different. Finding statistical 

significance in these scores will go a long way in imporving interpretability and help to make the 

comparison of subgroups a reality. Of course, the relationships between languages vary wildly, 

and it is unlikely that we will ever find a quantifiable definition for what a subgroup is, e.g. a 

certain percentage of shared cognates that may be reliably be taken to indicate subgroup status. 

Nevertheless, it could prove interesting to examine Balto-Slavic in an even wider Indo-European 

context. For now, however, we can remain confident in the Balto-Slavic hypothesis. 
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CHAPTER 9 

CONCLUSIONS 

The data has been thoroughly examined twice now. Though the results of our final 

analysis were not ideal, they did nothing to undermine the Balto-Slavic hypothesis or the value 

of computational methods. From the outset, computational approaches to historical linguistics 

have been viewed as a useful tool, a new way to explore data. It can never take the place of a 

linguist. It should only ever supplement the work of experts. LingPy and the other methods 

discussed are useful for exploratory purposes, able to analyze large swathes of data in a fraction 

of the time it takes to do by hand. While there are shortcomings in the present version of LingPy, 

its offerings of various methods have proven to be among the best. Alongside this investigation 

of LingPy, I created a version of the ALINE algorithm in Python that can interact with the 

different modules and methods that come preloaded with LingPy. The integration of phonetic 

features lead to more better cognate judgments in some instances, but on the whole, because of 

the weighting of features like vowel length and palatalization, many cognates went undetected. 

The Precision of the current implementation is promising, but there is much work to be done to 

make it as accurate as the LexStat and Infomap, let alone expert judgments.  

Continued improvements in these automatic approaches are a necessity: more and more 

data are becoming available, allowing for the investigation of previously unanalyzed languages 

and language groups. Testing these methods on well-documented families like Indo-European 

will allow us to prepare them for use on less-documented languages. The ideal goal is to help 
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survey these groups: computational approaches can break the ground for thousands of languages 

in an exploratory analysis that can more easily be vetted and improved by linguists who know 

and understand the languages. 

While this thesis explored the viability of computational methods for historical 

linguistics, it did so through the lens of the Balto-Slavic hypothesis. While it has been a topic of 

debate over the course of Indo-European linguistics, all evidence from the quantitative 

explorations conducted here point to their close relationship. As a result of these investigations 

and the evidence gathered by linguists in the past, it is a relatively safe conclusion that Baltic and 

Slavic shared a Proto-Balto-Slavic stage of development. Computational methods simply 

allowed us to view this data in a new way.  
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CONCEPT WORD Language 

all usʲɛ Belarusian 

all fsitʃki Bulgarian 

all fʃɪxɲɪ Czech 

all kòżdi Kashubian 

all visi Latvian 

all viskas Lithuanian 

all visi Lithuanian 

all wʂɛ LowerSorbian 

all sitɛ Macedonian 

all vɪ̆si OldChurchSlavic 

all wissay OldPrussian 

all fʂɘ̟stsɘ̟ Polish 

all vsʲɛ Russian 

all svî SerboCroatian 

all fʃɛttsi Slovak 

all ʍsi Slovenian 

all ʋsi Ukrainian 

all wʃɪ UpperSorbian 

and i Belarusian 

and i Bulgarian 

and a Czech 

and ë Kashubian 

and ùn Latvian 

and ir Lithuanian 

and a LowerSorbian 

and i Macedonian 

and i OldChurchSlavic 

and bhe OldPrussian 

and i Polish 

and i Russian 

and i SerboCroatian 

and a Slovak 

and in Slovenian 

and i Ukrainian 

and a UpperSorbian 

animal ʐɨvʲɔɫa Belarusian 

animal ʒivɔtnu Bulgarian 

animal zviːr̝ɛ Czech 

animal zwiérz Kashubian 

animal dzîvnieks Latvian 

animal zvērs Latvian 

animal kustonis Latvian 

animal gyvulys Lithuanian 

animal žvėris Lithuanian 

animal zwɪrʲɛ LowerSorbian 

animal ʒivɔtnɔ Macedonian 

animal ʒivɔtʊ̆ OldChurchSlavic 

animal zværɪ̆ OldChurchSlavic 

animal swīrins OldPrussian 

animal alne OldPrussian 

animal zvjɛʐɛ Polish 

animal ʐɨvɔtnɔjɛ Russian 

animal ʒivɔ̌tiɲa SerboCroatian 

animal zviera Slovak 

animal ʒivǎːw Slovenian 

animal tʋarɪna Ukrainian 

animal zwɪʀʲɔ UpperSorbian 

ant muraʂka Belarusian 

ant mravka Bulgarian 

ant mravɛnɛts Czech 

ant mrɔja LowerSorbian 

ant mravka Macedonian 

ant mrɑvɪ̆jɪ̆ OldChurchSlavic 
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ant mruvka Polish 

ant muravʲɛj Russian 

ant mrâːv SerboCroatian 

ant mravɛts Slovak 

ant mrǎːvlja Slovenian 

ant muraxa Ukrainian 

ant mroja UpperSorbian 

ashes pòpiół Kashubian 

ashes pɔpʲɛɫ Belarusian 

ashes pɛpɘɫ Bulgarian 

ashes popɛl Czech 

ashes pelni Latvian 

ashes pelenai Lithuanian 

ashes pɔpĕɛw LowerSorbian 

ashes pepɛl Macedonian 

ashes pɔpɛlʊ̆ OldChurchSlavic 

ashes pɛpɛlʊ̆ OldChurchSlavic 

ashes pelanne OldPrussian 

ashes pɔpjuw Polish 

ashes zɔɫa Russian 

ashes pɛ̂pɛɔ SerboCroatian 

ashes pɔpɔl Slovak 

ashes pɛpěːw Slovenian 

ashes pɔpiɫ Ukrainian 

ashes pɔpĕɛw UpperSorbian 

at na Belarusian 

at u Belarusian 

at na Bulgarian 

at vɤf Bulgarian 

at vɛ Czech 

at na Czech 

at przë Kashubian 

at pìe Latvian 

at UZ Latvian 

at į Lithuanian 

at pas Lithuanian 

at prie Lithuanian 

at wɛ LowerSorbian 

at na LowerSorbian 

at vɔ Macedonian 

at na Macedonian 

at vʊ̆ OldChurchSlavic 

at nɑ OldChurchSlavic 

at prēi OldPrussian 

at na Polish 

at vɛ Polish 

at na Russian 

at v Russian 

at na SerboCroatian 

at u SerboCroatian 

at na Slovak 

at vɔ Slovak 

at v Slovenian 

at na Slovenian 

at na Ukrainian 

at ʋ Ukrainian 

at na UpperSorbian 

at wɛ UpperSorbian 

back spʲina Belarusian 

back ɡrɤb Bulgarian 

back zaːda Czech 

back plecë Kashubian 

back mugura Latvian 

back nugara Lithuanian 

back kɕɛbjat LowerSorbian 



107 

 

back ɡərb Macedonian 

back xrɪ̆bɪ̆tʊ̆ OldChurchSlavic 

back rikisnan OldPrussian 

back plɛtsɘ̟ Polish 

back spʲina Russian 

back lɛ̌ːdʑa SerboCroatian 

back xr̩baːt Slovak 

back xə̌rbət Slovenian 

back spɪna Ukrainian 

back kʀibĕɛt UpperSorbian 

bad drɛnnɨ Belarusian 

bad ɫɔʃ Bulgarian 

bad ʃpatniː Czech 

bad złi Kashubian 

bad slikts Latvian 

bad nelabs Latvian 

bad blogas Lithuanian 

bad negeras Lithuanian 

bad ʂpatnɘ̟ LowerSorbian 

bad loʃ Macedonian 

bad zʊ̆lʊ̆ OldChurchSlavic 

bad wargan OldPrussian 

bad zwɘ̟ Polish 

bad pɫɔxɔj Russian 

bad lɔ̂ʃ SerboCroatian 

bad zliː Slovak 

bad slab Slovenian 

bad pɔɦanɪj Ukrainian 

bad ʃpatnɘ̟ UpperSorbian 

bark kara Belarusian 

bark kura Bulgarian 

bark kuːra Czech 

bark kóra Kashubian 

bark miza Latvian 

bark žievė Lithuanian 

bark ʂkɘ̟ra LowerSorbian 

bark kora Macedonian 

bark kɔrɑ OldChurchSlavic 

bark saxtis OldPrussian 

bark kɔra Polish 

bark kɔra Russian 

bark kɔ̂ra SerboCroatian 

bark kuɔra Slovak 

bark skǒːrja Slovenian 

bark kɔra Ukrainian 

bark skɔʀa UpperSorbian 

because bɔ Belarusian 

because zəʃtɔtu Bulgarian 

because prɔtɔʒɛ Czech 

because bò Kashubian 

because tàdel̜̃ka Latvian 

because tàpêcka Latvian 

because kadangi Lithuanian 

because todėl Lithuanian 

because dɔkulʲaʂ LowerSorbian 

because bidejci Macedonian 

because zatoaʃtɔ Macedonian 

because pɔɲɛʒɛ OldChurchSlavic 

because zɑɲɛʒɛ OldChurchSlavic 

because beggi OldPrussian 

because bɔ Polish 

because pɔtɔmuʂtɔ Russian 

because zǎtɔːʃtɔ SerboCroatian 
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because jɛ̂r SerboCroatian 

because lɛbɔ Slovak 

because prɛtɔʒɛ Slovak 

because kɛr Slovenian 

because tɔmuʂtʂɔ Ukrainian 

because dɔkɛlʃ UpperSorbian 

belly ʐɨvɔt Belarusian 

belly kurɛm Bulgarian 

belly br̝ɪxɔ Czech 

belly brzëch Kashubian 

belly vę̂dęrs Latvian 

belly pilvas Lithuanian 

belly brʲux LowerSorbian 

belly mev Macedonian 

belly ʧrævo OldChurchSlavic 

belly weders OldPrussian 

belly bʐux Polish 

belly ʐɨvɔt Russian 

belly třːbux SerboCroatian 

belly bruxɔ Slovak 

belly trěːbux Slovenian 

belly ʐɪvit Ukrainian 

belly bʀux UpperSorbian 

big vʲalʲikʲi Belarusian 

big ɡulʲam Bulgarian 

big vɛlkiː Czech 

big wiôldżi Kashubian 

big liel̃s Latvian 

big didelis Lithuanian 

big wĕɛlʲiki LowerSorbian 

big ɡolɛm Macedonian 

big vɛlikʊ̆ OldChurchSlavic 

big debīkan OldPrussian 

big duʐɘ̟ Polish 

big bolʲʂɔj Russian 

big vɛ̌lik SerboCroatian 

big vɛlʲkiː Slovak 

big vɛ̂ːlik Slovenian 

big ʋɛɫɪkɪj Ukrainian 

big wulki UpperSorbian 

bird ptuʂka Belarusian 

bird ptitsə Bulgarian 

bird ptaːk Czech 

bird ptôch Kashubian 

bird putns Latvian 

bird paukštis Lithuanian 

bird ptaʂk LowerSorbian 

bird ptitsa Macedonian 

bird pʊ̆titsʲa OldChurchSlavic 

bird pippalins OldPrussian 

bird ptak Polish 

bird ptʲitsa Russian 

bird ptîtsa SerboCroatian 

bird ftaːk Slovak 

bird ptǐːtsa Slovenian 

bird ptax Ukrainian 

bird ptatʃk UpperSorbian 

bite grëzc Kashubian 

bite kąsti Lithuanian 

bite kusatsʲ Belarusian 

bite xapʲə Bulgarian 

bite kɔusat Czech 

bite kôž Latvian 

bite kusaɕ LowerSorbian 
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bite kasa Macedonian 

bite ɡrɯsti OldChurchSlavic 

bite xɑpɑti OldChurchSlavic 

bite ɡrɘ̟ʑʨ Polish 

bite kusatʲ Russian 

bite ɡrîzti SerboCroatian 

bite ɦriːzc Slovak 

bite ɡrǐːzti Slovenian 

bite kusatɪ Ukrainian 

bite kusatʃ UpperSorbian 

black tʂɔrnɨ Belarusian 

black tʃɛrɘn Bulgarian 

black tʃɛrniː Czech 

black czôrny Kashubian 

black męlñs Latvian 

black juodas Lithuanian 

black tsarnɘ̟ LowerSorbian 

black tsərn Macedonian 

black ʧr̩ʲnʊ̆ OldChurchSlavic 

black kirsnan OldPrussian 

black tʂarnɘ̟ Polish 

black tʃɔrnɨj Russian 

black tsr̂ːn SerboCroatian 

black tʃierni Slovak 

black tʃə̌ːrn Slovenian 

black tʂɔrnɪj Ukrainian 

black tʃɔʀnɘ̟ UpperSorbian 

blood krɔw Belarusian 

blood krɤv Bulgarian 

blood krɛf Czech 

blood krew Kashubian 

blood asins Latvian 

blood kraujas Lithuanian 

blood kʂej LowerSorbian 

blood kərv Macedonian 

blood krʊ̆vɪ̆ OldChurchSlavic 

blood krawia OldPrussian 

blood krɛf Polish 

blood krɔvʲ Russian 

blood kr̂ːv SerboCroatian 

blood kr̩w Slovak 

blood krǐː Slovenian 

blood krɔʋ Ukrainian 

blood kʀe UpperSorbian 

blow dic Kashubian 

blow pūsti Lithuanian 

blow dzʲmutsʲ Belarusian 

blow duxəm Bulgarian 

blow fɔukat Czech 

blow pùš Latvian 

blow duɕ LowerSorbian 

blow duva Macedonian 

blow dɔt̃i OldChurchSlavic 

blow dmuxatɕ Polish 

blow dutʲ Russian 

blow pǔːxati SerboCroatian 

blow dǔːxati SerboCroatian 

blow fuːkac Slovak 

blow pǐːxati Slovenian 

blow dutɪ Ukrainian 

blow dutʃ UpperSorbian 

bone kɔsʲtsʲ Belarusian 

bone kɔst Bulgarian 

bone kɔst Czech 
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bone gnôt Kashubian 

bone kaũls Latvian 

bone kaulas Lithuanian 

bone kɘ̟stɕ LowerSorbian 

bone koska Macedonian 

bone kɔstɪ̆ OldChurchSlavic 

bone kaulan OldPrussian 

bone kɔɕtɕ Polish 

bone kɔstʲ Russian 

bone kɔ̂ːst SerboCroatian 

bone kɔsc Slovak 

bone kôːst Slovenian 

bone kistka Ukrainian 

bone kʊstʃ UpperSorbian 

breast ɣrudzʲi Belarusian 

breast ɡrɤd Bulgarian 

breast ɦruɟ Czech 

breast piers Kashubian 

breast krùts Latvian 

breast pups Latvian 

breast krūtis Lithuanian 

breast ɡruʑ LowerSorbian 

breast ɡradi Macedonian 

breast pr̩ʲsi OldChurchSlavic 

breast kraclan OldPrussian 

breast pjɛrɕ Polish 

breast grudʲ Russian 

breast ɡrûːdi SerboCroatian 

breast pr̂sa SerboCroatian 

breast pr̩sia Slovak 

breast ɦruɟ Slovak 

breast pə̌ːrsi Slovenian 

breast ɦrudɪ Ukrainian 

breast ʀudʒ UpperSorbian 

breathe òddichac Kashubian 

breathe kvėpuoti Lithuanian 

breathe dɨxatsʲ Belarusian 

breathe diʃəm Bulgarian 

breathe diːxat Czech 

breathe dvašõ Latvian 

breathe ęlp̃õ Latvian 

breathe alsuoti Lithuanian 

breathe dɘ̟xaɕ LowerSorbian 

breathe diʃɛ Macedonian 

breathe dɯxɑti OldChurchSlavic 

breathe ɔddɘ̟xatɕ Polish 

breathe dɨʂatʲ Russian 

breathe dǐːsati SerboCroatian 

breathe diːxac Slovak 

breathe dǐːxati Slovenian 

breathe dɪxatɪ Ukrainian 

breathe dɘ̟xatʃ UpperSorbian 

burn pôlëc Kashubian 

burn degti Lithuanian 

burn ɣarɛtsʲ Belarusian 

burn ɡurʲɤ Bulgarian 

burn planɔut Czech 

burn ɦɔr̝ɛt Czech 

burn de̥g Latvian 

burn palʲiɕsɛ LowerSorbian 

burn ɡori Macedonian 

burn ɡɔræti OldChurchSlavic 

burn paliʨɕɛ Polish 

burn ɡɔrʲɛtʲ Russian 

burn ɡɔ̌rjɛti SerboCroatian 



111 

 

burn paːlicsa Slovak 

burn ɦɔriɛc Slovak 

burn gɔrěːti Slovenian 

burn paɫɪtɪsʲa Ukrainian 

burn ɦɔritɪ Ukrainian 

burn palitʃsɔ UpperSorbian 

child dzʲitsʲa Belarusian 

child dɘtɛ Bulgarian 

child ɟiːcɛ Czech 

child dzeckò Kashubian 

child bḕ̜rns Latvian 

child vaikas Lithuanian 

child kūdikis Lithuanian 

child ʑiɕi LowerSorbian 

child ɡɘ̟lʲɛ LowerSorbian 

child detɛ Macedonian 

child tʃɛd̃ɔ OldChurchSlavic 

child dæti OldChurchSlavic 

child ɔtrɔtʃɛ ̃ OldChurchSlavic 

child malnijks OldPrussian 

child dʑɛtskɔ Polish 

child rʲibʲɔnɔk Russian 

child djɛ̌ːtɛ SerboCroatian 

child ɟieca Slovak 

child ɔtrɔk Slovenian 

child dɪtɪna Ukrainian 

child dʒɪtʃɔ UpperSorbian 

cloud vɔbɫaka Belarusian 

cloud ɔbɫək Bulgarian 

cloud ɔblak Czech 

cloud blóna Kashubian 

cloud padebesis Latvian 

cloud mãkônis Latvian 

cloud debesis Lithuanian 

cloud mrɔkawa LowerSorbian 

cloud oblak Macedonian 

cloud ɔblɑkʊ̆ OldChurchSlavic 

cloud wupyan OldPrussian 

cloud xmura Polish 

cloud ɔbɫakɔ Russian 

cloud ɔ̂blaːk SerboCroatian 

cloud ɔblak Slovak 

cloud ɔblâːk Slovenian 

cloud xmara Ukrainian 

cloud mʀʊtʃɛl UpperSorbian 

cold xaɫɔdnɨ Belarusian 

cold studɛn Bulgarian 

cold studɛniː Czech 

cold zëmny Kashubian 

cold aũksts Latvian 

cold sal̂ts Latvian 

cold šaltas Lithuanian 

cold zɘ̟mnɘ̟ LowerSorbian 

cold studɛn Macedonian 

cold studɛnʊ̆ OldChurchSlavic 

cold salta OldPrussian 

cold ʑimnɘ̟ Polish 

cold xɔɫɔdnɨj Russian 

cold hlǎːdan SerboCroatian 

cold stuɟɛniː Slovak 

cold hlǎːdɛn Slovenian 

cold xɔɫɔdnɪj Ukrainian 

cold zɘ̟mnɘ̟ UpperSorbian 

come przëchôdac Kashubian 

come ateiti Lithuanian 
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come prɨxɔdzʲitsʲ Belarusian 

come prɨjstsʲi Belarusian 

come dɔjdə Bulgarian 

come pr̝̝̊ ɪjiːt Czech 

come nãk Latvian 

come braukt Latvian 

come atvykti Lithuanian 

come pɕixadaɕ LowerSorbian 

come pɕiɕ LowerSorbian 

come dojdɛ Macedonian 

come doaɟa Macedonian 

come ɡrɛs̃ti OldChurchSlavic 

come priti OldChurchSlavic 

come prixɔditi OldChurchSlavic 

come perēit OldPrussian 

come pʂɘ̟xɔdʑitɕ Polish 

come pʂɘ̟jɕtɕ Polish 

come pɾʲijtʲi Russian 

come prʲixɔdʲitʲ Russian 

come dɔ̌laziti SerboCroatian 

come dɔ̂ːtɕi SerboCroatian 

come prixaːdzac Slovak 

come priːsc Slovak 

come prǐːti Slovenian 

come prixâːjati Slovenian 

come prɪjtɪ Ukrainian 

come prɪxodɪtɪ Ukrainian 

come pʃintʃ UpperSorbian 

come pʃikʰadʒɛtʃ UpperSorbian 

count rechòwac Kashubian 

count skaičiuoti Lithuanian 

count lʲitʂɨtsʲ Belarusian 

count brujɤ Bulgarian 

count pɔtʃiːtat Czech 

count skàita Latvian 

count skaityti Lithuanian 

count raxnowaɕ LowerSorbian 

count lʲitsɘ̟ɕ LowerSorbian 

count broi Macedonian 

count tʃisti OldChurchSlavic 

count litʂɘ̟ʨ Polish 

count stʃitatʲ Russian 

count brɔ̌jati SerboCroatian 

count pɔtʃiːtac Slovak 

count ʃtěːti Slovenian 

count lʲitʂɪtɪ Ukrainian 

count raxuvatɪ Ukrainian 

count litʃitʃ UpperSorbian 

cut rznąc Kashubian 

cut pjauti Lithuanian 

cut rɛzatsʲ Belarusian 

cut rɛʒə Bulgarian 

cut r̝ɛzat Czech 

cut griêž Latvian 

cut riekti Lithuanian 

cut rʲɪzaɕ LowerSorbian 

cut reʒɛ Macedonian 

cut setʃɛ Macedonian 

cut ræzɑti OldChurchSlavic 

cut ʨɔɲʨ Polish 

cut rʲɛzatʲ Russian 

cut rɛ̂zati SerboCroatian 

cut sjɛ̂tɕi SerboCroatian 

cut rɛzac Slovak 
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cut rěːzati Slovenian 

cut rizatɪ Ukrainian 

cut ʀɪzatʃ UpperSorbian 

day dzʲɛnʲ Belarusian 

day dɛn Bulgarian 

day dɛn Czech 

day dzéń Kashubian 

day dìena Latvian 

day diena Lithuanian 

day ʑeɲ LowerSorbian 

day den Macedonian 

day dɪ̆nɪ̆ OldChurchSlavic 

day deinan OldPrussian 

day ʥɛɲ Polish 

day dʲɛnʲ Russian 

day dâːn SerboCroatian 

day ɟɛɲ Slovak 

day dâːn Slovenian 

day dɛnʲ Ukrainian 

day dʒen UpperSorbian 

die ùmierac Kashubian 

die mirti Lithuanian 

die pamʲiratsʲ Belarusian 

die umirəm Bulgarian 

die umiːrat Czech 

die mirs̃t Latvian 

die dvėsti Lithuanian 

die mrʲɪɕ LowerSorbian 

die umiram Macedonian 

die umræti OldChurchSlavic 

die aulāut OldPrussian 

die umjɛraʨ Polish 

die umʲiratʲ Russian 

die ǔmirati SerboCroatian 

die umiɛrac Slovak 

die mrěːti Slovenian 

die umɪratɪ Ukrainian 

die mʀɪtʃ UpperSorbian 

dig kòpac Kashubian 

dig kasti Lithuanian 

dig kapatsʲ Belarusian 

dig kupajə Bulgarian 

dig kɔpat Czech 

dig ròk Latvian 

dig rɘ̟ɕ LowerSorbian 

dig kopa Macedonian 

dig kɔpɑti OldChurchSlavic 

dig rawas OldPrussian 

dig kɔpaʨ Polish 

dig kɔpatʲ Russian 

dig rɨtʲ Russian 

dig kɔ̌pati SerboCroatian 

dig kɔpac Slovak 

dig kɔpǎːti Slovenian 

dig kɔpatɪ Ukrainian 

dig ʀɘ̟tʃ UpperSorbian 

dirty brudnɨ Belarusian 

dirty mrɤsɘn Bulgarian 

dirty ʃpɪnaviː Czech 

dirty brëdny Kashubian 

dirty netĩrs Latvian 

dirty nešvarus Lithuanian 

dirty ɲɛrʲɪʂnɘ̟ LowerSorbian 

dirty netʃist Macedonian 
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dirty neʧistŭ OldChurchSlavic 

dirty brudnɘ̟ Polish 

dirty grʲaznɨj Russian 

dirty pr̂ʎav SerboCroatian 

dirty ʃpinaviː Slovak 

dirty umǎːzan Slovenian 

dirty brudnɪj Ukrainian 

dirty mazanɘ̟ UpperSorbian 

dog sabaka Belarusian 

dog kutʃɘ Bulgarian 

dog pɛs Czech 

dog pies Kashubian 

dog suns Latvian 

dog šuo Lithuanian 

dog šunis Lithuanian 

dog šuva Lithuanian 

dog pjas LowerSorbian 

dog kutʃɛ Macedonian 

dog pɪ̆sʊ̆ OldChurchSlavic 

dog sunis OldPrussian 

dog pjɛs Polish 

dog sabaka Russian 

dog pâs SerboCroatian 

dog pɛs Slovak 

dog pəs Slovenian 

dog sɔbaka Ukrainian 

dog pɛs Ukrainian 

dog psɘ̟k UpperSorbian 

drink pic Kashubian 

drink gerti Lithuanian 

drink pʲitsʲ Belarusian 

drink pijə Bulgarian 

drink piːt Czech 

drink dzer Latvian 

drink piɕ LowerSorbian 

drink piɛ Macedonian 

drink piti OldChurchSlavic 

drink poūt OldPrussian 

drink piʨ Polish 

drink pʲitʲ Russian 

drink pîti SerboCroatian 

drink pic Slovak 

drink pǐːti Slovenian 

drink pɪtɪ Ukrainian 

drink pitʃ UpperSorbian 

dry suxʲi Belarusian 

dry sux Bulgarian 

dry suxiː Czech 

dry sëchi Kashubian 

dry sàuss Latvian 

dry sausas Lithuanian 

dry suxɘ̟ LowerSorbian 

dry suv Macedonian 

dry suxʊ̆ OldChurchSlavic 

dry sausā OldPrussian 

dry suxɘ̟ Polish 

dry suxɔj Russian 

dry sûːx SerboCroatian 

dry suxiː Slovak 

dry sûːx Slovenian 

dry suxɪj Ukrainian 

dry suxi UpperSorbian 

dull tupɨ Belarusian 

dull tɤp Bulgarian 

dull tupiː Czech 
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dull neass Latvian 

dull truls Latvian 

dull bukas Lithuanian 

dull neaštrus Lithuanian 

dull atšipęs Lithuanian 

dull tupɘ̟ LowerSorbian 

dull tap Macedonian 

dull tɔp̃ʊ̆ OldChurchSlavic 

dull tɛmpɘ̟ Polish 

dull tupɔj Russian 

dull tûːp SerboCroatian 

dull tupiː Slovak 

dull tɔp Slovenian 

dull tupɪj Ukrainian 

dull tupɘ̟ UpperSorbian 

dull tãpi Kashubian 

dust pɨɫ Belarusian 

dust prax Bulgarian 

dust prax Czech 

dust pich Kashubian 

dust pîs̀l̜i Latvian 

dust putekl̜I Latvian 

dust dulkės Lithuanian 

dust prɔx LowerSorbian 

dust prav Macedonian 

dust prɑxʊ̆ OldChurchSlavic 

dust kuʂ Polish 

dust pɘ̟w Polish 

dust pɨlʲ Russian 

dust prǎʃina SerboCroatian 

dust prax Slovak 

dust prâːx Slovenian 

dust pɔrɔx Ukrainian 

dust pʀɔx UpperSorbian 

ear vuxa Belarusian 

ear uxɔ Bulgarian 

ear uxɔ Czech 

ear ùchò Kashubian 

ear àuss Latvian 

ear ausis Lithuanian 

ear huxɔ LowerSorbian 

ear uvɔ Macedonian 

ear uxɔ OldChurchSlavic 

ear āusins OldPrussian 

ear uxɔ Polish 

ear uxo Russian 

ear ûxɔ SerboCroatian 

ear uxɔ Slovak 

ear uxôː Slovenian 

ear ʋuxɔ Ukrainian 

ear wuxɔ UpperSorbian 

earth zʲamlʲa Belarusian 

earth zɘmʲa Bulgarian 

earth zɛmɲɛ Czech 

earth zemia Kashubian 

earth zeme Latvian 

earth žemė Lithuanian 

earth zemja LowerSorbian 

earth zemja Macedonian 

earth zɛmʎa OldChurchSlavic 

earth zɛmja OldChurchSlavic 

earth semmē OldPrussian 

earth ʑɛmja Polish 

earth zʲɛmlʲa Russian 
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earth zɛ̌mʎa SerboCroatian 

earth zɛm Slovak 

earth zɛ̂ːmlja Slovenian 

earth zɛmlʲa Ukrainian 

earth zemja UpperSorbian 

eat jesc Kashubian 

eat valgyti Lithuanian 

eat jɛsʲtsʲi Belarusian 

eat jam Bulgarian 

eat jiːst Czech 

eat ę̂d Latvian 

eat jɪstɕ LowerSorbian 

eat jadɛ Macedonian 

eat jasti OldChurchSlavic 

eat īst OldPrussian 

eat wolgeit OldPrussian 

eat jɛɕtɕ Polish 

eat jɛsʲtʲ Russian 

eat jɛ̂sti SerboCroatian 

eat jɛsc Slovak 

eat jěːsti Slovenian 

eat jistɪ Ukrainian 

eat jɪstʃ UpperSorbian 

egg jajka Belarusian 

egg jəjtsɛ Bulgarian 

egg vɛjtsɛ Czech 

egg jajco Kashubian 

egg õla Latvian 

egg kiaušinis Lithuanian 

egg jajɔ LowerSorbian 

egg jajtsɛ Macedonian 

egg ɑjɪ̆tsʲɛ OldChurchSlavic 

egg paute OldPrussian 

egg jajkɔ Polish 

egg jajtsɔ Russian 

egg jǎːjɛ SerboCroatian 

egg vajtsɛ Slovak 

egg jǎːjtsɛ Slovenian 

egg jajtsɛ Ukrainian 

egg jeɔ UpperSorbian 

eye vɔka Belarusian 

eye ukɔ Bulgarian 

eye ɔkɔ Czech 

eye òkò Kashubian 

eye acs Latvian 

eye akis Lithuanian 

eye hɔkɔ LowerSorbian 

eye okɔ Macedonian 

eye ɔkɔ OldChurchSlavic 

eye ackis OldPrussian 

eye ɔkɔ Polish 

eye gɫaz Russian 

eye ɔ̂kɔ SerboCroatian 

eye ɔkɔ Slovak 

eye ɔkôː Slovenian 

eye ɔkɔ Ukrainian 

eye wɔkɔ UpperSorbian 

fall pôdac Kashubian 

fall kristi Lithuanian 

fall padatsʲ Belarusian 

fall padəm Bulgarian 

fall padat Czech 

fall krìt Latvian 

fall pulti Lithuanian 

fall padaɕ LowerSorbian 
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fall paɟa Macedonian 

fall pɑdɑti OldChurchSlavic 

fall krūt OldPrussian 

fall spadaʨ Polish 

fall padatʲ Russian 

fall pâdati SerboCroatian 

fall padac Slovak 

fall pǎːsti Slovenian 

fall padatɪ Ukrainian 

fall padatʃ UpperSorbian 

far dalʲɔka Belarusian 

far dəlɛtʃɘ Bulgarian 

far dalɛkɔ Czech 

far daleczi Kashubian 

far tâlu Latvian 

far tolimas Lithuanian 

far dalʲɔkɔ LowerSorbian 

far dalɛku Macedonian 

far dɑlɛtʃɛ OldChurchSlavic 

far dalɛkɔ Polish 

far dalʲɛkɔ Russian 

far dalɛ̌kɔ SerboCroatian 

far ɟalɛkɔ Slovak 

far dǎːlɛtʃ Slovenian 

far daɫɛkɔ Ukrainian 

far dalɔkɔ UpperSorbian 

fat tɫuʂtʂ Belarusian 

fat məznina Bulgarian 

fat tuk Czech 

fat tłëst Kashubian 

fat tàuki Latvian 

fat taukai Lithuanian 

fat tutsnɛ LowerSorbian 

fat mast Macedonian 

fat tukʊ̆ OldChurchSlavic 

fat takis OldPrussian 

fat instran OldPrussian 

fat mynsis OldPrussian 

fat twuʂtʂ Polish 

fat ʐɨr Russian 

fat mâːst SerboCroatian 

fat tuk Slovak 

fat mâːst Slovenian 

fat ʐɪr Ukrainian 

fat tuk UpperSorbian 

father batsʲka Belarusian 

father bəʃta Bulgarian 

father ɔtɛts Czech 

father òjc Kashubian 

father tęṽs Latvian 

father tėvas Lithuanian 

father nan LowerSorbian 

father tatkɔ Macedonian 

father ɔtɪ̆tsʲɪ̆ OldChurchSlavic 

father tāwas OldPrussian 

father ɔjtɕɛts Polish 

father ɔtʲɛts Russian 

father ɔ̌tats SerboCroatian 

father ɔcɛts Slovak 

father ɔ̌ːtʃɛ Slovenian 

father batʲkɔ Ukrainian 

father nan UpperSorbian 

fear bòjecsã Kashubian 
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fear bijoti Lithuanian 

fear bajatstsa Belarusian 

fear strəxuvəmsɛ Bulgarian 

fear bujɤsɛ Bulgarian 

fear pɫaʃəsɛ Bulgarian 

fear baːtsɛ Czech 

fear baid̃âs Latvian 

fear bîstas Latvian 

fear bɛjaɕsɛ LowerSorbian 

fear plaʃisɛ Macedonian 

fear bɔjatisɛ ̃ OldChurchSlavic 

fear bia OldPrussian 

fear bijatwei OldPrussian 

fear batɕɕɛ Polish 

fear bɔjatʲsʲa Russian 

fear bɔ̌jatisɛ SerboCroatian 

fear plâʃitisɛ SerboCroatian 

fear baːcsa Slovak 

fear bǎːtisɛ Slovenian 

fear bɔjatɪsʲa Ukrainian 

fear bɔjɛtʃsɔ UpperSorbian 

feather pʲarɔ Belarusian 

feather pɘrɔ Bulgarian 

feather pɛːrɔ Czech 

feather pióro Kashubian 

feather spalṽa Latvian 

feather plunksna Lithuanian 

feather pĕɛrɔ LowerSorbian 

feather perɔ Macedonian 

feather pɛrɔ OldChurchSlavic 

feather plāugzā OldPrussian 

feather pjurɔ Polish 

feather pʲɛrɔ Russian 

feather pɛ̌rɔ SerboCroatian 

feather pɛrɔ Slovak 

feather pɛrôː Slovenian 

feather pɛrɔ Ukrainian 

feather pĕɛʀɔ UpperSorbian 

few maɫa Belarusian 

few maɫku Bulgarian 

few maːlɔ Czech 

few mało Kashubian 

few druksu Latvian 

few mazi Latvian 

few nedaug Lithuanian 

few mawɔ LowerSorbian 

few malku Macedonian 

few mɑlɔ OldChurchSlavic 

few mazāiz OldPrussian 

few mawɔ Polish 

few maɫɔ Russian 

few mâlɔ SerboCroatian 

few maːlɔ Slovak 

few mǎːlɔ Slovenian 

few maɫɔ Ukrainian 

few mawɔ UpperSorbian 

fight biôtkòwac Kashubian 

fight kovoti Lithuanian 

fight bitstsa Belarusian 

fight zmaɣatsta Belarusian 

fight bɔrʲəsɛ Bulgarian 

fight zapasit Czech 

fight biːtsɛ Czech 

fight bɔjɔvat Czech 

fight cìnâs Latvian 
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fight kaûjas Latvian 

fight sisties Latvian 

fight wɘ̟jowaɕ LowerSorbian 

fight biɕsɛ LowerSorbian 

fight borisɛ Macedonian 

fight brɑtisɛ ̃ OldChurchSlavic 

fight ūlint OldPrussian 

fight valtʂɘ̟tɕ Polish 

fight bitɕɕɛ Polish 

fight dratʲsʲa Russian 

fight bɔrɔtʲsʲa Russian 

fight bɔ̌ritisɛ SerboCroatian 

fight bɔjɔvac Slovak 

fight bicsa Slovak 

fight bɔjɛvǎːtisɛ Slovenian 

fight bɔrɔtɪsʲa Ukrainian 

fight wɔjoatʃ UpperSorbian 

fight bitʃsɔ UpperSorbian 

fingernail nɔɣatsʲ Belarusian 

fingernail nɔkət Bulgarian 

fingernail nɛɦɛt Czech 

fingernail paznokc Kashubian 

fingernail nags Latvian 

fingernail nagas Lithuanian 

fingernail nɔkɕ LowerSorbian 

fingernail nokɔt Macedonian 

fingernail nɔɡʊ̆tɪ̆ OldChurchSlavic 

fingernail nagutis OldPrussian 

fingernail paznɔkʲɛtɕ Polish 

fingernail nɔgɔtʲ Russian 

fingernail nɔ̂kat SerboCroatian 

fingernail nɛxt Slovak 

fingernail nôːxt Slovenian 

fingernail nʲiɦɔtʲ Ukrainian 

fingernail nɔxtʃ UpperSorbian 

fire aɣɔnʲ Belarusian 

fire ɔɡən Bulgarian 

fire ɔɦɛɲ Czech 

fire òdżin Kashubian 

fire uguns Latvian 

fire ugnis Lithuanian 

fire hɔɡeɲ LowerSorbian 

fire oɡan Macedonian 

fire ɔgɲɪ̆ OldChurchSlavic 

fire panno OldPrussian 

fire ɔɡʲɛɲ Polish 

fire ɔgɔnʲ Russian 

fire vâtra SerboCroatian 

fire ɔɦɛɲ Slovak 

fire ɔ̌ːɡɛɲ Slovenian 

fire ʋɔɦɔnʲ Ukrainian 

fire wɔjen UpperSorbian 

fish rɨba Belarusian 

fish ribə Bulgarian 

fish rɪba Czech 

fish rëba Kashubian 

fish zivs Latvian 

fish žuvis Lithuanian 

fish rɘ̟ba LowerSorbian 

fish riba Macedonian 

fish rɯbɑ OldChurchSlavic 

fish suckans OldPrussian 

fish rɘ̟ba Polish 
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fish rɨba Russian 

fish rîba SerboCroatian 

fish riba Slovak 

fish rǐːba Slovenian 

fish rɪba Ukrainian 

fish ʀɘ̟ba UpperSorbian 

five pʲatsʲ Belarusian 

five pɛt Bulgarian 

five pjɛt Czech 

five piãc Kashubian 

five pìeci Latvian 

five penki Lithuanian 

five pɪɕ LowerSorbian 

five pet Macedonian 

five pɛt̃ɪ̆ OldChurchSlavic 

five piēcts OldPrussian 

five pjɛɲtɕ Polish 

five pʲatʲ Russian 

five pɛ̂ːt SerboCroatian 

five pæc Slovak 

five pêːt Slovenian 

five pjatʲ Ukrainian 

five pĕɛtʃ UpperSorbian 

float płëwac Kashubian 

float plaukti Lithuanian 

float pɫavatsʲ Belarusian 

float pɫavəm Bulgarian 

float plɔut Czech 

float pludõ Latvian 

float plʲɪwaɕ LowerSorbian 

float plovi Macedonian 

float plɑvɑti OldChurchSlavic 

float pluti OldChurchSlavic 

float pwɘ̟vatɕ Polish 

float pɫavatʲ Russian 

float plǔtati SerboCroatian 

float plaːvac Slovak 

float plâːvati Slovenian 

float pɫavatɪ Ukrainian 

float pʰuwatʃ UpperSorbian 

flow płënąc Kashubian 

flow tekėti Lithuanian 

flow tsʲatʂɨ Belarusian 

flow tɘkɤ Bulgarian 

flow tɛːtst Czech 

flow plûst Latvian 

flow tęk Latvian 

flow bɪʐaɕ LowerSorbian 

flow tetʃɛ Macedonian 

flow tɛʃti OldChurchSlavic 

flow tektweī OldPrussian 

flow pwɘ̟nɔɲʨ Polish 

flow tʲɛtʃ Russian 

flow têtɕi SerboCroatian 

flow ciɛtsc Slovak 

flow tɛ̂ːtʃi Slovenian 

flow tɛktɪ Ukrainian 

flow beʒɛtʃ UpperSorbian 

flower kvʲɛtka Belarusian 

flower tsvɛtɘ Bulgarian 

flower kvjɛt Czech 

flower kwiat Kashubian 

flower ziêds Latvian 

flower puk̜e Latvian 

flower gėlė Lithuanian 
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flower žiedas Lithuanian 

flower kwɪtk LowerSorbian 

flower tsvecɛ Macedonian 

flower tsʲvætʊ̆ OldChurchSlavic 

flower kfjat Polish 

flower tsvʲɛt Russian 

flower tsvjɛ̂ːt SerboCroatian 

flower kvɛt Slovak 

flower tsvêːt Slovenian 

flower kʋitka Ukrainian 

flower kwɪtka UpperSorbian 

fly lôtac Kashubian 

fly skristi Lithuanian 

fly lʲatsʲɛtsʲ Belarusian 

fly lɘtʲɤ Bulgarian 

fly lɛcɛt Czech 

fly lidot Latvian 

fly laîžas Latvian 

fly skrìen Latvian 

fly lėkti Lithuanian 

fly leɕeɕ LowerSorbian 

fly leta Macedonian 

fly lɛtæti OldChurchSlavic 

fly skreītwei OldPrussian 

fly letɕɛtɕ Polish 

fly lʲɛtʲɛtʲ Russian 

fly lɛ̌tjɛti SerboCroatian 

fly lɛciɛc Slovak 

fly letěːti Slovenian 

fly ɫɛtʲitɪ Ukrainian 

fly letʃɛtʃ UpperSorbian 

fog tuman Belarusian 

fog məɡla Bulgarian 

fog ml̩ɦa Czech 

fog dôka Kashubian 

fog migla Latvian 

fog rūkas Lithuanian 

fog migla Lithuanian 

fog kurʲawa LowerSorbian 

fog maɡla Macedonian 

fog mɪ̆ɡlɑ OldChurchSlavic 

fog kupsins OldPrussian 

fog mɡwa Polish 

fog tuman Russian 

fog mǎɡla SerboCroatian 

fog ɦmla Slovak 

fog məɡla Slovenian 

fog tuman Ukrainian 

fog kuʀjawa UpperSorbian 

foot naɣa Belarusian 

foot krak Bulgarian 

foot nɔɦa Czech 

foot stopa Kashubian 

foot kãja Latvian 

foot pėda Lithuanian 

foot nɔɡa LowerSorbian 

foot noɡa Macedonian 

foot nɔɡɑ OldChurchSlavic 

foot nage OldPrussian 

foot nɔɡa Polish 

foot noga Russian 

foot nɔ̌ɡa SerboCroatian 

foot nɔɦa Slovak 

foot nɔ̌ːɡa Slovenian 
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foot nɔɦa Ukrainian 

foot nɔha UpperSorbian 

four tʂatɨrɨ Belarusian 

four tʃɛtiri Bulgarian 

four tʃtɪr̝ɪ Czech 

four sztërë Kashubian 

four četri Latvian 

four keturi Lithuanian 

four stɘ̟rʲi LowerSorbian 

four tʃetiri Macedonian 

four ʧɛtɯrɛ OldChurchSlavic 

four kettwirts OldPrussian 

four tʂtɛrɘ̟ Polish 

four tʃɛtɨrʲi Russian 

four tʃětiri SerboCroatian 

four ʃtiri Slovak 

four ʃtǐːri Slovenian 

four tʂɔtɪrɪ Ukrainian 

four ʃtɘ̟ʀi UpperSorbian 

freeze miarznąc Kashubian 

freeze šalti Lithuanian 

freeze zamʲarzatsʲ Belarusian 

freeze zəmrɤzvəm Bulgarian 

freeze mr̩znɔut Czech 

freeze sal̂st Latvian 

freeze marznuɕ LowerSorbian 

freeze mərznɛ Macedonian 

freeze mr̩znɔt̃i OldChurchSlavic 

freeze zamarzatɕ Polish 

freeze zamʲɛrzatʲ Russian 

freeze smr̂znuti SerboCroatian 

freeze mr̩znuc Slovak 

freeze mə̌ːrzniti Slovenian 

freeze zamɛrzatɪ Ukrainian 

freeze mĕɛʀznɘ̟tʃ UpperSorbian 

fruit pɫɔd Belarusian 

fruit pɫɔd Bulgarian 

fruit plɔd Czech 

fruit brzôd Kashubian 

fruit aûglis Latvian 

fruit vaisius Lithuanian 

fruit pwɔd LowerSorbian 

fruit plod Macedonian 

fruit plɔdʊ̆ OldChurchSlavic 

fruit wēisin OldPrussian 

fruit ɔvɔts Polish 

fruit pɫɔd Russian 

fruit plôːd SerboCroatian 

fruit plɔd Slovak 

fruit plôːd Slovenian 

fruit plʲid Ukrainian 

fruit pwʊd UpperSorbian 

full pɔwnɨ Belarusian 

full pɤlɘn Bulgarian 

full pl̩niː Czech 

full fùl Kashubian 

full pilñs Latvian 

full pilnas Lithuanian 

full kupinas Lithuanian 

full pownɘ̟ LowerSorbian 

full poln Macedonian 

full pl̩nʊ̆ OldChurchSlavic 

full pilnan OldPrussian 

full pɛwnɘ̟ Polish 
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full pɔɫnɨj Russian 

full pûn SerboCroatian 

full pl̩niː Slovak 

full pɔ̂ːwn Slovenian 

full pɔʋnɪj Ukrainian 

full ponɘ̟ UpperSorbian 

give dôwac Kashubian 

give duoti Lithuanian 

give davatsʲ Belarusian 

give davəm Bulgarian 

give daːvat Czech 

give dôd Latvian 

give daɕ LowerSorbian 

give dadɛ Macedonian 

give dɑti OldChurchSlavic 

give dāst OldPrussian 

give davatɕ Polish 

give davatʲ Russian 

give dâti SerboCroatian 

give dac Slovak 

give dǎːti Slovenian 

give davatɪ Ukrainian 

give datʃ UpperSorbian 

good dɔbrɨ Belarusian 

good dubɤr Bulgarian 

good dɔbriː Czech 

good dobri Kashubian 

good labs Latvian 

good geras Lithuanian 

good labas Lithuanian 

good dɔbrɘ̟ LowerSorbian 

good dobar Macedonian 

good dɔbrʊ̆ OldChurchSlavic 

good labs OldPrussian 

good dɔbrɘ̟ Polish 

good xarɔʂɨj Russian 

good dɔ̂bar SerboCroatian 

good dɔbriː Slovak 

good dǒːbər Slovenian 

good xɔrɔʂɪj Ukrainian 

good dɔbʀɘ̟ UpperSorbian 

grass trava Belarusian 

grass trɘva Bulgarian 

grass traːva Czech 

grass trôwa Kashubian 

grass zâle Latvian 

grass žolė Lithuanian 

grass tʂawa LowerSorbian 

grass treva Macedonian 

grass trɑvɑ OldChurchSlavic 

grass schokis OldPrussian 

grass trava Polish 

grass trava Russian 

grass trǎːva SerboCroatian 

grass traːva Slovak 

grass trǎːva Slovenian 

grass traʋa Ukrainian 

grass tʀawa UpperSorbian 

green zʲalʲɔnɨ Belarusian 

green zɘlɛn Bulgarian 

green zɛlɛniː Czech 

green zelony Kashubian 

green zal̜š Latvian 

green žalias Lithuanian 
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green zɛlʲɛnɘ̟ LowerSorbian 

green zelɛn Macedonian 

green zɛlɛnʊ̆ OldChurchSlavic 

green saligan OldPrussian 

green ʑɛlɔnɘ̟ Polish 

green zʲɛlʲɔnɨj Russian 

green zɛ̌lɛn SerboCroatian 

green zɛlɛniː Slovak 

green zɛlɛn Slovenian 

green zɛɫɛnɪj Ukrainian 

green zɛlɛnɘ̟ UpperSorbian 

guts vantrɔbɨ Belarusian 

guts vɤtrɘʃnusti Bulgarian 

guts vɲɪtr̝̝̊ noscɪ Czech 

guts brzëchòwina Kashubian 

guts xar̂na Latvian 

guts viduriai Lithuanian 

guts žarnos Lithuanian 

guts tsrʲowa LowerSorbian 

guts utrɔba Macedonian 

guts ɔt̃rɔbɑ OldChurchSlavic 

guts grobis OldPrussian 

guts vnɛntʂnɔɕtɕi Polish 

guts vnutrʲɛnnɔstʲi Russian 

guts ûtrɔba SerboCroatian 

guts vnutɔrnɔsci Slovak 

guts tʃrɛvôː Slovenian 

guts kɪʂkɪ Ukrainian 

guts tʃʀɛwa UpperSorbian 

hair vaɫasɨ Belarusian 

hair kusa Bulgarian 

hair vlasɪ Czech 

hair włosë Kashubian 

hair mats Latvian 

hair plaukai Lithuanian 

hair wɔsɛ LowerSorbian 

hair kosa Macedonian 

hair vlɑsi OldChurchSlavic 

hair scebelis OldPrussian 

hair vwɔsɘ̟ Polish 

hair vɔɫɔsɨ Russian 

hair kɔ̌sa SerboCroatian 

hair vlasi Slovak 

hair lâːsi Slovenian 

hair ʋɔɫɔsʲsʲa Ukrainian 

hair wɔsɘ̟ UpperSorbian 

hand ruka Belarusian 

hand rəka Bulgarian 

hand ruka Czech 

hand rãka Kashubian 

hand ròka Latvian 

hand ranka Lithuanian 

hand ruka LowerSorbian 

hand raka Macedonian 

hand rɔk̃ɑ OldChurchSlavic 

hand rānkan OldPrussian 

hand rɛŋka Polish 

hand ruka Russian 

hand rǔːka SerboCroatian 

hand ruka Slovak 

hand rɔ̂ːka Slovenian 

hand ruka Ukrainian 
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hand ʀuka UpperSorbian 

he jɔn Belarusian 

he tɔj Bulgarian 

he ɔn Czech 

he òn Kashubian 

he vin̜š Latvian 

he jis Lithuanian 

he wɘ̟n LowerSorbian 

he toj Macedonian 

he jɪ̆ OldChurchSlavic 

he ɔnʊ̆ OldChurchSlavic 

he tʊ̆ OldChurchSlavic 

he tāns OldPrussian 

he ɔn Polish 

he on Russian 

he ɔ̂ːn SerboCroatian 

he ɔn Slovak 

he ɔn Slovenian 

he ʋin Ukrainian 

he wʊn UpperSorbian 

head ɣaɫava Belarusian 

head ɡɫəva Bulgarian 

head ɦlava Czech 

head głowa Kashubian 

head gal̂va Latvian 

head galva Lithuanian 

head ɡwowa LowerSorbian 

head ɡlava Macedonian 

head ɡlɑvɑ OldChurchSlavic 

head gallū OldPrussian 

head ɡwɔva Polish 

head gɔɫɔva Russian 

head ɡlǎːva SerboCroatian 

head ɦlava Slovak 

head ɡlǎːva Slovenian 

head ɦɔɫɔʋa Ukrainian 

head woa UpperSorbian 

hear czëc Kashubian 

hear girdėti Lithuanian 

hear tʂutsʲ Belarusian 

hear tʃuvəm Bulgarian 

hear slɪʃɛt Czech 

hear dzìrd Latvian 

hear swɘ̟ʂaɕ LowerSorbian 

hear tʃuɛ Macedonian 

hear slɯʃati OldChurchSlavic 

hear kīrdeiti OldPrussian 

hear swɘ̟ʃɛtɕ Polish 

hear sɫɨʂatʲ Russian 

hear tʃûti SerboCroatian 

hear pɔtʃuc Slovak 

hear slǐːʃati Slovenian 

hear tʂutɪ Ukrainian 

hear swɘ̟ʃɛtʃ UpperSorbian 

heart sɛrtsa Belarusian 

heart sərtsɛ Bulgarian 

heart sr̩tsɛ Czech 

heart serce Kashubian 

heart siȓds Latvian 

heart širdis Lithuanian 

heart hutʂɔba LowerSorbian 

heart sərtsɛ Macedonian 

heart sr̩ʲdɪ̆tsʲɛ OldChurchSlavic 
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heart sīran OldPrussian 

heart sɛrtsɛ Polish 

heart sʲɛrdtsɛ Russian 

heart sr̩̂tsɛ SerboCroatian 

heart sr̩tsɛ Slovak 

heart sərtsêː Slovenian 

heart sɛrtsɛ Ukrainian 

heart wutʀɔba UpperSorbian 

heavy tsʲaʐkʲi Belarusian 

heavy tɛʒək Bulgarian 

heavy cɛʃkiː Czech 

heavy cãżczi Kashubian 

heavy smags Latvian 

heavy sunkus Lithuanian 

heavy ɕɪʐki LowerSorbian 

heavy teʒɔk Macedonian 

heavy tɛʒ̃ɪ̆kʊ̆ OldChurchSlavic 

heavy brendus OldPrussian 

heavy ʨɛɰ̃ʐkʲi Polish 

heavy tʲaʐɔɫɨj Russian 

heavy tɛ̌ːʒak SerboCroatian 

heavy caʒkiː Slovak 

heavy tɛ̂ːʒək Slovenian 

heavy tʲaʐkɪj Ukrainian 

heavy tʃɛʒki UpperSorbian 

here tut Belarusian 

here tuka Bulgarian 

here tadɪ Czech 

here tu Kashubian 

here te Latvian 

here šeĩt Latvian 

here čia Lithuanian 

here how LowerSorbian 

here ovdɛ Macedonian 

here tuka Macedonian 

here sɪ̆dɛ OldChurchSlavic 

here schai OldPrussian 

here tutaj Polish 

here zdʲɛsʲ Russian 

here ɔ̌ːvdjɛ SerboCroatian 

here tu Slovak 

here tu Slovenian 

here tut Ukrainian 

here tu UpperSorbian 

hit ùderzëc Kashubian 

hit mūšti Lithuanian 

hit udaratsʲ Belarusian 

hit udrʲəm Bulgarian 

hit udɛr̝ɪt Czech 

hit sit Latvian 

hit dɛrʲiɕ LowerSorbian 

hit udira Macedonian 

hit udɑriti OldChurchSlavic 

hit kyrteis OldPrussian 

hit trīnktweī OldPrussian 

hit udɛʐaʨ Polish 

hit udarʲatʲ Russian 

hit ǔdariti SerboCroatian 

hit uɟɛric Slovak 

hit udǎːrjati Slovenian 

hit udarʲatɪ Ukrainian 

hit dɘ̟ʀitʃ UpperSorbian 

hold trzëmac Kashubian 

hold laikyti Lithuanian 
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hold trɨmatsʲ Belarusian 

hold dərʒɤ Bulgarian 

hold dr̩ʒɛt Czech 

hold tur Latvian 

hold ʑarʐaɕ LowerSorbian 

hold dərʒi Macedonian 

hold dr̩ʲʒati OldChurchSlavic 

hold lāiku OldPrussian 

hold tʂɘ̟matɕ Polish 

hold dʲɛrʐatʲ Russian 

hold dř̩ʒati SerboCroatian 

hold dr̩ʒac Slovak 

hold dərʒǎːti Slovenian 

hold dɛrʐatɪ Ukrainian 

hold trɪmatɪ Ukrainian 

hold dʒɛʀʒɛtʃ UpperSorbian 

horn roɣ Belarusian 

horn rɔɡ Bulgarian 

horn rɔɦ Czech 

horn róg Kashubian 

horn rags Latvian 

horn ragas Lithuanian 

horn rɔɡ LowerSorbian 

horn roɡ Macedonian 

horn rɔɡʊ̆ OldChurchSlavic 

horn ragis OldPrussian 

horn ruɡ Polish 

horn rɔg Russian 

horn rɔ̂ːɡ SerboCroatian 

horn rɔɦ Slovak 

horn rôːɡ Slovenian 

horn rʲiɦ Ukrainian 

horn ʀʊ UpperSorbian 

how jak Belarusian 

how kak Bulgarian 

how jak Czech 

how jak Kashubian 

how kâ Latvian 

how kaip Lithuanian 

how kak LowerSorbian 

how kakɔ Macedonian 

how kɑkɔ OldChurchSlavic 

how kai OldPrussian 

how jak Polish 

how kak Russian 

how kǎkɔ SerboCroatian 

how akɔ Slovak 

how kakǒː Slovenian 

how jak Ukrainian 

how kak UpperSorbian 

hunt jachtowac Kashubian 

hunt medžioti Lithuanian 

hunt palʲavatsʲ Belarusian 

hunt ɫuvuvəm Bulgarian 

hunt lɔvɪt Czech 

hunt medĩ Latvian 

hunt ɡɘ̟ɲtwowaɕ LowerSorbian 

hunt lovi Macedonian 

hunt lɔviti OldChurchSlavic 

hunt medies OldPrussian 

hunt pɔlɔvatɕ Polish 

hunt axɔtʲitʲsʲa Russian 

hunt lɔ̌viti SerboCroatian 

hunt pɔlʲɔvac Slovak 
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hunt lɔvǐːti Slovenian 

hunt pɔlʲuvatɪ Ukrainian 

hunt hɔnʲitʃ UpperSorbian 

husband muʐ Belarusian 

husband mɤʒ Bulgarian 

husband manʒɛl Czech 

husband muʒ Czech 

husband slëbny Kashubian 

husband vĩrs Latvian 

husband vyras Lithuanian 

husband tswɔjɛk LowerSorbian 

husband maʒ Macedonian 

husband mɔʒ̃ɪ̆ OldChurchSlavic 

husband wijrs OldPrussian 

husband mɔɰ̃ʐ Polish 

husband muʐ Russian 

husband mûːʒ SerboCroatian 

husband muʒ Slovak 

husband manʒɛl Slovak 

husband môːʒ Slovenian 

husband tʂɔɫɔvik Ukrainian 

husband muʃ UpperSorbian 

I ja Belarusian 

I as Bulgarian 

I jaː Czech 

I jô Kashubian 

I es Latvian 

I aš Lithuanian 

I ja LowerSorbian 

I jas Macedonian 

I ɑzʊ̆ OldChurchSlavic 

I as OldPrussian 

I ja Polish 

I ja Russian 

I jâː SerboCroatian 

I ja Slovak 

I jas Slovenian 

I ja Ukrainian 

I ja UpperSorbian 

ice lʲɔd Belarusian 

ice lɛd Bulgarian 

ice lɛd Czech 

ice lód Kashubian 

ice lędus Latvian 

ice ledas Lithuanian 

ice lʲɔd LowerSorbian 

ice mraz Macedonian 

ice lɛdʊ̆ OldChurchSlavic 

ice ladis OldPrussian 

ice lud Polish 

ice lʲɔd Russian 

ice lɛ̂ːd SerboCroatian 

ice lʲad Slovak 

ice lêːd Slovenian 

ice lʲid Ukrainian 

ice lʊd UpperSorbian 

if kalʲi Belarusian 

if əkɔ Bulgarian 

if jɛstlɪ Czech 

if jeżlë Kashubian 

if ja Latvian 

if jei Lithuanian 

if kad Lithuanian 

if ɡaʂ LowerSorbian 

if akɔ Macedonian 
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if ɑʃtɛ OldChurchSlavic 

if ickai OldPrussian 

if jɛʐɛli Polish 

if jɛsʲlʲi Russian 

if âkɔ SerboCroatian 

if ak Slovak 

if kɛbi Slovak 

if akɔ Slovenian 

if jakʂtʂɔ Ukrainian 

if dɘ̟ʃ UpperSorbian 

in u Belarusian 

in vɤf Bulgarian 

in vɛ Czech 

in w Kashubian 

in iekš Latvian 

in į Lithuanian 

in in Lithuanian 

in wɛ LowerSorbian 

in vɔ Macedonian 

in vʊ̆ OldChurchSlavic 

in ēn OldPrussian 

in v Polish 

in v Russian 

in u SerboCroatian 

in vɔ Slovak 

in v Slovenian 

in ʋ Ukrainian 

in wɛ UpperSorbian 

kill zabijac Kashubian 

kill užmušti Lithuanian 

kill zabʲivatsʲ Belarusian 

kill ubivəm Bulgarian 

kill zabiːjɛt Czech 

kill nònâvẽ Latvian 

kill zabiɕ LowerSorbian 

kill ubiva Macedonian 

kill ubiti OldChurchSlavic 

kill gallintwei OldPrussian 

kill zabitɕ Polish 

kill ubʲivatʲ Russian 

kill ǔbiti SerboCroatian 

kill zabic Slovak 

kill ubǐːti Slovenian 

kill ubɪtɪ Ukrainian 

kill zabitʃ UpperSorbian 

knee kalʲɛna Belarusian 

knee kulʲanu Bulgarian 

knee kɔlɛnɔ Czech 

knee kòlano Kashubian 

knee celis Latvian 

knee kelis Lithuanian 

knee kɘ̟lʲɛnɔ LowerSorbian 

knee kolɛnɔ Macedonian 

knee kɔlænɔ OldChurchSlavic 

knee klupstis OldPrussian 

knee kɔlanɔ Polish 

knee kalʲɛnɔ Russian 

knee kɔ̌ljɛnɔ SerboCroatian 

knee kɔlɛnɔ Slovak 

knee kɔlěːnɔ Slovenian 

knee kɔlʲinɔ Ukrainian 

knee kɔlɛnɔ UpperSorbian 

know wiedzec Kashubian 

know žinoti Lithuanian 

know vʲɛdatsʲ Belarusian 
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know znajə Bulgarian 

know vjɛɟɛt Czech 

know zina Latvian 

know wɪʑeɕ LowerSorbian 

know znaɛ Macedonian 

know vædæti OldChurchSlavic 

know waist OldPrussian 

know vjɛdʑɛtɕ Polish 

know znatʲ Russian 

know znâti SerboCroatian 

know vɛɟiɛc Slovak 

know věːdɛti Slovenian 

know znatɪ Ukrainian 

know wedʒɛtʃ UpperSorbian 

lake vɔzʲɛra Belarusian 

lake ɛzɘru Bulgarian 

lake jɛzɛrɔ Czech 

lake jezero Kashubian 

lake ęzęrs Latvian 

lake ežeras Lithuanian 

lake jazɔr LowerSorbian 

lake ezɛrɔ Macedonian 

lake jɛzɛrɔ OldChurchSlavic 

lake jɛzɛrʊ̆ OldChurchSlavic 

lake assaran OldPrussian 

lake jɛʑɔrɔ Polish 

lake ɔzʲɛrɔ Russian 

lake jɛ̂zɛrɔ SerboCroatian 

lake jazɛrɔ Slovak 

lake jêːzɛrɔ Slovenian 

lake ɔzɛrɔ Ukrainian 

lake jɪzɔʀ UpperSorbian 

laugh smiacsã Kashubian 

laugh juoktis Lithuanian 

laugh sʲmʲajatstsa Belarusian 

laugh smɛjəsɛ Bulgarian 

laugh smaːtsɛ Czech 

laugh smejas Latvian 

laugh smjaɕsɛ LowerSorbian 

laugh smeɛsɛ Macedonian 

laugh smijatisɛ ̃ OldChurchSlavic 

laugh ɕmjatɕɕɛ Polish 

laugh smʲɛjatʲsʲa Russian 

laugh smǐjatisɛ SerboCroatian 

laugh smiacsa Slovak 

laugh smɛjǎːtisɛ Slovenian 

laugh smijatɪsʲa Ukrainian 

laugh smĕɛtʃsɔ UpperSorbian 

leaf lʲist Belarusian 

leaf list Bulgarian 

leaf lɪst Czech 

leaf lëst Kashubian 

leaf lapa Latvian 

leaf lapas Lithuanian 

leaf wɔpĕɛnɔ LowerSorbian 

leaf list Macedonian 

leaf listʊ̆ OldChurchSlavic 

leaf lapan OldPrussian 

leaf liɕtɕ Polish 

leaf lʲist Russian 

leaf lîːst SerboCroatian 

leaf list Slovak 

leaf lîːst Slovenian 
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leaf ɫɪst Ukrainian 

leaf wɔpĕɛnɔ UpperSorbian 

left lʲɛvɨ Belarusian 

left lʲav Bulgarian 

left lɛviː Czech 

left lewi Kashubian 

left krèiss Latvian 

left kairė Lithuanian 

left lɪwɘ̟ LowerSorbian 

left lev Macedonian 

left ʃyjɪ̆ OldChurchSlavic 

left lævʊ̆ OldChurchSlavic 

left lɛvɘ̟ Polish 

left lʲɛvɨj Russian 

left ljɛ̂ːviː SerboCroatian 

left lʲaviː Slovak 

left lěːvi Slovenian 

left lʲivɪj Ukrainian 

left lɪwɘ̟ UpperSorbian 

leg naɣa Belarusian 

leg krak Bulgarian 

leg nɔɦa Czech 

leg noga Kashubian 

leg kãja Latvian 

leg koja Lithuanian 

leg nɔɡa LowerSorbian 

leg noɡa Macedonian 

leg nɔɡɑ OldChurchSlavic 

leg nage OldPrussian 

leg nɔɡa Polish 

leg nɔga Russian 

leg nɔ̌ɡa SerboCroatian 

leg nɔɦa Slovak 

leg nɔ̂ːɡa Slovenian 

leg nɔɦa Ukrainian 

leg nɔa UpperSorbian 

lie leżec Kashubian 

lie gulti Lithuanian 

lie lʲaʐatsʲ Belarusian 

lie ləʒɤ Bulgarian 

lie lɛʒɛt Czech 

lie gul̜ Latvian 

lie gulėti Lithuanian 

lie lʲaʐaɕ LowerSorbian 

lie leʒi Macedonian 

lie lɛʒati OldChurchSlavic 

lie lɛʐɛtɕ Polish 

lie lʲɛʐatʲ Russian 

lie lɛ̌ʒati SerboCroatian 

lie lɛʒac Slovak 

lie lɛʒǎːti Slovenian 

lie lɛʐatɪ Ukrainian 

lie leʒɛtʃ UpperSorbian 

live żëc Kashubian 

live gyventi Lithuanian 

live ʐɨtsʲ Belarusian 

live ʒivɛjə Bulgarian 

live bɪdlɛt Czech 

live ʒiːt Czech 

live dzîvõ Latvian 

live gyvuoti Lithuanian 

live ʐɘ̟wɘ̟bɘ̟ɕ LowerSorbian 

live bɘ̟dliɕ LowerSorbian 

live lʲabowaɕ LowerSorbian 

live ʒivɛɛ Macedonian 
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live ʒiti OldChurchSlavic 

live giwa OldPrussian 

live mjɛʂkatɕ Polish 

live ʐɘ̟tɕ Polish 

live ʐɨtʲ Russian 

live ʒǐːvjɛti SerboCroatian 

live biːvac Slovak 

live ʒic Slovak 

live ʒivěːti Slovenian 

live mɛʂkatɪ Ukrainian 

live ʐɪtɪ Ukrainian 

live bɘ̟dlitʃ UpperSorbian 

live ʒiwɘ̟bytʃ UpperSorbian 

liver pʲɛtʂanʲ Belarusian 

liver tʃɛrɘndrɔb Bulgarian 

liver jaːtra Czech 

liver wątroba Kashubian 

liver aknas Latvian 

liver kepenys Lithuanian 

liver jɪtʂa LowerSorbian 

liver tsərndrob Macedonian 

liver dʒiɡɛr Macedonian 

liver jɛt̃rɪ̆tsʲɛ OldChurchSlavic 

liver jagno OldPrussian 

liver vɔntrɔba Polish 

liver pʲɛtʃɛnʲ Russian 

liver jɛ̂tra SerboCroatian 

liver pɛtʃɛɲ Slovak 

liver jěːtra Slovenian 

liver pɛtʂinka Ukrainian 

liver jatʀa UpperSorbian 

long dɔwɣʲi Belarusian 

long dɤɫəɡ Bulgarian 

long dlɔuɦiː Czech 

long dłudżi Kashubian 

long garš Latvian 

long ilgas Lithuanian 

long dwujki LowerSorbian 

long dolɡ Macedonian 

long dl̩ɡʊ̆ OldChurchSlavic 

long ilgi OldPrussian 

long dwuɡʲi Polish 

long dlʲinnɨj Russian 

long dûɡ SerboCroatian 

long dl̩ɦiː Slovak 

long dɔ̌ːwɡ Slovenian 

long dɔʋɦɪj Ukrainian 

long doi UpperSorbian 

louse vɔʂ Belarusian 

louse vɤʃkə Bulgarian 

louse vɛʃ Czech 

louse wsza Kashubian 

louse uts Latvian 

louse utėlė Lithuanian 

louse wɛʂ LowerSorbian 

louse voʃka Macedonian 

louse vɛʂ Polish 

louse vɔʂ Russian 

louse ûːʃ SerboCroatian 

louse vɔʃ Slovak 

louse ûːʃ Slovenian 

louse ʋɔʂa Ukrainian 

louse wɔʃ UpperSorbian 

man muʐtʂɨna Belarusian 

man mɤʒ Bulgarian 
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man muʒ Czech 

man vĩrs Latvian 

man muski LowerSorbian 

man maʒ Macedonian 

man mɔʒ̃ɪ̆ OldChurchSlavic 

man wijrs OldPrussian 

man mɛɰ̃ʂtʂɘ̟zna Polish 

man muʐtʃina Russian 

man muʃkǎːrats SerboCroatian 

man muʒ Slovak 

man xlap Slovak 

man tʃlɔ̂ːvɛk Slovenian 

man tʂɔɫɔvik Ukrainian 

man muʒ UpperSorbian 

man chłop Kashubian 

man vyras Lithuanian 

man człowiek Kashubian 

man žmogus Lithuanian 

many mnɔɣa Belarusian 

many mnɔɡu Bulgarian 

many mnɔɦɔ Czech 

many wiele Kashubian 

many daũdzi Latvian 

many daug Lithuanian 

many wĕɛlʲɛ LowerSorbian 

many mnoɡu Macedonian 

many mʊ̆nɔɡɔ OldChurchSlavic 

many tūlan OldPrussian 

many duʐɔ Polish 

many mnɔgɔ Russian 

many mnɔ̂ɡɔ SerboCroatian 

many vɛlʲa Slovak 

many mnɔɦɔ Slovak 

many mnôːɡɔ Slovenian 

many baɦatɔ Ukrainian 

many wĕɛlɛ UpperSorbian 

meat mʲasa Belarusian 

meat mɘsɔ Bulgarian 

meat masɔ Czech 

meat miãso Kashubian 

meat gal̜a Latvian 

meat mėsa Lithuanian 

meat mɪsɔ LowerSorbian 

meat mesɔ Macedonian 

meat mɛs̃ɔ OldChurchSlavic 

meat mensā OldPrussian 

meat mjɛɰ̃sɔ Polish 

meat mʲasɔ Russian 

meat mɛ̂ːsɔ SerboCroatian 

meat mæsɔ Slovak 

meat mɛsôː Slovenian 

meat mjasɔ Ukrainian 

meat mjasɔ UpperSorbian 

moon mʲɛsʲats Belarusian 

moon ɫuna Bulgarian 

moon mɲɛsiːts Czech 

moon miesądz Kashubian 

moon mẽness Latvian 

moon mėnulis Lithuanian 

moon mėnesis Lithuanian 

moon mėnuo Lithuanian 

moon mjasɛts LowerSorbian 

moon mɛsetʃina Macedonian 

moon mæsɛt̃sʲɪ̆ OldChurchSlavic 
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moon menig OldPrussian 

moon kɕɛɰ̃ʐɘ̟ts Polish 

moon ɫuna Russian 

moon mjɛ̂sɛːts SerboCroatian 

moon mɛsiats Slovak 

moon lǔːna Slovenian 

moon mêːsɛts Slovenian 

moon misʲatsʲ Ukrainian 

moon mɪsatʃk UpperSorbian 

mother matsʲi Belarusian 

mother majkə Bulgarian 

mother matka Czech 

mother mëma Kashubian 

mother mãte Latvian 

mother motina Lithuanian 

mother maɕ LowerSorbian 

mother majka Macedonian 

mother mɑti OldChurchSlavic 

mother mūti OldPrussian 

mother matka Polish 

mother matʲ Russian 

mother mâːjka SerboCroatian 

mother matka Slovak 

mother mǎːti Slovenian 

mother matɪ Ukrainian 

mother matʃ UpperSorbian 

mountain ɣara Belarusian 

mountain pɫənina Bulgarian 

mountain ɦɔra Czech 

mountain góra Kashubian 

mountain kal̂ns Latvian 

mountain kalnas Lithuanian 

mountain ɡɘ̟ra LowerSorbian 

mountain planina Macedonian 

mountain gɔrɑ OldChurchSlavic 

mountain grabis OldPrussian 

mountain ɡura Polish 

mountain gɔra Russian 

mountain planǐna SerboCroatian 

mountain ɡɔ̌ra SerboCroatian 

mountain kɔpɛts Slovak 

mountain vr̩x Slovak 

mountain ɡɔ̌ːra Slovenian 

mountain ɦɔra Ukrainian 

mountain hɔʀa UpperSorbian 

mouth rɔt Belarusian 

mouth usta Bulgarian 

mouth uːsta Czech 

mouth gãba Kashubian 

mouth mute Latvian 

mouth burna Lithuanian 

mouth ɡuba LowerSorbian 

mouth usta Macedonian 

mouth ustɑ OldChurchSlavic 

mouth austo OldPrussian 

mouth usta Polish 

mouth rɔt Russian 

mouth ǔːsta SerboCroatian 

mouth uːsta Slovak 

mouth ǔːsta Slovenian 

mouth rɔt Ukrainian 

mouth huba UpperSorbian 

name imʲa Belarusian 

name imɘ Bulgarian 

name jmɛːnɔ Czech 
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name miono Kashubian 

name vā̀rds Latvian 

name vardas Lithuanian 

name mɪ LowerSorbian 

name imɛ Macedonian 

name imɛ̃ OldChurchSlavic 

name emmens OldPrussian 

name imjɛ Polish 

name imʲa Russian 

name îmɛ SerboCroatian 

name mɛnɔ Slovak 

name imêː Slovenian 

name imja Ukrainian 

name mĕɛnɔ UpperSorbian 

narrow vuzkʲi Belarusian 

narrow tɛsɘn Bulgarian 

narrow uːzkiː Czech 

narrow wąsczi Kashubian 

narrow šàurs Latvian 

narrow siauras Lithuanian 

narrow ankštas Lithuanian 

narrow huski LowerSorbian 

narrow tesɛn Macedonian 

narrow tæsnʊ̆ OldChurchSlavic 

narrow ɔz̃ʊ̆kʊ̆ OldChurchSlavic 

narrow vɔɰ̃skʲi Polish 

narrow uzkɨj Russian 

narrow ûzak SerboCroatian 

narrow uːzki Slovak 

narrow ǒːzək Slovenian 

narrow ʋuzʲkɪj Ukrainian 

narrow wuski UpperSorbian 

near blʲizka Belarusian 

near blizku Bulgarian 

near bliːzkɔ Czech 

near blisczi Kashubian 

near tuvu Latvian 

near arti Lithuanian 

near blizkɔ LowerSorbian 

near blizu Macedonian 

near blizʊ̆ OldChurchSlavic 

near bliskɔ Polish 

near blʲizkɔ Russian 

near blǐːzu SerboCroatian 

near bliːzkɔ Slovak 

near blǐːzu Slovenian 

near bɫɪzʲkɔ Ukrainian 

near blizkɔ UpperSorbian 

neck ʂɨja Belarusian 

neck vrat Bulgarian 

neck ʃijə Bulgarian 

neck kr̩k Czech 

neck szëja Kashubian 

neck kakls Latvian 

neck kaklas Lithuanian 

neck ʂɘ̟ja LowerSorbian 

neck vrat Macedonian 

neck vɯja OldChurchSlavic 

neck winsus OldPrussian 

neck ʂɘ̟ja Polish 

neck ʂɛja Russian 

neck vrâːt SerboCroatian 

neck kr̩k Slovak 

neck vrâːt Slovenian 

neck ʂɪja Ukrainian 
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neck ʃija UpperSorbian 

new nɔvɨ Belarusian 

new nɔv Bulgarian 

new nɔviː Czech 

new nowi Kashubian 

new jaûns Latvian 

new naujas Lithuanian 

new nowɘ̟ LowerSorbian 

new nov Macedonian 

new nɔvʊ̆ OldChurchSlavic 

new nawans OldPrussian 

new nɔvɘ̟ Polish 

new nɔvɨj Russian 

new nôv SerboCroatian 

new nɔviː Slovak 

new nɔw Slovenian 

new nɔvɪj Ukrainian 

new noɘ̟ UpperSorbian 

night nɔtʂ Belarusian 

night nɔʃt Bulgarian 

night nɔts Czech 

night noc Kashubian 

night nakts Latvian 

night naktis Lithuanian 

night nɔts LowerSorbian 

night noc Macedonian 

night nɔʃtɪ̆ OldChurchSlavic 

night nacktien OldPrussian 

night nɔts Polish 

night nɔtʃ Russian 

night nɔ̂ːtɕ SerboCroatian 

night nɔts Slovak 

night nôːtʃ Slovenian 

night nʲitʂ Ukrainian 

night nʊts UpperSorbian 

nose nɔs Belarusian 

nose nɔs Bulgarian 

nose nɔs Czech 

nose nos Kashubian 

nose dęguns Latvian 

nose nosis Lithuanian 

nose nɔs LowerSorbian 

nose nos Macedonian 

nose nɔsʊ̆ OldChurchSlavic 

nose nozy OldPrussian 

nose nɔs Polish 

nose nɔs Russian 

nose nɔ̂ːs SerboCroatian 

nose nɔs Slovak 

nose nôːs Slovenian 

nose nʲis Ukrainian 

nose nʊs UpperSorbian 

not nʲɛ Belarusian 

not nɛ Bulgarian 

not nɛ Czech 

not nié Kashubian 

not ne Latvian 

not ne Lithuanian 

not ɲɛ LowerSorbian 

not ne Macedonian 

not nɛ OldChurchSlavic 

not ni OldPrussian 

not ɲɛ Polish 

not nʲɛ Russian 
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not nɛ SerboCroatian 

not ɲiɛ Slovak 

not nɛ Slovenian 

not nɛ Ukrainian 

not nĕɛ UpperSorbian 

old starɨ Belarusian 

old star Bulgarian 

old stariː Czech 

old stôri Kashubian 

old vęcs Latvian 

old senas Lithuanian 

old starɘ̟ LowerSorbian 

old star Macedonian 

old stɑrʊ̆ OldChurchSlavic 

old urs OldPrussian 

old starɘ̟ Polish 

old starɨj Russian 

old stâr SerboCroatian 

old stariː Slovak 

old star Slovenian 

old starɪj Ukrainian 

old staʀɘ̟ UpperSorbian 

one adzʲin Belarusian 

one ɘdin Bulgarian 

one jɛdɛn Czech 

one jeden Kashubian 

one viêns Latvian 

one vienas Lithuanian 

one jadɛn LowerSorbian 

one edɛn Macedonian 

one jɛdinʊ̆ OldChurchSlavic 

one ains OldPrussian 

one jɛdɛn Polish 

one adʲin Russian 

one jɛ̌dan SerboCroatian 

one jɛɟɛn Slovak 

one ɛn Slovenian 

one ɔdɪn Ukrainian 

one jɛdɘ̟n UpperSorbian 

other druɣʲi Belarusian 

other inʂɨ Belarusian 

other druɡ Bulgarian 

other jɪniː Czech 

other druɦiː Czech 

other jiny Kashubian 

other cits Latvian 

other kitas Lithuanian 

other anas Lithuanian 

other druɡi LowerSorbian 

other druɡ Macedonian 

other drugʊ̆ OldChurchSlavic 

other inʊ̆ OldChurchSlavic 

other kittans OldPrussian 

other innɘ̟ Polish 

other druɡʲi Polish 

other drugɔj Russian 

other drûɡiː SerboCroatian 

other iniː Slovak 

other druɦiː Slovak 

other drûːɡ Slovenian 

other ɪnʂɪj Ukrainian 

other druɦɪj Ukrainian 

other dʀui UpperSorbian 

person tʂaɫavʲɛk Belarusian 

person tʃuvɛk Bulgarian 
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person tʃlɔvjɛk Czech 

person cìlvę̄ks Latvian 

person persona Latvian 

person lʲuʑ LowerSorbian 

person tʃovɛk Macedonian 

person ʧlɔvækʊ̆ OldChurchSlavic 

person smunents OldPrussian 

person tʂwɔvjɛk Polish 

person tʃilavʲɛk Russian 

person tʃɔ̂vjɛk SerboCroatian 

person tʃlɔvɛk Slovak 

person tʃlɔ̂ːvɛk Slovenian 

person lʲudɪna Ukrainian 

person tʃwojɛk UpperSorbian 

play grac Kashubian 

play žaisti Lithuanian 

play ɣulʲatsʲ Belarusian 

play iɡrajə Bulgarian 

play ɦraːt Czech 

play spẽlẽjas Latvian 

play rõtal̜aj̃as Latvian 

play ɡraɕ LowerSorbian 

play iɡra Macedonian 

play iɡrɑti OldChurchSlavic 

play bavitɕɕɛ Polish 

play gratɕ Polish 

play igratʲ Russian 

play îɡrati SerboCroatian 

play ɦrac Slovak 

play iɡrǎːti Slovenian 

play ɦratɪ Ukrainian 

play ʀatʃ UpperSorbian 

pull cygnąc Kashubian 

pull traukti Lithuanian 

pull tsʲaɣnutsʲ Belarusian 

pull dɤrpəm Bulgarian 

pull taːɦnɔut Czech 

pull vę̀lk Latvian 

pull ɕɪɡnuɕ LowerSorbian 

pull vletʃɛ Macedonian 

pull vlæʃti OldChurchSlavic 

pull tēnsītweī OldPrussian 

pull tɕɔŋɡnɔɲtɕ Polish 

pull tʲanutʲ Russian 

pull vûːtɕi SerboCroatian 

pull caɦac Slovak 

pull vlěːtʃi Slovenian 

pull tʲaɦtɪ Ukrainian 

pull tʃanɘ̟tʃ UpperSorbian 

push pchac Kashubian 

push stumti Lithuanian 

push natsʲisnutsʲ Belarusian 

push pxatsʲ Belarusian 

push butəm Bulgarian 

push tlatʃɪt Czech 

push stumj Latvian 

push bĩda Latvian 

push twɔtsɘ̟ɕ LowerSorbian 

push turka Macedonian 

push rivɑti OldChurchSlavic 

push kūmpīnt OldPrussian 

push ftɕisnɔɲtɕ Polish 

push pxatɕ Polish 

push tɔɫkatʲ Russian 
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push ɡǔːrati SerboCroatian 

push str̩kac Slovak 

push tlatʃic Slovak 

push pəxǎːti Slovenian 

push natɪsnutɪ Ukrainian 

push pxatɪ Ukrainian 

push twʊtʃitʃ UpperSorbian 

rain dɔʐdʐ Belarusian 

rain dɤʒd Bulgarian 

rain dɛːʃc Czech 

rain deszcz Kashubian 

rain liêtus Latvian 

rain lietus Lithuanian 

rain deʂtɕ LowerSorbian 

rain doʒd Macedonian 

rain dʊ̆ʒdɪ̆ OldChurchSlavic 

rain sūjē OldPrussian 

rain aglo OldPrussian 

rain dɛʂtʂ Polish 

rain dɔʐdʲ Russian 

rain kîʃa SerboCroatian 

rain daːʒɟ Slovak 

rain dəʒ Slovenian 

rain dɔʂtʂ Ukrainian 

rain deʃtʃik UpperSorbian 

red tʂɨrvɔnɨ Belarusian 

red tʃɘrvɛn Bulgarian 

red tʃɛrvɛniː Czech 

red czerwòny Kashubian 

red sar̂kans Latvian 

red raudonas Lithuanian 

red tsɛrʲjɛnɘ̟ LowerSorbian 

red tsərvɛn Macedonian 

red tʃr̩ʲvʎɛnʊ̆ OldChurchSlavic 

red wormyan OldPrussian 

red urminan OldPrussian 

red tʂɛrvɔnɘ̟ Polish 

red krasnɨj Russian 

red tsř̩vɛn SerboCroatian 

red tʃɛrveniː Slovak 

red ərdɛtʃ Slovenian 

red tʂɛrvɔnɪj Ukrainian 

red tʃɛʀwĕɛnɘ̟ UpperSorbian 

right pravʲilʲnɨ Belarusian 

right pravilɘn Bulgarian 

right spraːvniː Czech 

right prawi Kashubian 

right pareĩzs Latvian 

right dešinė Lithuanian 

right pʂawɘ̟ LowerSorbian 

right pravilɛn Macedonian 

right prɑvʊ̆ OldChurchSlavic 

right tickars OldPrussian 

right pɔpravnɘ̟ Polish 

right pravʲilʲnɨj Russian 

right îspraːvan SerboCroatian 

right tɔ̂tʃan SerboCroatian 

right spraːvni Slovak 

right praw Slovenian 

right pravɪlʲnɪj Ukrainian 

right pʀawɘ̟ UpperSorbian 

rightside pravɨ Belarusian 

rightside dɘsɛn Bulgarian 
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rightside praviː Czech 

rightside labaĩs Latvian 

rightside pʂawɘ̟ LowerSorbian 

rightside desɛn Macedonian 

rightside dɛsnʊ̆ OldChurchSlavic 

rightside tickray OldPrussian 

rightside pravɘ̟ Polish 

rightside pravɨj Russian 

rightside dɛ̌sniː SerboCroatian 

rightside praviː Slovak 

rightside děːsni Slovenian 

rightside pravɪj Ukrainian 

rightside pʀawɘ̟ UpperSorbian 

river raka Belarusian 

river rɘka Bulgarian 

river r̝ɛka Czech 

river rzéka Kashubian 

river upe Latvian 

river upė Lithuanian 

river rɪka LowerSorbian 

river reka Macedonian 

river rækɑ OldChurchSlavic 

river ape OldPrussian 

river ʐɛka Polish 

river rʲɛka Russian 

river rjɛ̌ːka SerboCroatian 

river riɛka Slovak 

river rěːka Slovenian 

river rʲika Ukrainian 

river ʀɪka UpperSorbian 

road darɔɣa Belarusian 

road pɤt Bulgarian 

road tsɛsta Czech 

road droga Kashubian 

road cel̜š Latvian 

road kelias Lithuanian 

road drɔɡa LowerSorbian 

road pat Macedonian 

road pɔt̃ɪ̆ OldChurchSlavic 

road pintis OldPrussian 

road drɔɡa Polish 

road darɔga Russian 

road pûːt SerboCroatian 

road tsɛsta Slovak 

road pôːt Slovenian 

road dɔrɔɦa Ukrainian 

road putʃ UpperSorbian 

root kɔranʲ Belarusian 

root kɔrɘn Bulgarian 

root kɔr̝ɛn Czech 

root kòrzéń Kashubian 

root sakne Latvian 

root šaknis Lithuanian 

root kɘ̟reɲ LowerSorbian 

root korɛn Macedonian 

root kɔrɛnɪ̆ OldChurchSlavic 

root sagnis OldPrussian 

root kɔʐɛɲ Polish 

root kɔrʲɛnʲ Russian 

root kɔ̂rjɛːn SerboCroatian 

root kɔrɛɲ Slovak 

root kɔrêːn Slovenian 

root kɔrʲinʲ Ukrainian 

root kɔʀen UpperSorbian 
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rope vʲarɔwka Belarusian 

rope vəʒɛ Bulgarian 

rope prɔvaz Czech 

rope lina Kashubian 

rope taũva Latvian 

rope vìrve Latvian 

rope virvė Lithuanian 

rope powrʲɔz LowerSorbian 

rope jaʒɛ Macedonian 

rope vrɪ̆vɪ̆ OldChurchSlavic 

rope wirbe OldPrussian 

rope lina Polish 

rope ʂnur Polish 

rope vʲirʲɔvka Russian 

rope kɔ̌nɔpats SerboCroatian 

rope pɔvraz Slovak 

rope və̂ːrw Slovenian 

rope mɔtuz Ukrainian 

rope pojaz UpperSorbian 

rotten ɣnʲiɫɨ Belarusian 

rotten gniɫ Bulgarian 

rotten sxɲɪliː Czech 

rotten zgniti Kashubian 

rotten sapuvis Latvian 

rotten satrunẽjis Latvian 

rotten supuvęs Lithuanian 

rotten zɡɲitɘ̟ LowerSorbian 

rotten ɡnil Macedonian 

rotten sʊ̆ɡnilʊ̆ OldChurchSlavic 

rotten zɡɲiwɘ̟ Polish 

rotten gnʲiɫɔj Russian 

rotten ɡɲîɔ SerboCroatian 

rotten trûɔ SerboCroatian 

rotten zɦɲitiː Slovak 

rotten gnîːw Slovenian 

rotten ɦnɪɫɪj Ukrainian 

rotten znʲiwɘ̟ UpperSorbian 

round kruɡɫɨ Belarusian 

round krɤɡəɫ Bulgarian 

round ɔkrɔuɦliː Czech 

round òkrãgłi Kashubian 

round apaļš Latvian 

round apskritas Lithuanian 

round apvalus Lithuanian 

round kulʲowatɘ̟ LowerSorbian 

round tərkalɛzɛn Macedonian 

round ɔkrɔɡ̃lʊ̆ OldChurchSlavic 

round ɔkrɔŋɡwɘ̟ Polish 

round krugɫɨj Russian 

round ɔkrǔːɡaɔ SerboCroatian 

round ɔkruːɦli Slovak 

round ɔkrǒːɡəw Slovenian 

round kruɦɫɪj Ukrainian 

round kulɔjtɘ̟ UpperSorbian 

rub trzéc Kashubian 

rub trinti Lithuanian 

rub tsʲɛrtsʲi Belarusian 

rub trijə Bulgarian 

rub tr̝̝̊ iːt Czech 

rub beȓž Latvian 

rub trʲɪɕ LowerSorbian 

rub triɛ Macedonian 

rub tr̩ʲti OldChurchSlavic 

rub træti OldChurchSlavic 
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rub draztweī OldPrussian 

rub tʂɛtɕ Polish 

rub tʲɛrʲɛtʲ Russian 

rub tř̩ːʎati SerboCroatian 

rub triɛc Slovak 

rub trěːti Slovenian 

rub tɛrtɪ Ukrainian 

rub tʀɪtʃ UpperSorbian 

salt sɔlʲ Belarusian 

salt sɔɫ Bulgarian 

salt suːl Czech 

salt sól Kashubian 

salt sā̀ls Latvian 

salt druska Lithuanian 

salt sɔlʲ LowerSorbian 

salt sol Macedonian 

salt sɔlɪ̆ OldChurchSlavic 

salt sali OldPrussian 

salt sul Polish 

salt sɔlʲ Russian 

salt sɔ̂ːl SerboCroatian 

salt sɔlʲ Slovak 

salt sôːw Slovenian 

salt silʲ Ukrainian 

salt sʊl UpperSorbian 

sand pʲasɔk Belarusian 

sand pʲasək Bulgarian 

sand piːsɛk Czech 

sand piôsk Kashubian 

sand smìlts Latvian 

sand smėlis Lithuanian 

sand pɪsk LowerSorbian 

sand pesɔk Macedonian 

sand pæsʊ̆kʊ̆ OldChurchSlavic 

sand sixdo OldPrussian 

sand pjasɛk Polish 

sand pʲisɔk Russian 

sand pjɛ̌ːsak SerboCroatian 

sand piɛsɔk Slovak 

sand pěːsək Slovenian 

sand pisɔk Ukrainian 

sand pɪsk UpperSorbian 

say gôdac Kashubian 

say sakyti Lithuanian 

say skazatsʲ Belarusian 

say kazvəm Bulgarian 

say r̝iːtst Czech 

say saka Latvian 

say tèic Latvian 

say runat Latvian 

say tarti Lithuanian 

say ɡrɔɲiɕ LowerSorbian 

say kaʒɛ Macedonian 

say rɛʃti OldChurchSlavic 

say gerdawi OldPrussian 

say pɔvjɛdʑɛtɕ Polish 

say skazatʲ Russian 

say kǎːzati SerboCroatian 

say rɛ̂tɕi SerboCroatian 

say pɔvɛdac Slovak 

say rɛ̂ːtʃi Slovenian 

say skazatɪ Ukrainian 

say pʀajitʃ UpperSorbian 
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say ʀɛts UpperSorbian 

scratch drapac Kashubian 

scratch kasyti Lithuanian 

scratch tʂuxatsʲ Belarusian 

scratch tʃɛʃə Bulgarian 

scratch ʃkraːbat Czech 

scratch kasa Latvian 

scratch krapštyti Lithuanian 

scratch drapaɕ LowerSorbian 

scratch ɡrebɛ Macedonian 

scratch tʃɛsɑti OldChurchSlavic 

scratch drapatɕ Polish 

scratch tʃɛsatʲ Russian 

scratch tʃɛ̌ʃati SerboCroatian 

scratch ʃkrabac Slovak 

scratch prǎːskati Slovenian 

scratch tʂuxatɪ Ukrainian 

scratch dʀapatʃ UpperSorbian 

sea mɔra Belarusian 

sea murɛ Bulgarian 

sea mɔr̝ɛ Czech 

sea mòrze Kashubian 

sea jũra Latvian 

sea jūra Lithuanian 

sea marios Lithuanian 

sea mɘ̟rʲɔ LowerSorbian 

sea morɛ Macedonian 

sea mɔrʲɛ OldChurchSlavic 

sea iūrin OldPrussian 

sea mɔʐɛ Polish 

sea mɔrʲɛ Russian 

sea mɔ̂ːrɛ SerboCroatian 

sea mɔrɛ Slovak 

sea môːrjɛ Slovenian 

sea mɔrɛ Ukrainian 

sea mɔʀjɔ UpperSorbian 

see widzec Kashubian 

see matyti Lithuanian 

see batʂɨtsʲ Belarusian 

see viʒdəm Bulgarian 

see vɪɟɛt Czech 

see redz Latvian 

see wiʑeɕ LowerSorbian 

see ɡlɛda Macedonian 

see vidæti OldChurchSlavic 

see widdai OldPrussian 

see vidʑɛtɕ Polish 

see vʲidʲɛtʲ Russian 

see vîdjɛti SerboCroatian 

see viɟiɛc Slovak 

see vǐːdɛti Slovenian 

see batʂɪtɪ Ukrainian 

see widʒɛtʃ UpperSorbian 

seed nasʲɛnʲnʲɛ Belarusian 

seed sɛmɘ Bulgarian 

seed sɛmɛnɔ Czech 

seed semiã Kashubian 

seed sęk̃la Latvian 

seed sėkla Lithuanian 

seed sɛmĕɛ LowerSorbian 

seed semɛ Macedonian 

seed sæmɛ ̃ OldChurchSlavic 

seed semen OldPrussian 

seed naɕɔnɔ Polish 
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seed zʲɛrnɔ Russian 

seed sjɛ̂mɛ SerboCroatian 

seed sɛmɛnɔ Slovak 

seed sěːmɛ Slovenian 

seed nasinʲnʲa Ukrainian 

seed sɘ̟mjɔ UpperSorbian 

sew szëc Kashubian 

sew siūti Lithuanian 

sew ʂɨtsʲ Belarusian 

sew ʃijə Bulgarian 

sew ʃiːt Czech 

sew šuj Latvian 

sew ʂɘ̟ɕ LowerSorbian 

sew ʃiɛ Macedonian 

sew ʃiti OldChurchSlavic 

sew ʂɘ̟tɕ Polish 

sew ʂɨtʲ Russian 

sew ʃîti SerboCroatian 

sew ʃic Slovak 

sew ʃǐːvati Slovenian 

sew ʂɪtɪ Ukrainian 

sew ʃitʃ UpperSorbian 

sharp vɔstrɨ Belarusian 

sharp ɔstər Bulgarian 

sharp ɔstriː Czech 

sharp ass Latvian 

sharp aštrus Lithuanian 

sharp wɘ̟tʂɘ̟ LowerSorbian 

sharp ostar Macedonian 

sharp ɔstrʊ̆ OldChurchSlavic 

sharp ɔstrɘ̟ Polish 

sharp ɔstrɨj Russian 

sharp ɔʃtar SerboCroatian 

sharp ɔstriː Slovak 

sharp ǒːstər Slovenian 

sharp ɦɔstrɪj Ukrainian 

sharp wʊtʀɘ̟ UpperSorbian 

sharp òstri Kashubian 

short karɔtkʲi Belarusian 

short kɤs Bulgarian 

short kraːtkiː Czech 

short krótczi Kashubian 

short îss Latvian 

short trumpas Lithuanian 

short krɔtki LowerSorbian 

short kratɔk Macedonian 

short krɑtʊ̆kʊ̆ OldChurchSlavic 

short īnsan OldPrussian 

short krutkʲi Polish 

short kɔrɔtkʲij Russian 

short krǎtak SerboCroatian 

short kraːtki Slovak 

short krǎːtək Slovenian 

short kɔrotkɪj Ukrainian 

short kʀʊtki UpperSorbian 

sing spiéwac Kashubian 

sing dainuoti Lithuanian 

sing sʲpʲavatsʲ Belarusian 

sing pɛjə Bulgarian 

sing spiːvat Czech 

sing dziêd Latvian 

sing spiwaɕ LowerSorbian 

sing peɛ Macedonian 

sing pæti OldChurchSlavic 
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sing grīmons OldPrussian 

sing ɕpjɛvatɕ Polish 

sing pʲɛtʲ Russian 

sing pjɛ̂vati SerboCroatian 

sing spiɛvac Slovak 

sing pěːti Slovenian 

sing spiʋatɪ Ukrainian 

sing spɪwatʃ UpperSorbian 

sit sadac Kashubian 

sit sėsti Lithuanian 

sit sʲadzʲɛtsʲ Belarusian 

sit sɘdʲɤ Bulgarian 

sit sɛɟɛt Czech 

sit sę̂d Latvian 

sit sėdėti Lithuanian 

sit sejʑeɕ LowerSorbian 

sit sedi Macedonian 

sit sædæti OldChurchSlavic 

sit syndens OldPrussian 

sit ɕɛdʑɛtɕ Polish 

sit sʲidʲɛtʲ Russian 

sit sjɛ̌diti SerboCroatian 

sit sɛɟiɛc Slovak 

sit sɛděːti Slovenian 

sit sɪdʲitɪ Ukrainian 

sit sedʒɛtʃ UpperSorbian 

skin skura Belarusian 

skin kɔʒə Bulgarian 

skin kuːʒɛ Czech 

skin skóra Kashubian 

skin âda Latvian 

skin oda Lithuanian 

skin plėnė Lithuanian 

skin kɘ̟ʐa LowerSorbian 

skin koʒa Macedonian 

skin kɔʒa OldChurchSlavic 

skin keuto OldPrussian 

skin skura Polish 

skin kɔʐa Russian 

skin kɔ̂ʒa SerboCroatian 

skin kɔʒa Slovak 

skin kǒːʒa Slovenian 

skin ʂkira Ukrainian 

skin kɔʒa UpperSorbian 

sky nʲɛba Belarusian 

sky nɘbɛ Bulgarian 

sky ɔblɔɦa Czech 

sky nɛbɛ Czech 

sky niebò Kashubian 

sky debess Latvian 

sky dangus Lithuanian 

sky nejbjɔ LowerSorbian 

sky nebɔ Macedonian 

sky nɛbɔ OldChurchSlavic 

sky dangan OldPrussian 

sky ɲɛbɔ Polish 

sky nʲɛbɔ Russian 

sky nɛ̂bɔ SerboCroatian 

sky ɔblɔɦa Slovak 

sky ɲɛbɔ Slovak 

sky nɛbôː Slovenian 

sky nɛbɔ Ukrainian 

sky nebjɔ UpperSorbian 

sleep spac Kashubian 

sleep miegoti Lithuanian 
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sleep spatsʲ Belarusian 

sleep spʲɤ Bulgarian 

sleep spaːt Czech 

sleep mieguot Latvian 

sleep gul̜ Latvian 

sleep spaɕ LowerSorbian 

sleep spiɛ Macedonian 

sleep sʊ̆pɑti OldChurchSlavic 

sleep meicte OldPrussian 

sleep spatɕ Polish 

sleep spatʲ Russian 

sleep spǎːvati SerboCroatian 

sleep spac Slovak 

sleep spǎːti Slovenian 

sleep spatɪ Ukrainian 

sleep spatʃ UpperSorbian 

small malʲɛnʲkʲi Belarusian 

small maɫək Bulgarian 

small maliː Czech 

small môłi Kashubian 

small mazs Latvian 

small mažas Lithuanian 

small mawɘ̟ LowerSorbian 

small mal Macedonian 

small mɑlʊ̆ OldChurchSlavic 

small likuts OldPrussian 

small mawɘ̟ Polish 

small malʲɛnʲkʲij Russian 

small mǎlɛn SerboCroatian 

small maliː Slovak 

small mâːjhən Slovenian 

small maɫɪj Ukrainian 

small mawki UpperSorbian 

smell cknąc Kashubian 

smell uostyti Lithuanian 

smell tʂutsʲ Belarusian 

smell usɛʃtəm Bulgarian 

smell tsiːcit Czech 

smell smiȓd Latvian 

smell ôž Latvian 

smell tsuɕ LowerSorbian 

smell tʃufstvuva Macedonian 

smell tʃyti OldChurchSlavic 

smell smīrdētweī OldPrussian 

smell tʂutɕ Polish 

smell tʃustvɔvatʲ Russian 

smell ɔ̌sjɛtɕati SerboCroatian 

smell tsiːcic Slovak 

smell tʃutǐːti Slovenian 

smell tʂutɪ Ukrainian 

smell tʃutʃ UpperSorbian 

smoke dɨm Belarusian 

smoke puʃɘk Bulgarian 

smoke diːm Czech 

smoke kɔur̝̝̊  Czech 

smoke dim Kashubian 

smoke dũmi Latvian 

smoke dūmai Lithuanian 

smoke dɘ̟m LowerSorbian 

smoke tʃad Macedonian 

smoke dɯmʊ̆ OldChurchSlavic 

smoke dumis OldPrussian 

smoke dɘ̟m Polish 

smoke dɨm Russian 
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smoke dîm SerboCroatian 

smoke dim Slovak 

smoke dim Slovenian 

smoke dɪm Ukrainian 

smoke kuʀ UpperSorbian 

smooth ɣɫadkʲi Belarusian 

smooth ɡɫadək Bulgarian 

smooth ɦladkiː Czech 

smooth głôdczi Kashubian 

smooth gludęns Latvian 

smooth lidzens Latvian 

smooth švelnus Lithuanian 

smooth nešiurkštus Lithuanian 

smooth ɡwadki LowerSorbian 

smooth mazɛn Macedonian 

smooth ɡlɑdʊ̆kʊ̆ OldChurchSlavic 

smooth ɡwatkʲi Polish 

smooth gɫadkʲij Russian 

smooth ɡlâdak SerboCroatian 

smooth ɦladkiː Slovak 

smooth ɡlǎːdək Slovenian 

smooth ɦɫadkɪj Ukrainian 

smooth wadki UpperSorbian 

snake zʲmʲaja Belarusian 

snake zmija Bulgarian 

snake ɦad Czech 

snake wąż Kashubian 

snake čũska Latvian 

snake gyvatė Lithuanian 

snake žaltys Lithuanian 

snake huʐ LowerSorbian 

snake zmija Macedonian 

snake zmija OldChurchSlavic 

snake angis OldPrussian 

snake vɔɰ̃ʐ Polish 

snake zmʲɛja Russian 

snake zmǐja SerboCroatian 

snake ɦad Slovak 

snake kǎːtʃa Slovenian 

snake zmija Ukrainian 

snake had UpperSorbian 

snow sʲnʲɛɣ Belarusian 

snow snʲaɡ Bulgarian 

snow sɲiːɦ Czech 

snow sniég Kashubian 

snow snìegs Latvian 

snow sniegas Lithuanian 

snow sɲɪɡ LowerSorbian 

snow sneɡ Macedonian 

snow snægʊ̆ OldChurchSlavic 

snow snaygis OldPrussian 

snow ɕɲɛɡ Polish 

snow snʲɛg Russian 

snow snjɛ̂ːɡ SerboCroatian 

snow sɲɛɦ Slovak 

snow snêːɡ Slovenian 

snow sniɦ Ukrainian 

snow snʲɪ UpperSorbian 

some nʲɛkalʲkʲi Belarusian 

some trɔxʲi Belarusian 

some nʲakuɫku Bulgarian 

some ɲɛkolɪk Czech 

some czile Kashubian 

some daži Latvian 

some drusku Latvian 

some kads Latvian 
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some keli Lithuanian 

some keletas Lithuanian 

some ɲɛkɔtarɘ̟ LowerSorbian 

some nekɔlku Macedonian 

some nækɔlikʊ̆ OldChurchSlavic 

some aīnunts OldPrussian 

some kʲilka Polish 

some trɔxɛ Polish 

some nʲɛskɔlʲkɔ Russian 

some nɛ̂kɔlikɔ SerboCroatian 

some ɲiɛkɔlʲkɔ Slovak 

some nɛkǒːlikɔ Slovenian 

some trɔxɪ Ukrainian 

some kilʲka Ukrainian 

some nʲɪkɔtʀɘ̟ UpperSorbian 

spit plëwac Kashubian 

spit spjauti Lithuanian 

spit plʲavatsʲ Belarusian 

spit plʲujə Bulgarian 

spit plɪvat Czech 

spit spl̜aũj Latvian 

spit plʲuwaɕ LowerSorbian 

spit pluka Macedonian 

spit pʎɪ̆vɑti OldChurchSlavic 

spit wemtweī OldPrussian 

spit plutɕ Polish 

spit plʲɛvatʲ Russian 

spit pʎûvati SerboCroatian 

spit plʲuc Slovak 

spit pljǔːvati Slovenian 

spit plʲuʋatɪ Ukrainian 

spit pluwatʃ UpperSorbian 

split rozdzelac Kashubian 

split skelti Lithuanian 

split sʲatʂɨ Belarusian 

split dzʲalʲitsʲ Belarusian 

split dəlʲɤ Bulgarian 

split ɟɛlɪt Czech 

split ʃciːpat Czech 

split skal̂da Latvian 

split kwɔjɕ LowerSorbian 

split ʑɪlʲiɕ LowerSorbian 

split razdɛli Macedonian 

split dæliti OldChurchSlavic 

split rɑstsʲæpiti OldChurchSlavic 

split spelaūtweī OldPrussian 

split speltweī OldPrussian 

split rɔmbatɕ Polish 

split dʑɛlʲitɕ Polish 

split rubʲitʲ Russian 

split dʲɛlʲitʲ Russian 

split razdjɛ̂ːliti SerboCroatian 

split ɟɛlic Slovak 

split ruːbac Slovak 

split dɛlǐːti Slovenian 

split rubatɪ Ukrainian 

split dʲiɫɪtɪ Ukrainian 

split kawatʃ UpperSorbian 

split dʒɪlitʃ UpperSorbian 

squeeze scëskac Kashubian 

squeeze spausti Lithuanian 

squeeze sʲtsʲiskatsʲ Belarusian 

squeeze stiskəm Bulgarian 

squeeze matʃkat Czech 

squeeze spiêž Latvian 
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squeeze twɔtsɘ̟ɕ LowerSorbian 

squeeze stisnɛ Macedonian 

squeeze tiskɑti OldChurchSlavic 

squeeze gɲɛɕtɕ Polish 

squeeze tɕisnɔɲtɕ Polish 

squeeze sʐɨmatʲ Russian 

squeeze stǐːskati SerboCroatian 

squeeze tlatʃic Slovak 

squeeze stǐːskati Slovenian 

squeeze tɪsnutɪ Ukrainian 

squeeze davɪtɪ Ukrainian 

squeeze ɦnʲitɪtɪ Ukrainian 

squeeze twʊtʃitʃ UpperSorbian 

stab pchnąc Kashubian 

stab durti Lithuanian 

stab bʲitsʲ Belarusian 

stab prubɔʒdəm Bulgarian 

stab prumuʃvəm Bulgarian 

stab piːxnɔut Czech 

stab bɔdnɔut Czech 

stab IEDURT Latvian 

stab kawaɕ LowerSorbian 

stab ubɔdɛ Macedonian 

stab bɔsti OldChurchSlavic 

stab boadis OldPrussian 

stab dʑgatɕ Polish 

stab zakaɫɨvatʲ Russian 

stab bɔ̂sti SerboCroatian 

stab pixnuc Slovak 

stab bɔdnuc Slovak 

stab bɔ̂ːsti Slovenian 

stab kɔɫɔtɪ Ukrainian 

stab kʰʊtʃ UpperSorbian 

stand wstawac Kashubian 

stand stoti Lithuanian 

stand stajatsʲ Belarusian 

stand stujɤ Bulgarian 

stand staːt Czech 

stand stãv Latvian 

stand stovėti Lithuanian 

stand stɔjaɕ LowerSorbian 

stand stoi Macedonian 

stand stɔjati OldChurchSlavic 

stand stallā OldPrussian 

stand statɕ Polish 

stand stɔjatʲ Russian 

stand stǎjati SerboCroatian 

stand staːc Slovak 

stand stǎːti Slovenian 

stand stɔjatɪ Ukrainian 

stand statʃ UpperSorbian 

star zɔrka Belarusian 

star zvɘzda Bulgarian 

star ɦvjɛzda Czech 

star gwiôzda Kashubian 

star zvàigzne Latvian 

star žvaigždė Lithuanian 

star ɡwɪzda LowerSorbian 

star dzvezda Macedonian 

star dzʲvæzdɑ OldChurchSlavic 

star lauxnos OldPrussian 

star ɡvjazda Polish 

star zvʲɛzda Russian 

star zvjɛ̌ːzda SerboCroatian 
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star ɦviɛzda Slovak 

star zvěːzda Slovenian 

star zirka Ukrainian 

star wɪzda UpperSorbian 

stick kʲij Belarusian 

stick prɤtʃkə Bulgarian 

stick ɦuːl Czech 

stick czij Kashubian 

stick nũja Latvian 

stick spiẽk̜is Latvian 

stick lazda Lithuanian 

stick pagalys Lithuanian 

stick kij LowerSorbian 

stick prat Macedonian 

stick pɑlitsʲa OldChurchSlavic 

stick laxde OldPrussian 

stick kʲij Polish 

stick paɫka Russian 

stick prûːt SerboCroatian 

stick pâlitsa SerboCroatian 

stick pruːt Slovak 

stick palitsa Slovak 

stick pǎːlitsa Slovenian 

stick paɫɪtsʲa Ukrainian 

stick ki UpperSorbian 

stone kamʲɛnʲ Belarusian 

stone kamək Bulgarian 

stone kaːmɛn Czech 

stone kam Kashubian 

stone akmens Latvian 

stone akmuo Lithuanian 

stone kūlis Lithuanian 

stone kameɲ LowerSorbian 

stone kamɛn Macedonian 

stone kɑmɯ OldChurchSlavic 

stone stabis OldPrussian 

stone kamjɛɲ Polish 

stone kamʲɛnʲ Russian 

stone kâmɛːn SerboCroatian 

stone kamɛɲ Slovak 

stone kǎːmən Slovenian 

stone kaminʲ Ukrainian 

stone kamen UpperSorbian 

straight prɔstɨ Belarusian 

straight pramɨ Belarusian 

straight praf Bulgarian 

straight rɔvniː Czech 

straight prosti Kashubian 

straight tàisns Latvian 

straight tiesiai Lithuanian 

straight rownɘ̟ LowerSorbian 

straight prav Macedonian 

straight prɑvʊ̆ OldChurchSlavic 

straight ēntikriskāi OldPrussian 

straight prɔstɘ̟ Polish 

straight prʲamɔj Russian 

straight prâv SerboCroatian 

straight rɔvniː Slovak 

straight rǎːvən Slovenian 

straight prʲamɪj Ukrainian 

straight ʀunɘ̟ UpperSorbian 

suck cëcac Kashubian 

suck čiulpti Lithuanian 

suck ssatsʲ Belarusian 

suck smutʃə Bulgarian 
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suck saːt Czech 

suck zîž Latvian 

suck sukt Latvian 

suck tsɘ̟tsaɕ LowerSorbian 

suck tsitsa Macedonian 

suck sʊ̆sɑti OldChurchSlavic 

suck dastweī OldPrussian 

suck ssatɕ Polish 

suck sɔsatʲ Russian 

suck sîsati SerboCroatian 

suck sac Slovak 

suck səsǎːti Slovenian 

suck ssatɪ Ukrainian 

suck tsɘ̟tsatʃ UpperSorbian 

sun sɔntsa Belarusian 

sun sɫɤntsɘ Bulgarian 

sun sluntsɛ Czech 

sun słuńce Kashubian 

sun saũle Latvian 

sun saulė Lithuanian 

sun swɘ̟ɲtsɔ LowerSorbian 

sun sontsɛ Macedonian 

sun sl̩nɪ̆tsʲɛ OldChurchSlavic 

sun saule OldPrussian 

sun swɔɲtsɛ Polish 

sun sɔntsɛ Russian 

sun sûːntsɛ SerboCroatian 

sun sl̩ŋkɔ Slovak 

sun sôːntsɛ Slovenian 

sun sɔntsɛ Ukrainian 

sun swʊntʃkɔ UpperSorbian 

swell pùchnąc Kashubian 

swell pursti Lithuanian 

swell puxnutsʲ Belarusian 

swell nabuxatsʲ Belarusian 

swell utitʃəm Bulgarian 

swell pudpuxvəm Bulgarian 

swell puduvəmsɛ Bulgarian 

swell nabiːt Czech 

swell ɔpuxnɔut Czech 

swell ɔtɛːtst Czech 

swell tûkst Latvian 

swell pàmpst Latvian 

swell pūstis Lithuanian 

swell hɔpuknuɕ LowerSorbian 

swell nabɪɡnuɕ LowerSorbian 

swell otɛtʃɛ Macedonian 

swell dɔt̃isɛ ̃ OldChurchSlavic 

swell gūnziks OldPrussian 

swell pɛntʂɲɛtɕ Polish 

swell puxnɔɲtɕ Polish 

swell puxnutʲ Russian 

swell ɔ̌tɛtɕi SerboCroatian 

swell nabɔptnac Slovak 

swell puchnuːc Slovak 

swell nabrěːkati Slovenian 

swell puxnutɪ Ukrainian 

swell nabuxatɪ Ukrainian 

swell bubnʲitʃ UpperSorbian 

swim płëwac Kashubian 

swim plaukti Lithuanian 

swim pɫavatsʲ Belarusian 

swim pɫuvəm Bulgarian 

swim plavat Czech 

swim pel̂d Latvian 

swim plʲɪɕ LowerSorbian 
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swim pliva Macedonian 

swim plɑvɑti OldChurchSlavic 

swim pwɘ̟vatɕ Polish 

swim pɫɨtʲ Russian 

swim plîvati SerboCroatian 

swim plaːvac Slovak 

swim plâːvati Slovenian 

swim pɫaʋatɪ Ukrainian 

swim pʰuwatʃ UpperSorbian 

tail xvɔst Belarusian 

tail upaʃkə Bulgarian 

tail ɔtsas Czech 

tail ògón Kashubian 

tail aste Latvian 

tail uodega Lithuanian 

tail hɔɡɛn LowerSorbian 

tail opaʃka Macedonian 

tail ɔpɑʃɪ̆ OldChurchSlavic 

tail stags OldPrussian 

tail ɔɡɔn Polish 

tail xvɔst Russian 

tail rɛ̂ːp SerboCroatian 

tail xvɔst Slovak 

tail rɛp Slovenian 

tail xʋist Ukrainian 

tail wɔpuʃ UpperSorbian 

that tɔj Belarusian 

that ɔnzi Bulgarian 

that tamtɛn Czech 

that tamten Kashubian 

that tas Latvian 

that tas Lithuanian 

that tamnɘ̟ LowerSorbian 

that wɘ̟nɘ̟ LowerSorbian 

that toj Macedonian 

that onɔj Macedonian 

that ɔnʊ̆ OldChurchSlavic 

that tʊ̆ OldChurchSlavic 

that stas OldPrussian 

that tamtɛn Polish 

that tɔt Russian 

that tâːj SerboCroatian 

that ɔ̌naːj SerboCroatian 

that tamtɛn Slovak 

that tǐːsti Slovenian 

that tɔj Ukrainian 

that tamnɘ̟ UpperSorbian 

there tam Belarusian 

there tam Bulgarian 

there tam Czech 

there tam Kashubian 

there tùr Latvian 

there ten Lithuanian 

there tenais Lithuanian 

there tam LowerSorbian 

there tamu Macedonian 

there tu OldChurchSlavic 

there stwen OldPrussian 

there tam Polish 

there tam Russian 

there tâmɔ SerboCroatian 

there tam Slovak 
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there tam Slovenian 

there tam Ukrainian 

there tam UpperSorbian 

they janɨ Belarusian 

they tɛ Bulgarian 

they ɔɲɪ Czech 

they òni Kashubian 

they vin̜i Latvian 

they jie Lithuanian 

they wɘ̟ɲi LowerSorbian 

they tiɛ Macedonian 

they ti OldChurchSlavic 

they ji OldChurchSlavic 

they ɔni OldChurchSlavic 

they tennei OldPrussian 

they ɔɲi Polish 

they ɔnʲi Russian 

they ɔ̌ni SerboCroatian 

they ɔɲi Slovak 

they ɔ̌ːni Slovenian 

they ʋɔnɪ Ukrainian 

they wɔnʲi UpperSorbian 

thick tɔwstɨ Belarusian 

thick dɘbɛɫ Bulgarian 

thick tlustiː Czech 

thick gãsti Kashubian 

thick bìezs Latvian 

thick ręsns Latvian 

thick storas Lithuanian 

thick tankus Lithuanian 

thick twustɘ̟ LowerSorbian 

thick debɛl Macedonian 

thick tl̩stʊ̆ OldChurchSlavic 

thick dɛbɛlʊ̆ OldChurchSlavic 

thick grubɘ̟ Polish 

thick tɔɫstɨj Russian 

thick dɛ̌bɛɔ SerboCroatian 

thick ɦrubiː Slovak 

thick dɛ̌ːbɛw Slovenian 

thick tɔʋstɪj Ukrainian 

thick tostɘ̟ UpperSorbian 

thin tɔnkʲi Belarusian 

thin tɤnək Bulgarian 

thin tɛŋkiː Czech 

thin cenczi Kashubian 

thin tiêvs Latvian 

thin plonas Lithuanian 

thin ɕaɲki LowerSorbian 

thin tenɔk Macedonian 

thin tɪ̆nʊ̆kʊ̆ OldChurchSlavic 

thin tʊ̆nʊ̆kʊ̆ OldChurchSlavic 

thin tɕɛnkʲi Polish 

thin tɔnkʲij Russian 

thin tânak SerboCroatian 

thin tɛnkiː Slovak 

thin tǎːnək Slovenian 

thin tɔnkɪj Ukrainian 

thin tʃeŋki UpperSorbian 

think mëslëc Kashubian 

think galvoti Lithuanian 

think dumatsʲ Belarusian 

think mislʲə Bulgarian 

think mɪslɛt Czech 

think dõmã Latvian 

think mąstyti Lithuanian 
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think mɘ̟sliɕ LowerSorbian 

think misli Macedonian 

think mɯsliti OldChurchSlavic 

think pomīrit OldPrussian 

think mɘ̟ɕlɛtɕ Polish 

think dumatʲ Russian 

think mîsliti SerboCroatian 

think misliɛc Slovak 

think mǐːsliti Slovenian 

think dumatɪ Ukrainian 

think mɘ̟slitʃ UpperSorbian 

this ɣɛtɨ Belarusian 

this tɔzi Bulgarian 

this tɛntɔ Czech 

this ten Kashubian 

this šis Latvian 

this šis Lithuanian 

this šitas Lithuanian 

this tɛn LowerSorbian 

this ovɔj Macedonian 

this sɪ̆ OldChurchSlavic 

this schis OldPrussian 

this tɛn Polish 

this ɛtɔt Russian 

this ɔ̌vaːj SerboCroatian 

this tɛn Slovak 

this tâː Slovenian 

this tsɛj Ukrainian 

this tʊn UpperSorbian 

thou tɨ Belarusian 

thou ti Bulgarian 

thou tɪ Czech 

thou tu Latvian 

thou tɘ̟ LowerSorbian 

thou ti Macedonian 

thou tɯ OldChurchSlavic 

thou toū OldPrussian 

thou tɘ̟ Polish 

thou tɨ Russian 

thou tîː SerboCroatian 

thou ti Slovak 

thou tîː Slovenian 

thou tɪ Ukrainian 

thou tɘ̟ UpperSorbian 

three trɨ Belarusian 

three tri Bulgarian 

three tr̝̝̊ ɪ Czech 

three trzë Kashubian 

three trîs Latvian 

three trys Lithuanian 

three tɕi LowerSorbian 

three tri Macedonian 

three trɪ̆jɛ OldChurchSlavic 

three tīrts OldPrussian 

three tʂɘ̟ Polish 

three trʲi Russian 

three trîː SerboCroatian 

three tri Slovak 

three trîː Slovenian 

three trɪ Ukrainian 

three tsi UpperSorbian 

throw cëskac Kashubian 

throw mesti Lithuanian 

throw kʲidatsʲ Belarusian 
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throw xvɤrlʲəm Bulgarian 

throw ɦaːzɛt Czech 

throw męt Latvian 

throw sviêž Latvian 

throw xɘ̟ɕiɕ LowerSorbian 

throw fərli Macedonian 

throw mɛtɑti OldChurchSlavic 

throw vræʃti OldChurchSlavic 

throw metis OldPrussian 

throw ʐutsatɕ Polish 

throw brɔsatʲ Russian 

throw bǎːtsiti SerboCroatian 

throw hɔɟic Slovak 

throw mɛtǎːti Slovenian 

throw kɪdatɪ Ukrainian 

throw mĕɛtatʃ UpperSorbian 

throw tʃisnɘ̟tʃ UpperSorbian 

tie rzeszëc Kashubian 

tie rišti Lithuanian 

tie vʲazatsʲ Belarusian 

tie vrɤzvəm Bulgarian 

tie vaːzat Czech 

tie sìen Latvian 

tie wɪzaɕ LowerSorbian 

tie vərzɛ Macedonian 

tie vɛz̃ɑti OldChurchSlavic 

tie perrēist OldPrussian 

tie vjɔɰ̃zatɕ Polish 

tie vʲazatʲ Russian 

tie vɛ̌ːzati SerboCroatian 

tie viazac Slovak 

tie věːzati Slovenian 

tie ʋjazatɪ Ukrainian 

tie jazatʃ UpperSorbian 

tongue jazɨk Belarusian 

tongue ɘzik Bulgarian 

tongue jazɪk Czech 

tongue jãzëk Kashubian 

tongue mèle Latvian 

tongue liežuvis Lithuanian 

tongue jɪzɘ̟k LowerSorbian 

tongue jazik Macedonian 

tongue jɛz̃ɯkʊ̆ OldChurchSlavic 

tongue insuwis OldPrussian 

tongue jɛɰ̃zɘ̟k Polish 

tongue jizɨk Russian 

tongue jɛ̌zik SerboCroatian 

tongue jazik Slovak 

tongue jɛ̌ːzik Slovenian 

tongue jazɪk Ukrainian 

tongue jazɘ̟k UpperSorbian 

tooth zub Belarusian 

tooth zɤb Bulgarian 

tooth zub Czech 

tooth ząb Kashubian 

tooth zòbs Latvian 

tooth dantis Lithuanian 

tooth zub LowerSorbian 

tooth zab Macedonian 

tooth zɔb̃ʊ̆ OldChurchSlavic 

tooth dantis OldPrussian 

tooth zɔmb Polish 

tooth zub Russian 
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tooth zûːb SerboCroatian 

tooth zub Slovak 

tooth zôːb Slovenian 

tooth zub Ukrainian 

tooth zub UpperSorbian 

tree drɛva Belarusian 

tree dərvɔ Bulgarian 

tree strɔm Czech 

tree drzéwiã Kashubian 

tree darva Latvian 

tree kòks Latvian 

tree medis Lithuanian 

tree drėvė Lithuanian 

tree bɔm LowerSorbian 

tree dərvɔ Macedonian 

tree drævɔ OldChurchSlavic 

tree garian OldPrussian 

tree dʐɛvɔ Polish 

tree dʲɛrʲɛvɔ Russian 

tree dr̩̂vɔ SerboCroatian 

tree strɔm Slovak 

tree drɛvôː Slovenian 

tree dɛrɛʋɔ Ukrainian 

tree ʃtɔm UpperSorbian 

turn skrãcac Kashubian 

turn apsisukti Lithuanian 

turn pavarotʂvatsʲ Belarusian 

turn ubrɤʃtəm Bulgarian 

turn ɔdbɔtʃɪt Czech 

turn ɔtɔtʃɪt Czech 

turn grìež Latvian 

turn vḕrš Latvian 

turn krypti Lithuanian 

turn wɘ̟tbɔtsɘ̟ɕ LowerSorbian 

turn hɔbrɔɕiɕ LowerSorbian 

turn vərti Macedonian 

turn ɔbrɑtiti OldChurchSlavic 

turn wartinna OldPrussian 

turn ɔdvratsatɕ Polish 

turn skrentsatɕ Polish 

turn pɔvɔratʃivatʲ Russian 

turn ɔbř̩ːnuti SerboCroatian 

turn ɔdbɔtʃic Slovak 

turn ɔtɔtʃic Slovak 

turn ɔbrǎːtʃati Slovenian 

turn ɔbɛrtatɪ Ukrainian 

turn zwĕɛʀtnɘ̟tʃ UpperSorbian 

turn wɔbʀɔtʃitʃ UpperSorbian 

turn wɔtbotʃitʃ UpperSorbian 

two dva Belarusian 

two dva Bulgarian 

two dva Czech 

two dwa Kashubian 

two divi Latvian 

two du Lithuanian 

two dvi Lithuanian 

two dwa LowerSorbian 

two dva Macedonian 

two dʊ̆vɑ OldChurchSlavic 

two dwai OldPrussian 

two dva Polish 

two dva Russian 

two dvâː SerboCroatian 
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two dva Slovak 

two dvâː Slovenian 

two dʋa Ukrainian 

two dwaj UpperSorbian 

vomit wracac Kashubian 

vomit vemti Lithuanian 

vomit vanʲitavatsʲ Belarusian 

vomit puvrɤʃtəm Bulgarian 

vomit zvratsɛt Czech 

vomit vemj Latvian 

vomit blʲuwaɕ LowerSorbian 

vomit povraca Macedonian 

vomit bʎɪ̆vɑti OldChurchSlavic 

vomit wimbmis OldPrussian 

vomit zvratsatɕ Polish 

vomit rvatʲ Russian 

vomit rîɡati SerboCroatian 

vomit pɔ̌vratɕati SerboCroatian 

vomit bʎǔʋati SerboCroatian 

vomit vratsac Slovak 

vomit bljǔːvati Slovenian 

vomit blʲuʋatɪ Ukrainian 

vomit bluwatʃ UpperSorbian 

walk jic Kashubian 

walk eiti Lithuanian 

walk isʲtsʲi Belarusian 

walk xadzʲitsʲ Belarusian 

walk xɔdʲə Bulgarian 

walk vərvʲɤ Bulgarian 

walk jiːt Czech 

walk xɔɟɪt Czech 

walk iêt Latvian 

walk staĩgã Latvian 

walk vaikščioti Lithuanian 

walk hɘ̟ɕ LowerSorbian 

walk xɘ̟jʑiɕ LowerSorbian 

walk odam Macedonian 

walk iti OldChurchSlavic 

walk xɔditi OldChurchSlavic 

walk xɔdʑitɕ Polish 

walk iɕtɕ Polish 

walk xodʲitʲ Russian 

walk xɔ̌ːdati SerboCroatian 

walk ǐtɕi SerboCroatian 

walk xɔɟic Slovak 

walk iːsc Slovak 

walk ǐːti Slovenian 

walk xɔdǐːti Slovenian 

walk xɔdɪtɪ Ukrainian 

walk itɪ Ukrainian 

walk kʰɔdʒitʃ UpperSorbian 

walk hitʃ UpperSorbian 

warm tsʲɔpɫɨ Belarusian 

warm tɔpəɫ Bulgarian 

warm tɛpliː Czech 

warm cepłi Kashubian 

warm sìlts Latvian 

warm šiltas Lithuanian 

warm ɕɔpwɘ̟ LowerSorbian 

warm topɔl Macedonian 

warm tɔplʊ̆ OldChurchSlavic 

warm ēnāistweī OldPrussian 

warm tapīs OldPrussian 

warm tɕɛpwɘ̟ Polish 
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warm tʲɔpɫɨj Russian 

warm tɔ̂paɔ SerboCroatian 

warm cɛpliː Slovak 

warm tɔ̌ːpəw Slovenian 

warm tɛpɫɪj Ukrainian 

warm tʃɔpwɘ̟ UpperSorbian 

wash mëc Kashubian 

wash mazgoti Lithuanian 

wash mɨtsʲ Belarusian 

wash mijə Bulgarian 

wash miːt Czech 

wash mazgã Latvian 

wash mɘ̟ɕ LowerSorbian 

wash miɛ Macedonian 

wash mɯti OldChurchSlavic 

wash aumūsnan OldPrussian 

wash mɘ̟tɕ Polish 

wash mɨtʲ Russian 

wash prâti SerboCroatian 

wash mic Slovak 

wash mǐːti Slovenian 

wash mɪtɪ Ukrainian 

wash mɘ̟tʃ UpperSorbian 

water vada Belarusian 

water vu'da Bulgarian 

water vɔda Czech 

water wòda Kashubian 

water ûdens Latvian 

water vanduo Lithuanian 

water wɘ̟da LowerSorbian 

water voda Macedonian 

water vɔdɑ OldChurchSlavic 

water unds OldPrussian 

water wundan OldPrussian 

water vɔda Polish 

water vɔda Russian 

water vɔ̌da SerboCroatian 

water vɔda Slovak 

water vɔ̌ːda Slovenian 

water ʋɔda Ukrainian 

water wɔda UpperSorbian 

we mɨ Belarusian 

we niɘ Bulgarian 

we mɪ Czech 

we më Kashubian 

we mes̃ Latvian 

we mes Lithuanian 

we mɘ̟ LowerSorbian 

we niɛ Macedonian 

we mɯ OldChurchSlavic 

we mes OldPrussian 

we mɘ̟ Polish 

we mɨ Russian 

we mîː SerboCroatian 

we mi Slovak 

we mîː Slovenian 

we mɪ Ukrainian 

we mɘ̟ UpperSorbian 

wet mɔkɾɨ Belarusian 

wet mɔkər Bulgarian 

wet mokriː Czech 

wet mòkri Kashubian 

wet slapjš Latvian 

wet šlapias Lithuanian 
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wet mɘ̟kʂɘ̟ LowerSorbian 

wet mokar Macedonian 

wet mɔkrʊ̆ OldChurchSlavic 

wet mɔkrɘ̟ Polish 

wet mɔkrɨj Russian 

wet mɔ̂kar SerboCroatian 

wet mɔkriː Slovak 

wet mɔ̌ːkər Slovenian 

wet mɔkrɪj Ukrainian 

wet mɔkʀɘ̟ UpperSorbian 

what ʂtɔ Belarusian 

what kəkvɔ Bulgarian 

what tsɔ Czech 

what co Kashubian 

what kas Latvian 

what kuris Lithuanian 

what tsɔ LowerSorbian 

what ʃto Macedonian 

what tʃɪ̆tɔ OldChurchSlavic 

what ka OldPrussian 

what tsɔ Polish 

what ʂtɔ Russian 

what ʃtɔ̂ SerboCroatian 

what tʃɔ Slovak 

what kǎːj Slovenian 

what ʂtʂɔ Ukrainian 

what ʃtɔ UpperSorbian 

when kalʲi Belarusian 

when ku'ga Bulgarian 

when ɡdɪ Czech 

when czedë Kashubian 

when kad Latvian 

when kada Lithuanian 

when ɡa LowerSorbian 

when koɡa Macedonian 

when kɔgdɑ OldChurchSlavic 

when kʊ̆ɡdɑ OldChurchSlavic 

when kɔli OldChurchSlavic 

when kadan OldPrussian 

when kʲɛdɘ̟ Polish 

when kagda Russian 

when kǎda SerboCroatian 

when kɛdi Slovak 

when ɡdâːj Slovenian 

when kɔɫɪ Ukrainian 

when dɘ̟ UpperSorbian 

where dzʲɛ Belarusian 

where kədɛ Bulgarian 

where ɡdɛ Czech 

where dze Kashubian 

where kùr Latvian 

where kur Lithuanian 

where kame Lithuanian 

where ʑɔ LowerSorbian 

where kadɛ Macedonian 

where kʊ̆dɛ OldChurchSlavic 

where quei OldPrussian 

where ɡdʑɛ Polish 

where gdʲɛ Russian 

where gdjɛ̂ SerboCroatian 

where ɡɟɛ Slovak 

where kjěː Slovenian 

where dɛ Ukrainian 
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where dʒɛ UpperSorbian 

white bʲɛɫɨ Belarusian 

white bʲaɫ Bulgarian 

white biːliː Czech 

white biôłi Kashubian 

white balt̃s Latvian 

white baltas Lithuanian 

white bɪwɘ̟ LowerSorbian 

white bel Macedonian 

white bælʊ̆ OldChurchSlavic 

white gaylis OldPrussian 

white bjawɘ̟ Polish 

white bʲɛɫɨj Russian 

white bjɛ̂ːl SerboCroatian 

white biɛli Slovak 

white běːw Slovenian 

white biɫɪj Ukrainian 

white bɪwɘ̟ UpperSorbian 

who xtɔ Belarusian 

who kɔj Bulgarian 

who gdɔ Czech 

who chto Kashubian 

who kas Latvian 

who kas Lithuanian 

who xtɔ LowerSorbian 

who koj Macedonian 

who kʊ̆tɔ OldChurchSlavic 

who kas OldPrussian 

who ktɔ Polish 

who ktɔ Russian 

who tkɔ̂ SerboCroatian 

who ktɔ Slovak 

who ɡdǒː Slovenian 

who xtɔ Ukrainian 

who ʃtu UpperSorbian 

wide ʂɨrɔkʲi Belarusian 

wide ʃirɔk Bulgarian 

wide ʃɪrɔkiː Czech 

wide szeroczi Kashubian 

wide plats Latvian 

wide platus Lithuanian 

wide ʂɘ̟rɔki LowerSorbian 

wide ʃirɔk Macedonian 

wide ʃirɔkʊ̆ OldChurchSlavic 

wide ʂɛrɔkʲi Polish 

wide ʂɨrɔkʲij Russian 

wide ʃǐrɔk SerboCroatian 

wide ʃirɔkiː Slovak 

wide ʃirɔk Slovenian 

wide ʂɪrɔkɪj Ukrainian 

wide ʃɪʀɔki UpperSorbian 

wife ʐɔnka Belarusian 

wife ʒɘna Bulgarian 

wife manʒɛlka Czech 

wife białka Kashubian 

wife slëbnô Kashubian 

wife sieṽa Latvian 

wife žmona Lithuanian 

wife ʐeɲska LowerSorbian 

wife ʒena Macedonian 

wife ʒɛnɑ OldChurchSlavic 

wife gennan OldPrussian 

wife ʐɔna Polish 

wife ʐɛna Russian 
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wife ʒɛ̌na SerboCroatian 

wife manʒɛlka Slovak 

wife ʒɛ̌ːna Slovenian 

wife druʐɪna Ukrainian 

wife ʒɔna UpperSorbian 

wind vʲɛtsʲɛr Belarusian 

wind vʲatər Bulgarian 

wind viːtr̩ Czech 

wind wiater Kashubian 

wind vej̃š Latvian 

wind vėjas Lithuanian 

wind wɪtʂ LowerSorbian 

wind vetar Macedonian 

wind vætrʊ̆ OldChurchSlavic 

wind wetro OldPrussian 

wind vjatr Polish 

wind vʲɛtʲɛr Russian 

wind vjɛ̂tar SerboCroatian 

wind viɛtɔr Slovak 

wind vêːtər Slovenian 

wind ʋitɛr Ukrainian 

wind wɪtsik UpperSorbian 

wing krɨɫɔ Belarusian 

wing kriɫɔ Bulgarian 

wing kr̝̝̊ iːdlɔ Czech 

wing skrzidło Kashubian 

wing spà̄rns Latvian 

wing sparnas Lithuanian 

wing kɕidwɔ LowerSorbian 

wing krilɔ Macedonian 

wing krilɔ OldChurchSlavic 

wing skreīlē OldPrussian 

wing skʂɘ̟dwɔ Polish 

wing krɨɫɔ Russian 

wing krǐːlɔ SerboCroatian 

wing kriːdlɔ Slovak 

wing krǐːlɔ Slovenian 

wing krɪɫɔ Ukrainian 

wing kʃidwɔ UpperSorbian 

wipe wëcerac Kashubian 

wipe šluoti Lithuanian 

wipe vɨtsʲiratsʲ Belarusian 

wipe bɤrʃə Bulgarian 

wipe iztrivəm Bulgarian 

wipe vɪciːrat Czech 

wipe slaũka Latvian 

wipe wɘ̟trʲɪɕ LowerSorbian 

wipe briʃɛ Macedonian 

wipe tr̩ʲti OldChurchSlavic 

wipe træti OldChurchSlavic 

wipe vɘ̟tɕɛratɕ Polish 

wipe vɨtʲiratʲ Russian 

wipe brîsati SerboCroatian 

wipe triɛc Slovak 

wipe brǐːsati Slovenian 

wipe ʋɪtɪratɪ Ukrainian 

wipe tʀɪtʃ UpperSorbian 

with z Belarusian 

with sɤs Bulgarian 

with sɛ Czech 

with z Kashubian 

with ar Latvian 

with su Lithuanian 

with san Lithuanian 

with zɛ LowerSorbian 
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with sɔ Macedonian 

with sʊ̆ OldChurchSlavic 

with sen OldPrussian 

with zɛ Polish 

with s Russian 

with sa SerboCroatian 

with sɔ Slovak 

with z Slovenian 

with z Ukrainian 

with zɛ UpperSorbian 

woman ʐantʂɨna Belarusian 

woman ʒɘna Bulgarian 

woman ʒɛna Czech 

woman białka Kashubian 

woman sieṽiet̃e Latvian 

woman moteris Lithuanian 

woman ʐeɲska LowerSorbian 

woman ʒena Macedonian 

woman ʒɛnɑ OldChurchSlavic 

woman gennan OldPrussian 

woman kɔbjɛta Polish 

woman ʐɛnʃina Russian 

woman ʒɛ̌na SerboCroatian 

woman ʒɛna Slovak 

woman ʒɛ̌ːna Slovenian 

woman ʐinka Ukrainian 

woman ʒɔna UpperSorbian 

woods lʲɛs Belarusian 

woods gu'ra Bulgarian 

woods lɛs Czech 

woods miškas Lithuanian 

woods mežs Latvian 

woods ɡɘ̟lʲa LowerSorbian 

woods ʃuma Macedonian 

woods ɡora Macedonian 

woods læsʊ̆ OldChurchSlavic 

woods median OldPrussian 

woods las Kashubian 

woods las Polish 

woods lʲɛs Russian 

woods ʃûma SerboCroatian 

woods lɛs Slovak 

woods gɔzd Slovenian 

woods lʲis Ukrainian 

woods lɪs UpperSorbian 

worm tʂarvʲak Belarusian 

worm tʃɛrvɘj Bulgarian 

worm tʃɛrv Czech 

worm robôk Kashubian 

worm tā̀̀rps Latvian 

worm kirmėlė Lithuanian 

worm sliekas Lithuanian 

worm tsɛr LowerSorbian 

worm tsərv Macedonian 

worm tʃr̩ʲvɪ̆ OldChurchSlavic 

worm slayx OldPrussian 

worm rɔbak Polish 

worm tʃɛrvʲ Russian 

worm tʃr̂ːv SerboCroatian 

worm tʃɛrv Slovak 

worm tʃə̂ːrw Slovenian 

worm tʂɛrvjak Ukrainian 

worm tʃɛʀ UpperSorbian 
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year ɣɔd Belarusian 

year ɡudinə Bulgarian 

year rɔk Czech 

year rok Kashubian 

year gads Latvian 

year metai Lithuanian 

year lʲɪtɔ LowerSorbian 

year ɡodina Macedonian 

year lætɔ OldChurchSlavic 

year mettan OldPrussian 

year rɔk Polish 

year gɔd Russian 

year ɡɔ̂dina SerboCroatian 

year rɔk Slovak 

year lěːtɔ Slovenian 

year rʲik Ukrainian 

year lɪtɔ UpperSorbian 

yellow ʐɔwtɨ Belarusian 

yellow ʒɤɫt Bulgarian 

yellow ʒlutiː Czech 

yellow żôłti Kashubian 

yellow dzęl̂tęns Latvian 

yellow geltonas Lithuanian 

yellow ʐowtɘ̟ LowerSorbian 

yellow ʒolt Macedonian 

yellow ʒl̩ʲtʊ̆ OldChurchSlavic 

yellow gelatynan OldPrussian 

yellow ʐuwtɘ̟ Polish 

yellow ʐɔɫtɨj Russian 

yellow ʒûːt SerboCroatian 

yellow ʒl̩tiː Slovak 

yellow rumɛn Slovenian 

   

yellow ʐɔʋtɪj Ukrainian 

yellow ʒotɘ̟ UpperSorbian 

yellow verdhë Albanian 

yellow zairitō Avestan 

yellow zairiš Avestan 

yellow ksantʰós Greek 

yellow gelo OldHighGerman 

yellow borɐ Ossetian 

you vɨ Belarusian 

you viɘ Bulgarian 

you vɪ Czech 

you wa Kashubian 

you jũs Latvian 

you wɘ̟ LowerSorbian 

you viɛ Macedonian 

you vɯ OldChurchSlavic 

you ioūs OldPrussian 

you vɘ̟ Polish 

you vɨ Russian 

you vîː SerboCroatian 

you vi Slovak 

you vîː Slovenian 

you ʋɪ Ukrainian 

you wɘ̟ UpperSorbian 

you jūs Lithuanian 

you ju Albanian 

you vō Avestan 

you yūžəm Avestan 

you jūs Gothic 

you hyːmȇːs Greek 

you iuwih OldHighGerman 

you sumaχ Ossetian 
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# Basic ALINE algorithm taken from NLTK 

# ALINE for multiple languages created following 

# LingPy standards as best as possible 

# === Constants === 

 

inf = float('inf') 

 

# Default values for maximum similarity scores (Kondrak 2002: 54) 

C_skip = 10 # Indels 

C_sub  = 35  # Substitutions 

C_exp  = 45  # Expansions/compressions 

C_vwl  = 5  # Vowel/consonant relative weight (decreased from 10) 

 

# Basic consonant list. Can be edited with additional symbols. 

consonants = ['B', 'N', 'R', 'b', 'c', 'd', 'f', 'g', 'h', 'j', 'k', 'l', 

'm', 'n', 'p', 'q', 'r', 's', 't', 'v', 'x', 'z', 'ç', 'ð', 'ħ', 'ŋ', 'ɖ', 

'ɟ', 'ɢ', 'ɣ', 'ɦ', 'ɬ', 'ɮ', 'ɰ', 'ɱ', 'ɲ', 'ɳ', 'ɴ', 'ɸ', 'ɹ', 'ɻ', 'ɽ', 

'ɾ', 'ʀ', 'ʁ', 'ʂ', 'ʃ', 'ʈ', 'ʋ', 'ʐ ', 'ʒ', 'ʔ', 'ʕ', 'ʙ', 'ʝ', 'β', 

'θ', 'χ', 'ʐ', 'w'] 

 

# Relevant features for comparing consonants and vowels 

R_c = ['aspirated', 'lateral', 'manner', 'nasal', 'place', 'retroflex', 

       'syllabic', 'voice'] 

# 'high' taken out of R_v because same as manner 

R_v = ['back', 'lateral', 'long', 'manner', 'nasal', 'place', 

       'retroflex', 'round', 'syllabic', 'voice'] 

 

# Basic feature list. Additional features, such as palatalization 

# can be added as necessary. 

# Flattened feature matrix (Kondrak 2002: 56) 

similarity_matrix = { 

    #place 

   'bilabial': 1.0, 'labiodental': 0.95, 'dental': 0.9, 

   'alveolar': 0.85, 'retroflex': 0.8, 'palato-alveolar': 0.75, 

   'palatal': 0.7, 'velar': 0.6, 'uvular': 0.5, 'pharyngeal': 0.3, 

   'glottal': 0.1, 'labiovelar': 1.0, 'vowel': -1.0, # added 'vowel' 

   #manner 

   'stop': 1.0, 'affricate': 0.9, 'fricative': 0.85, # increased fricative 

from 0.8 

   'trill': 0.7, 'tap': 0.65, 'approximant': 0.6, 'high vowel': 0.4, 

   'mid vowel': 0.2, 'low vowel': 0.0, 'vowel2': 0.5, # added vowel 

   #high 

   'high': 1.0, 'mid': 0.5, 'low': 0.0, 

   #back 

   'front': 1.0, 'central': 0.5, 'back': 0.0, 

   #binary features 

   'plus': 1.0, 'minus': 0.0 

} 

 

# Relative weights of phonetic features (Kondrak 2002: 55) 

salience = { 

    'syllabic': 5, 

   'place': 40, 

   'manner': 50, 
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   'voice': 5, # decreased from 10 

   'nasal': 20, # increased from 10 

   'retroflex': 10, 

   'lateral': 10, 

   'aspirated': 5, 

   'long': 0, # decreased from 1 

   'high': 3, # decreased from 5 

   'back': 2, # decreased from 5 

   'round': 2 # decreased from 5 

} 

 

# Example symbol-feature matrix correspondences 

# Every symbol, both vowels and consonants, needs a corresponding 

# feature matrix 

# (Kondrak 2002: 59-60) 

feature_matrix = { 

# Consonants 

'p': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'b': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

't': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'd': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʈ': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɖ': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'c': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɟ': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 
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'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'k': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'g': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'q': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɢ': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʔ': {'place': 'glottal', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'm': {'place': 'bilabial', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɱ': {'place': 'labiodental', 'manner': 'stop', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'n': {'place': 'alveolar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɳ': {'place': 'retroflex', 'manner': 'stop', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'plus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɲ': {'place': 'palatal', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 
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'ŋ': {'place': 'velar', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɴ': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'N': {'place': 'uvular', 'manner': 'stop', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'plus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʙ': {'place': 'bilabial', 'manner': 'trill', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'B': {'place': 'bilabial', 'manner': 'trill', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'r': {'place': 'alveolar', 'manner': 'trill', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʀ': {'place': 'uvular', 'manner': 'trill', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'R': {'place': 'uvular', 'manner': 'trill', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɾ': {'place': 'alveolar', 'manner': 'tap', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɽ': {'place': 'retroflex', 'manner': 'tap', 'syllabic': 'minus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɸ': {'place': 'bilabial', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 
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'β': {'place': 'bilabial', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'f': {'place': 'labiodental', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'v': {'place': 'labiodental', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'θ': {'place': 'dental', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ð': {'place': 'dental', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

's': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'z': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʃ': {'place': 'palato-alveolar', 'manner': 'fricative', 'syllabic': 

'minus', 'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʒ': {'place': 'palato-alveolar', 'manner': 'fricative', 'syllabic': 

'minus', 'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʂ': {'place': 'retroflex', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʐ': {'place': 'retroflex', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 
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'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ç': {'place': 'palatal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʝ': {'place': 'palatal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'x': {'place': 'velar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɣ': {'place': 'velar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'χ': {'place': 'uvular', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʁ': {'place': 'uvular', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ħ': {'place': 'pharyngeal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ʕ': {'place': 'pharyngeal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'h': {'place': 'glottal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɦ': {'place': 'glottal', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 
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'ɬ': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'minus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated': 

'minus'}, 

 

'ɮ': {'place': 'alveolar', 'manner': 'fricative', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated': 

'minus'}, 

 

'ʋ': {'place': 'labiodental', 'manner': 'approximant', 'syllabic': 

'minus', 'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɹ': {'place': 'alveolar', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɻ': {'place': 'retroflex', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'plus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'j': {'place': 'palatal', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'ɰ': {'place': 'velar', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

'l': {'place': 'alveolar', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'plus', 'aspirated': 

'minus'}, 

 

'w': {'place': 'labiovelar', 'manner': 'approximant', 'syllabic': 'minus', 

'voice': 'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'aspirated': 

'minus'}, 

 

# Vowels 

 

'i': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 
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'y': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'front','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'e': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'E': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'front','round': 'minus', 'long': 'plus', 'aspirated': 'minus'}, 

 

'ø': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'front','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'ɛ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'œ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'front','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'æ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low', 

'back': 'front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'a': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low', 

'back': 'front','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'A': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low', 

'back': 'front','round': 'minus', 'long': 'plus', 'aspirated': 'minus'}, 

 

'ɨ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'central','round': 'minus', 'long': 'minus', 'aspirated': 

'minus'}, 
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'ʉ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'central','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'ə': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'central','round': 'minus', 'long': 'minus', 'aspirated': 

'minus'}, 

 

'u': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'back','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'U': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'back','round': 'plus', 'long': 'plus', 'aspirated': 'minus'}, 

 

'o': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'back','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'O': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'back','round': 'plus', 'long': 'plus', 'aspirated': 'minus'}, 

 

'ɔ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'mid', 

'back': 'back','round': 'plus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'ɒ': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 'low', 

'back': 'back','round': 'minus', 'long': 'minus', 'aspirated': 'minus'}, 

 

'I': {'place': 'vowel', 'manner': 'vowel2', 'syllabic': 'plus', 'voice': 

'plus', 

'nasal': 'minus', 'retroflex': 'minus', 'lateral': 'minus', 'high': 

'high', 

'back': 'front','round': 'minus', 'long': 'plus', 'aspirated': 'minus'}, 

 

} 

 

 

class Aline(Wordlist): 
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"""Basic class for handling the ALINE calculations""" 

    def __init__(self,filename, **keywords): 

         

        kw={"segments":"tokens", 

            "numbers":"numbers", 

            "transcription":"ipa", 

            "langid":"langid", 

            "duplicates":"duplicates", 

            "tokenize":ipa2tokens, 

            "cogid":"Aline ID" 

            } 

        kw.update(keywords)   

         

        self._segments = kw['segments'] 

        self._numbers = kw['numbers'] 

        self._langid = kw['langid'] 

        self._duplicates = kw['duplicates'] 

        self._transcription = kw['transcription'] 

        self._cogid=kw['cogid'] 

              

         

        Wordlist.__init__(self,filename) 

  assert self._segments in self.header or self._transcription in     

self.header         

         

       

         

        if self._langid not in self.header: 

            transform = dict(zip(self.taxa, [str(i + 1) for i in 

range(self.width)])) 

            self.add_entries(self._langid, self._col_name, lambda x: 

transform[x]) 

 

 

    def get_lists(self): 

        """ get lists of IPA entries for each language""" 

        lang_dict={} 

        for taxon in self.taxa: 

            lang_dict[taxon]=self.get_list(col=taxon, entry='ipa') 

             

        return lang_dict 

 

    def aline_lists(self): 

"""Align all of the languages in a wordlist using the ALINE 

algorithms """ 

        alm_dict={} 

        dist_dict={} 

        lang_form_dict=self.get_lang_dicts() 

        for pair in self.get_pairs_list(): 

            lang1=pair[0] 

            lang2=pair[1] 

            dict1=lang_form_dict[lang1] 

            dict2=lang_form_dict[lang2] 

            form_list={} 
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            dist_list={} 

            get_keys=set(dict1.keys()).intersection(dict2.keys()) 

            for key in get_keys: 

                if len(dict1[key]) >1: 

                    for k in range(len(dict1[key])): 

                        alm1={key:align(dict1[key][k],dict2[key][0])} 

                        

distance={key:round(aline_dist(dict1[key][k],dict2[key][0]),3)} 

                        dist_list.update(distance) 

                        form_list.update(alm1) 

                   

                elif len(dict2[key]) >1: 

                    for k in range(len(dict2[key])): 

                        alm1={key:align(dict1[key][0],dict2[key][k])} 

                        

distance={key:round(aline_dist(dict1[key][0],dict2[key][k]),3)} 

                        form_list.update(alm1) 

                        dist_list.update(distance) 

                   

                else: 

                    alm1={key:align(dict1[key][0],dict2[key][0])} 

                    

distance={key:round(aline_dist(dict1[key][0],dict2[key][0]),3)} 

                    form_list.update(alm1) 

                    dist_list.update(distance) 

                 

            alm_dict.update({pair:form_list}) 

            dist_dict.update({pair:dist_list}) 

 

        return dist_dict, alm_dict    

     

    def aline_cluster(self,threshold): 

"""Cluster the aligned words into cognate sets based on the user-

defined distance threshold""" 

        clust_dict={} 

        dist_dict=self.aline_lists()[0] 

        for concept in self.concept: 

            concept_list=[] 

            lang_list={} 

            for pair in self.get_pairs_list(): 

                if concept in dist_dict[pair]: 

                    concept_list.append(dist_dict[pair][concept]) 

                    lang_list.update({pair[0]:1}) 

                    lang_list.update({pair[1]:1}) 

                else: 

                    pass 

            matrix=squareform(concept_list) 

            cluster=flat_upgma(0.3,matrix,sorted(lang_list)) 

            clust_dict.update({concept:cluster}) 

 

        return clust_dict 

           

     

    def get_cognate_ids(self,threshold): 
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"""Get the ALINE IDs for the clustered words""" 

        clust_dict=self.aline_cluster(threshold) 

        counter=0 

        counter2=0 

        con_count=1 

        cog_id_list=[] 

        cog_id_dict={} 

        ids_dict={} 

        for concept in self.concept: 

            cog_dict={} 

             

            for idx in clust_dict[concept]: 

                counter3=0 

                counter+=1 

                if len(clust_dict[concept][idx]) >1: 

                    for i in range(len(clust_dict[concept][idx])): 

                        counter2+=1 

                        cog_id_list.append(counter) 

                        

cog_dict.update({clust_dict[concept][idx][i]:counter}) 

                        ids_dict.update({counter2:counter}) 

                        print(counter2, concept, 

clust_dict[concept][idx][counter3], counter) 

                        counter3+=1 

                else: 

                    counter2+=1 

                    cog_id_list.append(counter) 

                    cog_dict.update({clust_dict[concept][idx][0]:counter}) 

                    ids_dict.update({counter2:counter}) 

                    print(counter2, concept, 

clust_dict[concept][idx][counter3], counter) 

            cog_id_dict.update({concept:cog_dict}) 

            con_count+=1 

            print('#') 

        return cog_id_list, cog_id_dict, ids_dict 

     

         

     

    def add_ids(self,threshold): 

 """Add the ALINE IDs to the wordlist""" 

        ids=self.get_cognate_ids(threshold)[2] 

        self.add_entries('AlineID',ids, util.identity) 

     

    def add_alines(self): 

 """Add the optimal alignments to the wordlist""" 

        alms=self.aline_lists()[1] 

        self.add_entries('Aline',alms,util.identity) 

 

    def get_pairs_list(self): 

 """Create all of the language pairs""" 

        lang_list=self.languages 

        pairs=itertools.combinations(lang_list,2) 

        pair_list=list(pairs) 

        return pair_list 
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    def get_lang_dicts(self): 

 """Get dictionaries of all words in the wordlist for each 

languages""" 

        lang_form_dict={} 

        for language in self.languages: 

            temp_dict=self.get_dict(col=language,entry='ipa') 

            lang_form_dict.update({language:temp_dict}) 

        return lang_form_dict 

              

 

    def lang_dist(self): 

 """Find the ALINE distances between languages""" 

        dist_dict=self.aline_lists()[0] 

        lang_dist_dict=dist_dict 

        for key in lang_dist_dict: 

            for k in lang_dist_dict[key]: 

                val=np.array(lang_dist_dict[key][k]).astype(np.float) 

            a=round(np.mean(val),3) 

            lang_dist_dict.update({key:a}) 

                 

        return lang_dist_dict 

     

    def cluster_langs(self): 

 """Cluster the languages based on the ALINE distances""" 

        dist_dict=self.lang_dist() 

        cluster_list=[] 

        for key in dist_dict: 

            cluster_list.append(dist_dict[key]) 

        matrix=squareform(cluster_list) 

        cluster=flat_upgma(0.3,matrix,self.taxa) 

        return cluster, matrix  

     

    def __getitem__(self,idx): 

        if idx in self._data: 

            return self._data[idx] 

        try: 

            return 

(self._data[idx[0][0]][self._header[self._alias[idx[1]]]], 

                    

self._data[idx[0][1]][self._header[self._alias[idx[1]]]]) 

        except (IndexError, TypeError, KeyError): 

            try: 

                return 

self._data[idx[0]][self._header[self._alias[idx[1]]]] 

            except KeyError: 

                return 

            except TypeError: 

                raise KeyError("The key [0] could not be 

found.".format(idx)) 

             

    def get_subset(self,sublist, ref='concept'): 

        self.subsets={} 

        for tA,tB in util.multicombinations2(self.taxa): 
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            self.subsets[tA,tB]=[pair for pair in self.pairs[tA,tB] if 

self[pair,ref][0] in sublist]     

             

    def output(self, fileformat, **keywords): 

 

        kw = dict(filename=self.filename, defaults=False) 

        kw.update(keywords) 

        self._output(fileformat, **kw) 

         

     

 

def align(str1,str2, epsilon=0): 

    """ 

    Compute the alignment of two phonetic strings. 

 

    :type str1, str2: str 

    :param str1, str2: Two strings to be aligned 

    :type epsilon: float (0.0 to 1.0) 

    :param epsilon: Adjusts threshold similarity score for near-optimal 

alignments 

 

    :rtpye: list(list(tuple(str, str))) 

    :return: Alignment(s) of str1 and str2 

 

    (Kondrak 2002: 51) 

    """        

    if np == None: 

        raise ImportError('You need numpy in order to use the align 

function') 

 

    assert 0.0 <= epsilon <= 1.0, "Epsilon must be between 0.0 and 1.0." 

    m = len(str1) 

    n = len(str2) 

    # This includes Kondrak's initialization of row 0 and column 0 to all 

0s. 

    S = np.zeros((m+1, n+1), dtype=float) 

 

    # If i <= 1 or j <= 1, don't allow expansions as it doesn't make 

sense, 

    # and breaks array and string indices. Make sure they never get chosen 

    # by setting them to -inf. 

    for i in range(1, m+1): 

        for j in range(1, n+1): 

            edit1 = S[i-1, j] + sigma_skip(str1[i-1]) 

            edit2 = S[i, j-1] + sigma_skip(str2[j-1]) 

            edit3 = S[i-1, j-1] + sigma_sub(str1[i-1], str2[j-1]) 

            if i > 1: 

                edit4 = S[i-2, j-1] + sigma_exp(str2[j-1], str1[i-2:i]) 

            else: 

                edit4 = -inf 

            if j > 1: 

                edit5 = S[i-1, j-2] + sigma_exp(str1[i-1], str2[j-2:j]) 

            else: 

                edit5 = -inf 
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            S[i, j] = max(edit1, edit2, edit3, edit4, edit5, 0) 

 

    T = (1-epsilon)*np.amax(S) # Threshold score for near-optimal 

alignments 

 

    alignments = [] 

    for i in range(1, m+1): 

        for j in range(1, n+1): 

            if S[i,j] >= T: 

                alignments.append(_retrieve(i, j, 0, S, T, str1, str2, 

[])) 

    return alignments 

     

     

def _retrieve(i, j, s, S, T, str1, str2, out): 

    """ 

    Retrieve the path through the similarity matrix S starting at (i, j). 

     

    :rtype: list(tuple(str, str)) 

    :return: Alignment of str1 and str2 

    """ 

         

    if S[i, j] == 0: 

        return out 

    else: 

        if j > 1 and S[i-1, j-2] + sigma_exp(str1[i-1], str2[j-2:j]) + s 

>= T: 

            out.insert(0, (str1[i-1], str2[j-2:j])) 

            _retrieve(i-1, j-2, s+sigma_exp(str1[i-1], str2[j-2:j]), S, T, 

str1, str2, out) 

        elif i > 1 and S[i-2, j-1] + sigma_exp(str2[j-1], str1[i-2:i]) + s 

>= T: 

            out.insert(0, (str1[i-2:i], str2[j-1])) 

            _retrieve(i-2, j-1, s+sigma_exp(str2[j-1], str1[i-2:i]), S, T, 

str1, str2, out) 

        elif S[i, j-1] + sigma_skip(str2[j-1]) + s >= T: 

            out.insert(0, ('-', str2[j-1])) 

            _retrieve(i, j-1, s+sigma_skip(str2[j-1]), S, T, str1, str2, 

out) 

        elif S[i-1, j] + sigma_skip(str1[i-1]) + s >= T: 

            out.insert(0, (str1[i-1], '-')) 

            _retrieve(i-1, j, s+sigma_skip(str1[i-1]), S, T, str1, str2, 

out) 

        elif S[i-1, j-1] + sigma_sub(str1[i-1], str2[j-1]) + s >= T: 

            out.insert(0, (str1[i-1], str2[j-1])) 

            _retrieve(i-1, j-1, s+sigma_sub(str1[i-1], str2[j-1]), S, T, 

str1, str2, out) 

    return out 

     

def sigma_skip(p): 

    """ 

    Returns score of an indel of P. 

     

    (Kondrak 2002: 54) 
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    """ 

    return C_skip 

        

     

def sigma_sub(p,q): 

    """ 

    Returns score of a substitution of P with Q. 

     

    (Kondrak 2002: 54) 

    """ 

    return C_sub - delta(p, q) - V(p) - V(q) 

     

def sigma_exp(p,q): 

    """ 

    Returns score of an expansion/compression. 

     

    (Kondrak 2002: 54) 

    """ 

    q1 = q[0] 

    q2 = q[1] 

    return C_exp - delta(p, q1) - delta(p, q2) - V(p) - max(V(q1), V(q2))     

     

def delta(p,q): 

    """ 

    Return weighted sum of difference between P and Q. 

     

    (Kondrak 2002: 54) 

    """ 

    features = R(p, q) 

    total = 0 

    for f in features: 

        total += diff(p, q, f) * salience[f] 

    return total 

     

def diff(p,q,f): 

    """ 

    Returns difference between phonetic segments P and Q for feature F. 

     

    (Kondrak 2002: 52, 54) 

    """ 

    p_features, q_features = feature_matrix[p], feature_matrix[q] 

 

    if f=='place': 

        return abs(place_matrix[p_features[f]]-

place_matrix[q_features[f]]) 

    elif f=='manner': 

        return abs(manner_matrix[p_features[f]]-

manner_matrix[q_features[f]]) 

    elif f=='high': 

        return abs(high_matrix[p_features[f]]-high_matrix[q_features[f]]) 

    elif f=='back': 

        return abs(back_matrix[p_features[f]]-back_matrix[q_features[f]]) 
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    elif 

f=='long'or'round'or'voice'or'nasal'or'lateral'or'aspirated'or'syllabic'or

'retroflex'\ 

            or 'palatalized' or 'tense' or 'offglide': 

        return abs(binary_matrix[p_features[f]]-

binary_matrix[q_features[f]]) 

 

def sim(p,q): 

    """return similarity score for two segments""" 

    assert 0.0 <= epsilon <= 1.0, "Epsilon must be between 0.0 and 1.0." 

    seg_dist=delta(p,q) 

    m = len(p) 

    n = len(q) 

    # This includes Kondrak's initialization of row 0 and column 0 to all 

0s. 

    S = np.zeros((m+1, n+1), dtype=float) 

    # If i <= 1 or j <= 1, don't allow expansions as it doesn't make 

sense, 

    # and breaks array and string indices. Make sure they never get chosen 

    # by setting them to -inf. 

    for i in range(1, m+1): 

        for j in range(1, n+1): 

            edit1 = S[i-1, j] + sigma_skip(p[i-1]) 

            edit2 = S[i, j-1] + sigma_skip(q[j-1]) 

            edit3 = S[i-1, j-1] + sigma_sub(p[i-1], q[j-1]) 

            if i > 1: 

                edit4 = S[i-2, j-1] + sigma_exp(q[j-1], p[i-2:i]) 

            else: 

                edit4 = -inf 

            if j > 1: 

                edit5 = S[i-1, j-2] + sigma_exp(p[i-1], q[j-2:j]) 

            else: 

                edit5 = -inf 

            S[i, j] = max(edit1, edit2, edit3, edit4, edit5, 0) 

 

    return S[i, j] 

  

     

def aline_sim(str1,str2): 

    """get the similiarity scoree for two strings""" 

    total_sim=0 

    for p,q in zip(str1,str2): 

        total_sim+=sim(p,q) 

    return total_sim 

 

def normal_sim(str1,str2): 

    """Normalized similarity score as taken from Downey et al. (2008)""" 

    return 

((2*aline_sim(str1,str2))/(aline_sim(str1,str1)+aline_sim(str2,str2))) 

 

def aline_dist(str1,str2): 

    """True distance statistics as proposed by Downey et al. (2008)""" 

    return 1-normal_sim(str1,str2) 
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def R(p,q): 

    """ 

    Return relevant features for segment comparsion. 

     

    (Kondrak 2002: 54) 

    """ 

    if p in consonants or q in consonants: 

        return R_c 

    else: 

        return R_v 

     

def V(p): 

    """ 

    Return vowel weight if P is vowel. 

     

    (Kondrak 2002: 54) 

    """ 

    if p in consonants: 

        return 0 

    return C_vwl 

 


