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Abstract

Quantum mechanical ab inito methods are employed to study molecules contain germa-

nium and phosphorus. The dependence of the relative energies of 116 diphosphene and

diphosphinylidene compounds on the modification of their structures is studied theoreti-

cally. Optimized geometries and relative energies are reported for all structures. In the case

of the substitution of both H atoms by lithoxy (OLi) or ONa groups is the diphosphinyli-

dene type structure found to be lower in energy. This result is explained through the natural

population analyses, where a very favorable coulombic attraction is found in the OLi sub-

stituted diphosphinylidene structure. Next, a theoretical investigation of Ge2CH2 is carried

out. The singlet potential energy surface (PES) is systematically explored and energies were

obtained using theoretical methods including coupled cluster theory and focal point analy-

sis (FPA). Eleven stationary points are located on the Ge2CH2 singlet ground state PES.

Among them, seven structures are minima (1S–7S). The global minimum is predicted to be

the hydrogen-bridged structure 1S.

Index words: main group chemistry, isodesmic reaction, natural bond orbital,
stochastic search, coupled cluster theory, focal point analysis,
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The mind, once stretched by a new idea, never returns to its original dimensions.

–Ralph Waldo Emerson

“ You can know the name of a bird in all the languages of the world, but when you’re

finished, you’ll know absolutely nothing whatever about the bird. . . So let’s look at the bird

and see what it’s doing – that’s what counts. I learned very early the difference between

knowing the name of something and knowing something.”

–Richard Feynman
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Chapter 1

Introduction and Background

1.1 Theoretical Methods

1.1.1 Foundations of Quantum Chemistry

Small objects such as atoms and molecules follow the laws of quantum mechanics. In or-

der to obtain the energy and other properties of a N-electron molecular system, the time-

independent non-relativistic Schroedinger equation1 must be solved:

HΨ = EΨ, (1.1)

where Ψ is the N-electron wavefunction and H the Hamiltonian operator given by:

H =
N∑
i=1

1

2
∇2
i −

N∑
i=1

1

2MA

∇2
i −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij
+

M∑
A=1

M∑
B>A

ZAZB
RAB

. (1.2)

The physical entities contained in the Hamiltonian are kinetic energy and potential en-

ergy interactions. Since nuclei are much heavier and move more slowly than electrons one
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can consider the electrons as moving in the field of fixed nuclei. This is called the Born-

Oppenheimer approximation2 and, effectively decouples nuclear and electronic motion such

that the Schrödinger equation becomes:

HelecΨ(r; R) = EelecΨ(r; R), (1.3)

Helec =
N∑
i=1

1

2
∇2
i −

N∑
i=1

1

2MA

∇2
i −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
j>i

1

rij
, (1.4)

and only depends parametrically on the nuclear positions. The total energy is obtained

after adding the nuclear repulsion constant:

Etot = Eelec +
M∑
A=1

M∑
B>A

ZAZB
RAB

. (1.5)

The solution to this equation provides the energy and wavefunction of a molecular system

for a given nuclear orientation. The electronic wavefunction which represents a stationary

state of a molecule is given by:

Ψ(r1, r2, · · · , rN), (1.6)

where ri are the coordinates (spatial and spin) of the N electrons. The most straightfor-

ward way of constructing such a wavefunction is as product of one electron wavefunctions

(spin-orbitals):

Ψ(r1, r2, · · · , rN) = ψ(r1)ψ(r2) · · ·ψ(rN), (1.7)

However this wavefunction is physically flawed, since it does not consider electrons as

indistinguishable and interacting entities. Also given that electrons are fermions, this wave-

2



function does not comply with the antisymmetry postulate. A way to simultaneously satisfy

the indistinguishability and antisymmetry requirements, is representing the N-electron wave-

function as a determinant:

Ψ(r1, r2, . . . , rN) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ2(r1) · · · ψN(r1)

ψ1(r2) ψ2(r2) · · · ψN(r2)

...
...

...

ψ1(rN) ψ2(rN) · · · ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣∣
. (1.8)

The Slater determinant3 is a much improved wavefunction, since electrons are indistin-

guishable. Moreover any interchange of particles leads to a sign change in the wavefunction,

thus satisfying the antisymmetry postulate. A consequence that follows directly form the

antisymmetry postulate is the Pauli exclusion principle4. If two electrons are in the same

spin-orbital, two columns of the determinant are identical. Due to fundamental properties of

a determinant this means that the wavefunction is equal to zero, thus effectively prohibiting

that two electrons of the same spin occupy the same spin-orbital. Therefor a single Slater

determinant is the simplest antisymmetric wavefunction, which can be used to describe the

ground state of a N-electron system.

1.1.2 Hartree-Fock and Configuration Interaction Methods

The expectation value of the ground state energy is given by the integral:

E0 = 〈Ψ0|H |Ψ0〉 . (1.9)

The variational principle states that the best wavefunction is the one that results in the

lowest possible energy. Thus, in the Hartree-Fock method, the energy is minimized with

respect to the orbitals in the Slater determinant. The resulting equation is the Hartree-Fock

3



equation5–7, which determines the orbitals that yields the lowest energy.

f(i)χ(xi) = εχ(xi), (1.10)

where f(i) is an effective one electron operator called Fock operator:

f(i) = −1

2
∇2
i −

M∑
A=1

ZA
riA

+ υHF (i), (1.11)

where υHF (i) is the average potential experienced by the i-th electron. Since the ex-

pression of the potential depends on the orbitals, this integro-differential equation is self-

consistent and has to be solved iteratively. In practice, the orbitals used are a finite expansion

of a set of basis functions and a matrix eigenvalue equation for the expansion coefficients is

obtained. This results in a set of matrix equations called the Roothaan equations8,9 that

can be solved using standard matrix techniques. The allure of the Hartree-Fock methods lies

in the reduction of a complicated many-electron problem into a one-electron problem, thus

providing a solid foundation for modern wavefunction methods. However, the Hartree-Fock

method by itself fails in providing quantitative results in the range of chemical accuracy,

since this method incurs in error by only accounting electron-electron interactions in an av-

erage way.

A higher degree of variational flexibility can be obtained by adding excited determinants

to the wavefunction expansion. It can easily be shown that the exact wavefunction for the

N-electron problem can be written as a linear combination of all possible N-electron Slater

determinants10:

|Φ〉 = c0 |Ψ0〉+
∑
ia

Ca
i |Ψa

i 〉+
∑
a<b
i<j

Cab
ij

∣∣Ψab
ij

〉
+
∑
a<b<c
i<j<k

Cabc
ij

∣∣Ψabc
ijk

〉
. (1.12)
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The lowest eigenvalue of the Hamiltonian matrix 〈Φ|H |Φ〉 is the exact ground state en-

ergy. Each of the excited determinants can be regarded as a possible electronic configuration

of the N-electron system, thus the procedure is called configuration interaction (CI). Full CI

is only feasible for molecules with very few electrons due to the rapid scaling of the method

with the system size and basis set. Therefor, the aim of modern electronic structure methods

is to be able to get as close as possible to this exact solution, while keeping the computa-

tional cost at a minimum. In that sense, the holy grail, to which all electronic structure

methods aspire is to fully include the correlation energy. This elusive quantity is defined as

the difference between the exact energy and the Hartree-Fock-limit energy:

Ecorr = E0 − EHF . (1.13)

Clearly, the correlation energy is not a physical observable which can be obtained by ex-

periment. It solely, manifest the deficiencies of the Hartree-Fock method which are the lack

of coulombic electron-electron interaction (dynamic correlation) and unphysical dissociation

products and energies (static correlation).

1.1.3 Coupled Cluster Method

Ever since it was first introduced by Č́ıžek and Paladus11 coupled cluster has developed into

the most reliable yet computationally affordable method to include electron correlation12,13.

The wavefunction in the coupled cluster method is obtained using the exponential ansatz:

ΨCC = eT̂Ψ, (1.14)

where T̂ is the excitation operator containing all levels of excitation. This wavefunction

may be inserted in the Schroedinger equation,

5



HeT̂Ψ0 = EeT̂Ψ0, (1.15)

and the energy can be obtained by left-projecting this equation by the reference,

E = 〈Ψ0|HeT̂ |Ψ0〉 . (1.16)

The advantage of this ansatz is that it yields a size-consistent energy, unlike configuration

interaction methods, where size consistency is not ensured. Most commonly, truncated CC

methods are employed. In the CCSD method14,15 the cluster operators truncated to include

only single and double excitations:

T̂ = T̂1 + T̂2. (1.17)

Furthermore, the methods including triples and quadruples excitations are denominated

CCSDT and CCSDTQ respectively. Currently, CCSD(T)16–19 where triple excitations are

included in a perturbative manner, is considered the “gold standard” when used in conjunc-

tion with a large basis set. However, since the method scales with O(N7) (N is the number

of basis functions) it is only feasible for relatively small systems.

1.1.4 Focal Point Analysis

Electronic structure methods aspire to get as close as possible to the exact solution of the

Schrödinger equation embodied by the full-CI/infinite basis set wavefunction (vide infra).

While the molecular geometries obtained at lower levels of theory are normally sufficiently

accurate, the lack of electron correlation and too small basis sets, result in inaccurate energies.

By means of focal point analysis20–23 it is possible to systematically improve the molecular

energy and advance towards the exact non-relativistic energy. This is accomplished by

6



performing single point energy computations at progressively elevated levels of theory and

basis sets. The dependence of the energy on electron correlation is monitored by registering

the energy change with increasing particle excitation order. On the other hand, Dunning’s

cc-pVXZ basis sets,24,25 where X is the cardinal number indicating the maximum angular

momentum, are employed to systematically increase the basis set size thereby diminishing

the basis set error. The cc-pVXZ family of basis sets is especially suitable, since the increase

in cardinal number is accompanied by additional angular momentum function on each shell.

The systematic size increase is paramount in order to rigorously extrapolate to complete

basis set. The basis set error arises due to a slow convergence of the orbital expansion,

which makes the addition of high angular momentum functions indispensable. The main

physical reason for this slow convergence can be attributed to the electron-electrons cusp26,

which is manifested by a rapid decay of the wavefunction at the coalescence point of two

electrons. This two-body effect is poorly described by a one-particle basis set expansion.

Consequently, the basis set dependence is more prevalent in correlated wavefunctions, were

the basis set error decays at a vexatiously sluggish rate of l−3 (l corresponds to the maximum

angular momentum of the basis). Nonetheless, the extrapolation of the energy to complete

basis set can be obtained by:

Ecorr(X) = D + EX−3 (1.18)

where D and E are parameters to be fit and the correlation energy at a complete basis

is obtained by taking the limit of the expression for infinite angular momentum. In order

to be able to obtain the fitting parameters, computations up to at least cc-pVQZ basis set

is required. Since in the Hartree-Fock method no explicit electron-electron correlation is

included, the wavefunction expansion converges exponentially and the energy dependence

with basis set can be expressed as:

7



EHF (X) = A+Be−CX (1.19)

where A B and C are fitting parameters, that can be calculated form computation with

at least three different basis sets. The energy at complete basis set can be obtained by taking

the limit of this expression, as the basis approaches infinity.

The shrewdness of the focal point approach comes from the additivity concept. For each

layer of added correlation treatment, only the difference from the previous level is considered.

In the hierarchy HF→MP2→ CCSD→ CCSD(T)→ CCSDT→ CCSDT(Q), Hartree-Fock

provides the reference energy and each subsequent level corrects for the additional particle

rank. For example, the CCSD incremental correction to the MP2 energy is:

δ[CCSD] = ∆ECCSD −∆EMP2 (1.20)

Here the change should be rather small since most two body interactions are already

accounted for in the MP2 energy corrections. The electron cusp is essentially a two electron

phenomenon, the basis set dependence becomes less when correcting for three-body and

four-body terms. Therefor, it is physically reasonable to assume that for the CCSD(T) and

CCSDT(Q) the basis set is converged at smaller basis set sizes like cc-pVTZ and cc-pVDZ.

Hence, the correction for three, four and higher body correlation effects at small basis sizes

can be added without extrapolation to the extrapolated energy value to obtain the final focal

point energy.

Using the focal point analysis, accuracies of 1 kcal/mol can be achieved, which can be fur-

ther improved when adding relativistic,27 diagonal Born-Oppenheimer28 and core correlation

corrections, to obtain subchemical accuracy in the order of 0.1 kcal/mol.

8



1.1.5 Density Functional Theory

The use of the electron density instead of the N-electron wavefunction as primary variable

is the core concept of density functional theory (DFT).29 The main advantage of using the

electron density instead of the N-electron wavefunction is that the electron density is a

function of the three spatial coordinates, rather than 3N coordinates. In the 1920s, Tomas

and Fermi30,31 were the first to recognize the potential use of the electron density in electronic

structure theory, when they proposed to describe the electron density in an atom using

statistical considerations. However, it was not till the 1960s that Kohn, Hohenberg and Sham

transformed DFT into an exact and complete theory. In a landmark paper32, Hohneberg

and Kohn postulated two theorems. The first one states that any physical observable may

be written as a functional of the electron density, as long as it is the ground state and the

electron density integrates to the total number of electrons. This theorem implies a 1:1

mapping between the wavefunction and the electron density. The second theorem asserts

that the exact electron density of a non-degenerate ground state may be obtained by the

density that minimizes the energy. The latter theorem leads to the Euler-Lagrange equation:

µ =
δEυ[ρ]

δρ(r)
= υ(r) +

δFHK [ρ]

δρ(r)
, (1.21)

where FHK [ρ] is the Hohenberg-Kohn universal functional and υ(r) is the external po-

tential. This equation is central to DFT, since it provides a formula to minimize the energy

to obtain the density of the ground state.

Kohn and Sham33 proposed an elegant method to solve the Euler-Lagrange equations

introducing a one-particle orbital basis set. Nonetheless, since the exact form of the universal

functional is unknown approximations have to be undertaken. These approximation factor

into the equations in the form of the exchange-correlation functional. Various forms for

this functional have been proposed34–40, of which some contain an immoderate amount of

9



empirical parameters41. Therefor it is possible for one functional to preform well for a

certain type of system (e.g. organic molecules) , while delivering poor results for a system

of a different nature (e.g. metal compounds). The B3LYP functional34,35 is considered to be

among the most popular functionals. It incorporates three parameters based on experimental

data and has been proven to deliver very accurate ground state energies and molecular

geometries at a cost comparable to a Hartree-Fock computations. In that sense, the great

advantage of DFT is the incorporation of electron correlation in an inexpensive manner.

However, care has to be taken when choosing an exchange-correlation functional, given the

artisan and unmethodical way some of the functionals are constructed.

1.1.6 Natural Bond Orbital

Ab initio molecular orbital theory (vide infra) has been tremendously successful in determin-

ing the ground state energy and molecular structures of small molecules. However, in order

to obtain insights about the underlying bonding motifs, further analysis of the wavefunction

is necessary. For this reason, the electron density needs to be partitioned in a chemically

meaningful way. The natural bond orbital (NBO) method42–45 employs as a starting point

the optimal Lewis structure representation46 of shared and unshared electronsa for a given

molecule. This represents an excellent model chemistry for well localized systems where up to

99.9% of the electron density may be accounted for by the “classical” two-center bond, lone

pair picture. For more delocalized systems, a perturbative correction to the Lewis picture,

in form of a orbital donor-acceptor interaction is added to obtain a succinct and chemically

intuitive description of the electron density. In order to obtain a natural bond orbital basis,

a sequence of transformations and orthogonalizations from the input basis set to a localized

orbital picture has to be performed:

aLewis proposed his theory 10 years(!) prior to the discovery of quantum mechanics, he speculated that
the reason for electron pairing was a different coulomb law at small distances.
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input basis→ NAOs→ NHOs→ NBOs (1.22)

Each orbital set in this sequence can be written as a linear combination of orbitals in

the preceding basis. For example, a typical NBO of a diatomic molecule A–B could be

represented as:

σAB = cAhA + cBhB, (1.23)

where hA and hB are natural hybrid orbitals (NHO) localized on the centers A and B

respectively. Moreover, each of the hybrids is composed of a linear combination of natural

atomic orbitals (NAO). It is important to observe that each step in the sequence represents

a unitary transformation into an orthonormal set that spans the whole space of the input

basis. The NBOs obtained from this routine correspond to the best (highest occupancy)

Lewis type structures and they can be categorized into core orbitals, lone pairs and bond-

ing orbitals. Furthermore if the occupancy of some NBOs is too low, the search can be

extended to three-center bonds. Other chemically relevant interactions like resonance or

hyperconjugation effects are accounted for through a perturbative correction to the localized

picture. The resulting donor-acceptor interaction is between a filled and a virtual orbitals,

and is necessarily an energy lowering interaction. Anther feature that arises from this uni-

tary transformation procedure is the natural population analysis47. The natural population

q
(A)
i of an orbital corresponds to the diagonal density element in the NAO basis. The total

charge on a atom can be obtained by:

q(A) =
∑
i

q
(A)
i Q(A) = ZA − q(A) (1.24)

All together NBO provides valuable tools that lent support to a complete chemical in-

terpretation of the bonding of a molecular system.

11



1.2 Main Group Chemistry

Despite its ubiquitousness, first row chemistry does not epitomize well the general bonding

patterns of the main group elements, but rather represents an exception. Kutzelnigg48

pointed out that this “anomal” behaviour of first row atoms can be attributed to the similar

radial extents of 2s and 1p orbitals. Only in the first row the p-orbitals have no lower

shell of same angular momentum, thus making them more compact than higher level p-

orbitals. The consequence is a good orbital size match and a preference for s- and p- orbital

mixing. The energetic reasons for orbital mixing are threefold. First, the mixing of s- and

p-orbitals enables the formation of stronger bonds due to a significant size increase of the

hybrid bonding lobe. Second, the mixing of s-orbital lone pairs with p-orbitals reduces the

Pauli repulsion with adjacent bonds, since it can direct the lone pair density to the opposite

direction of the bond. Third, reduction of Pauli repulsion of neighbouring atoms due to

increase of the angle size.

These points become less preponderant in higher row atoms, since p-orbitals are more

diffuse than the compact s-orbitals. Hence no significant change in lobe size resulting in

better overlap is achieved, making hybridization an unfavourable process. Furthermore, the

atom size in higher row elements is larger than in the first row, making Pauli repulsion much

less prevalent. Consequently hybridization in molecules containing higher row atoms is not

longer paramount, and overall an energetically unfavourable process.

Another fundamental difference between higher main group elements and their lighter

congeners is the energy of the π-bond. Whereas carbon favours the formation of multiple

π-bonds, these are not present in the low energy structures of the analogous molecules of the

higher row elements. This fundamental difference is due to the large jump in the covalent

radii between C (0.77 Å) and Si (1.17 Å) or Ge (1.22 Å)49. Consequently, the overlap between

the lobes of the p-orbitals is significantly reduced with relation to unsaturated hydrocarbon
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species and the energy of the π-bond is considerably diminished. A prime example is X2H2

(X = C, Si, Ge). While acetylene has a linear structure and favours multiple π-bonds,

silacteylen50 and germaacetylen51 do not form π-bonds but rather form 3–center 2–electron

σ-bonds with two bridging hydrogen.

Nonetheless, experimental isolation of multiply bonded molecules containing silicon, ger-

manium and phosphorus has been achieved using bulky substituents that are able to kinet-

ically stabilize the double bond, thus avoiding the formation of singly bonded polymers or

oligomers.52–56 A consequence of the weak π-bonds is an increase in biradical and non-bonded

electron pair character as the atom gets larger. Lately, several efforts have been made to use

this particular trait of doubly bonded main group species, in reactions with small molecules

in order to mimic reactivity patterns of transition metals57–60.

1.3 Research Overview

The theories and methods discussed above form the conceptual framework for this research.

In the first part of this dissertation we have studied 116 substituted diphosphene (RPPR)

and diphosphinylidene (R2PP) compounds in order to find a substituent that is capable of

reversing the energy ordering among these two types of structures. A total of 29 different

substituents are probed. Density functional theory is used to obtain geometries and relative

energies. Finally isodesmic reactions and natural bond orbital analysis is presented in order

to elucidate the reason of the varying energy gaps.

In the second part, a systematic study of the potential energy surface of the Ge2CH2

system is presented. The potential energy surface is explored using a stochastic search pro-

cedure for the search of stationary points, followed by state of the art ab initio optimizations

and energy computations. The resulting structures are further examined by natural bond

orbital analysis, and aromaticity is probed for with the nuclear independent chemical shift
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method. A brief summary is provided in Chapter 4.
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Chapter 2

Reducing and Reversing the

Diphosphene-Diphosphinylidene

Energy Ordering

a

aS. Vogt-Geisse H.F. Schaefer, J. Chem. Theo. Comp. 8 1663–1670 (2012) Reprinted here with the
permission of the American Chemical Society
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2.1 Introduction

Phosphorus chemistry has developed rapidly in the last two decades due to a plethora of inter-

esting properties attributed to this family of compounds.61. In the midst of this renaissance,

secondary diphosphenes and diphosphinylidenes have received considerable attention due to

their, for phosphorus compounds, unusual double bonds. This unique feature, can be utilized

in a variety of applications ranging from novel electron-rich organometallic ligands62–64 to

potential hydrogen storage systems65. The synthesis and isolation of diphosphenes and espe-

cially diphosphinylidenes has been challenging since they tend to oligomerization or polymer-

ization due to thermodynamic preferences66. However, stable phosphorus compounds with

P=P double bonds have been obtained using bulky substituents, which make the compounds

kinetically if not thermodynamically stable67–72. Thus a significant number of diphosphene-

like compounds have been synthesized and their structures and reactivities have been ex-

amined. For example, Robinson and coworkers recently synthesized novel diphosphene com-

pounds where the P-P fragment was stabilized by N-heterocyclic carbene donors.73.

One of the characteristic features of the diphosphene compounds is the length of the P-P

bond. It has been found that in bulky substituted diphosphenes, the length of the P-P bond

lies in the range 2.001 to 2.034 Å, with phosphorus-phosphorus vibrational frequencies of

about 610 cm−1, confirming the presence of a P=P double bond74. Furthermore, the recent

important study by Partyka et al. showed that it is possible to further strengthen the dou-

ble bond by reducing the distance between adjacent phosphorus atoms via auration of the

P–P moiety of Mes*P=P(AuCl)Mes* (Mes* = 2,4,6-tri-tert-butylphenyl) to a bond length

of 1.975 Å75.

Despite the above, no success has been reported to date in the synthesis and isolation of a

diphosphinylidene. It has been shown, however, that diphosphinylidene derivatives can co-

ordinate to transition metals, primarily in an η2 or side-on fashion. The latter synthesis was
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accomplished using phosphinophosphinidenephosphoranes [tBu2P-P=P(X)tBu2 X=Me,Br]

and R2P-P(SiMe3)Li as precursors62,64.

Several theoretical studies have investigated the nature of diphosphene and diphosphinyli-

dene type compounds65,76–80. The electronic ground state of H2PP was long predicted to be

a triplet77,78,81,82,but recent computations using the CCSD(T)/aug-cc-pVQZ level of theory

find that the ground state appears to be of singlet nature with an triplet-singlet gap of

2.8 kcal/mol65. In addition, high level ab initio computations have shown that the energy

gap between the ground state of trans diphosphene (HPPH) and geminal diphosphinylidene

(H2PP) is about 25 kcal/mol83. Finally it has been demonstrated that π-donating and bulky

substituents favor the planar singlet state of substituted diphosphinylidenes77.

In the present research the effects of a variety of substituents on the relative energies of

singly and doubly substituted trans diphosphenes (RPPR) and geminal diphosphinylidene

(R2PP) are studied. Isodesmic reaction schemes are utilized to derive insights concerning

substituent effects, and natural bond order (NBO)43 analyses were performed to investigate

the nature of the bonding in these molecules.

2.2 Theoretical Methods

All computations were performed with the Q-CHEM 3.1 Program Suite84. For geometry

optimization the def2-TZVPP basis of Weigend and Ahlrichs85 was employed together with

the B3LYP functional34. The stationary points were characterized by evaluating harmonic

vibrational frequencies in order to identify structures as minima on the potential energy sur-

faces. Furthermore, isodesmic reaction schemes were employed in order to study substituent

effects on the P=P moiety for both geminal (substituted diphosphinylidene) and trans (sub-

stitued diphosphene) isomers. Such isodesmic reactions have been extensively used to obtain

accurate thermochemical predictions for many organic reactions86. The isodesmic reactions
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used in this study are shown in Figure 2.1. The reaction energies were computed by taking

the differences between the energies of reactants and products. Through these isodesmic

relationships it is possible to examine the substituent effects for one (R1 and R2) and two

(R3 and R4) substituents and shed light on whether there is a functional group that can

substantially reduce the energy gap between the two isomers in question. Furthermore, the

natural bond order (NBO)43 method was used in order to obtain natural atomic charges and

Wiberg bond orders87 for the molecules under study.
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Figure 2.1: Isodesmic reactions for evaluating energetic effects related to the substitution of
one or two hydrogens of diphosphene and diphosphinylidene. Through these equations it is
possible to separate the substituent effects on the two isomers, making it easier to study the
energetics of single and double substitution.
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2.3 Results and Discussion

2.3.1 Energetics

Figure 2.2 reports the ground state geometries for six of the 29 doubly substituted gemi-

nal -R2PP structures. Similarly, Figure 2.3 shows the geometries for six of the 29 doubly

substituted trans-RPPR.

A. Energy Differences for Monosubstituted Systems

The first column in Table 2.1 shows the values for ∆Esing, which is the energy difference

between RHPP and RPPH isomers, i.e., ∆E = E(RHPP) - E(RPPH)). It can be seen that

in all cases the monosubstituted RPPH is lower in energy than the RHPP isomer. How-

ever several substituents reduce the ∆Esing energy difference by approximately 4 kcal/mol

from the parent H2PP-HPPH energy difference of 24.5 kcal/mol. The most effective func-

tional group in reducing ∆Esing is lithoxy (OLi) with a ∆Esing of 10.5 kcal/mol. At the

CCSD(T)/cc-pVTZ level of theory this energy difference between the two OLi substituted

isomers increases to 13.5 kcal/mol. The least effective substituent, CN, has a ∆Esing value

which is 3 kcal/mol higher than that of the parent hydrogen substituted compound. Of

the five most effective substituents four are oxy groups, indicating that this general type of

substituent is best for lowering the RHPP energy.

B. Energy Differences for Disubstituted Systems

The energy differences ∆Edoub between the doubly substituted diphosphinylidene and diphosphene

isomers ∆E = E(R2PP) - E(HPPR) are given in the second column of Table 2.1. The only

substituents capable of inverting the energy gap are OLi and ONa, where the C2v (OLi)2PP

isomer lies 27.6 kcal/mol below the Ci (OLi)PP(OLi) isomer. The best of the other sub-

stituents in reducing the energy gap are OH and OSiH3 with R2PP-RPPR energy gaps of
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4.5 and 5.4 kcal/mol respectively, such that the RPPR isomer is still moderately lower in

energy. OCH3 and NH2 also perform well, as they reduce the energy difference by more than

15 kcal/mol. Due to the unusually large difference of over 30 kcal/mol between OLi and

ONa and the next best substituent OH, both lithoxy substituted and diphosphinylidene and

diphosphene isomers were reoptimized at the CCSD(T)/cc-pVTZ level of theory. The energy

difference between (OLi)2PP and (OLi)PP(OLi) is predicted to be 33.0 kcal/mol which is 6

kcal/mol higher than the energy separation found at the B3LYP/def2-TZVPP level of the-

ory, thus confirming the large energy difference favoring the diphosphinylidene isomer. A low

lying triplet state for the (OLi)PP(OLi) isomer was also not found since the lowest triplet

state lies 41.7 kcal/mol higher in energy than the singlet ground state. Another noteworthy

substituent is the borane substituent BH2. The geminal and trans isomers are second-order

saddle points, however a minimum structure corresponding to a dibridged diphosphene is

found on the potential energy surface. The good performance of OLi, ONa, OH, OSiH3 and

OCH3 indicates that functional groups which have electropositive atoms bonding to oxygen

seem to be the best substituents for reducing the energy gap ∆Edoub. Among the less effec-

tive substituents, CN is the worst with a ∆Edoub of 32.0 kcal/mol, meaning that the energy

difference between R2PP and RPPR is increased by 7.5 kcal/mol with respect to the parent

P2H2 isomers. NO2 and the higher row halogens Cl and Br also increase the energy differ-

ence, thus further favoring the RPPR isomer. In general, all π-donating and σ-withdrawing

groups significantly decrease the energy gap, with the exception of substituents containing

a second row atom bonding to the phosphorus, where steric repulsion between the adjacent

functional groups seems to disfavor the diphosphinylidene isomer. On the other hand σ and

π-withdrawing functional groups like CN and NO2 are among the least effective substituents

for reducing ∆Edoub.
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Figure 2.2: Theoretical geometries for representative diphosphinylidenes R2PP with R = H,
OLi, OH, OF, CN, F. Bond distances are reported in Å. As seen in Table 2 and 3, sixteen
other structures with different substituents R were also studied
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Figure 2.3: Theoretical geometries for representative diphosphenes RPPR with R = H, OLi,
OH, OF, CN, F. Bond distances are reported in Å. As seen in Table 2 and 3, sixteen other
structures with different substituents R were also studied
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Table 2.1: Energy differences (kcal/mol) between the monosubstituted RHPP and RPPH
isomers (∆Esing) and between disubstituted R2PP and RPPR (∆Edoub).

−R ∆Esing ∆Edoub

−H 24.5 24.5
−CN 27.5 32.0
−OF 23.9 27.1
−C ≡ CH 25.3 27.1
−NO2 22.4 26.7
−NF2 24.3 26.0
−SiF3 25.7 25.9
−Br 22.9 25.8
−CF3 24.3 25.3
−Cl 23.3 24.3
−CH = O 23.5 24.3
−SH 24.1 22.0
−SiH3 23.0 21.6
−PH2 22.7 21.3
−BF2 22.0 20.4
−Ph 18.9 18.0
−OOH 22.4 19.1
−CH3 20.1 15.9
−N(CH3)2 22.6 14.0
−OBH2 21.0 13.1
−ONH2 20.5 12.6
−F 20.6 12.1
−NH2 23.0 8.8
−OPh 20.5 8.0
−OCH3 17.9 6.6
−OSiH3 18.4 5.4
−OH 18.2 4.5
−ONa 8.7 -27.0
−OLi 10.5 -27.6
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2.3.2 Analysis from Isodesmic Reactions

In order to study in more detail the substituent effects on the P=P moiety for both diphos-

phinylidene and diphosphene isomers, the reaction energies of the following isodesmic reac-

tions were obtained.

R− PH2 +HP = PH → RP = PH + PH3 R1

∆E(R1) = [E(R− PH2) + E(HP = PH)]− [E(RP = PH) + E(PH3)]

R− PH2 +H2P = P → HRP = P + PH3 R2

∆E(R2) = [E(R− PH2) + E(H2P = P )]− [E(HRP = P ) + E(PH3)]

R− PH2 +RP = PH → RP = PR + PH3 R3

∆E(R3) = [E(R− PH2) + E(RP = PH)]− [E(RP = PR) + E(PH3)]

R− PH2 +HRP = P → R2P = P + PH3 R4

∆E(R4) = [E(R− PH2) + E(HRP = P )]− [E(R2P = P ) + E(PH3)]

The reaction energies for mono-substitution [∆E(R1) and ∆E(R2)] and disubstitution

[∆E(R3) and ∆E(R4)] are reported in Table 2.2 and Table 2.3, respectively. In the mono-

substituted case (R1 and R2), a positive reaction energy indicates that the H2PP and HPPH

reactants are preferred, such that replacement of one hydrogen by a substituent increases
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the energy of the products. On the other hand, a negative reaction energy accounts for an

energetically favorable effect upon the inclusion of a substituent to the P=P moiety, in the

sense that the sum of the product energies is lower than the sum of the reactant energies. For

the reactions leading to the disubstituted molecules (R3 and R4), a positive reaction energy

favors the monosubstituted compound which now is on the reactant side of the reaction,

whereas a negative reaction energy signals a preference for the disubstituted product side of

the reaction. Thus, it is possible to analyze independently the energetics of the substituent

effect of a functional group on H2PP, HPPH and RHPP, RPPH.

Upon the replacement of one hydrogen by a functional group in R1 and R2, most sub-

stituents yield negative isodesmic reaction energies for both isomers, meaning that both

monosubstituted isomers are preferred relative to the parent H2PP and HPPH compound.

However one can see that replacement of the hydrogen atom by substituent R is, in most

cases, energetically more favorable for the RHPP [∆E(R2)] than the RPPH [∆E(R1)] confor-

mation, since the latter yields a greater negative energy. The only exception to this trend is

CN, where the monosubstituted RPPH conformation is favored upon substitution, whereas

the substituted RHPP isomer gives a positive reactions energy, indicating an energetically

less favorable configuration with respect to the parent diphosphinylidene. This result is re-

flected in the value of ∆Esing, which is the energy difference between RHPP and RPPH. No

particular diphosphinylidene conformation is sufficiently lowered that ∆Esing remains close

to the 24.5 kcal/mol of the parent molecules. Nonetheless, CH3, OH and especially OLi,

reduce the energy difference by 5.6 kcal/mol, 6.3 kcal/mol, and 14.0 kcal/mol respectively,

which represents some improvement.

Table 2.3 shows the reaction energies for the isodesmic reactions R3 and R4. In these reac-

tions the remaining hydrogen is replaced by the second substituent, resulting in the disubsti-
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tuted compound. For the substitution in the diphosphinylidene isomer (R4) a trend similar to

the replacement of the first hydrogen can be recognized. Most of the functional groups have a

negative reaction energy ∆E(R4) upon the inclusion of the second substituent. The isomers

with the greatest substituent effects are OH (-12.6 kcal/mol), NH2 (-11.6 kcal/mol), OCH3

(-13.1 kcal/mol), and especially lithoxy OLi (-41.4 kcal/mol) and ONa (-43.1 kcal/mol).

These reaction energies are only slightly lower than ∆E(R2), suggesting an additive sub-

stituent effect. The only substituent which presents a larger ∆E(R4) than ∆E(R2) is OLi

where the reaction energy for the replacement of the second hydrogen increases by almost

5 kcal/mol. The picture is somehow different for the reaction energies of the diphosphene

isomer (∆E(R3)). The addition of a second substituent is only favorable for a few functional

groups, whereas others even have a slightly positive reaction energy, meaning that they are

energetically less favorable with respect to the monosubstituted compound. This suggests

that the substitution by a second functional group does not contribute in lowering the energy

of the disubstituted RPPR isomer, thus contrasting to the result found in the replacement

of the first hydrogen. Figure 2.4 plots the relation between ∆Edoub and ∆E(R4). A good

correlation between these two energies can be appreciated, showing that an energetically

more favorable substituent effect for the diphosphinylidene than for the diphosphene isomer,

upon the inclusion of the second substituent, seems to be responsible for the reduction of the

energy gap. In order to explain the origin of the reduction of the energy difference between

the R2PP and RPPR isomer, the nature of the effect of adding a second substituent to the

diphosphinylidene isomer must be investigated.
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Table 2.2: Isodesmic reaction energies (kcal/mol) for the singly substituted diphosphenes
and diphosphinylidenes:

−R ∆E(R1) ∆E(R2)

−H 0.0 0.0
−CN -2.3 0.7
−OF -7.9 -8.5
−C ≡ CH -4.2 -3.4
−NO2 -2.5 -4.5
−NF2 -2.4 -2.5
−SiF3 1.4 2.7
−Br -5.9 -7.4
−CF3 0.5 0.3
−Cl -6.6 -7.8
−CH = O -1.0 -2.0
−SH -6.4 -6.8
−SiH3 -0.2 -1.6
−PH2 -2.3 -4.1
−BF2 2.3 -0.2
−Ph -3.9 -9.5
−OOH -8.7 -10.8
−CH3 -2.0 -6.4
−N(CH3)2 -12.7 -14.6
−OBH2 -7.4 -11.0
−ONH2 -9.7 -13.7
−F -7.9 -11.8
−NH2 -10.8 -12.3
−OPh -8.6 -12.6
−OCH3 -9.8 -16.7
−OSiH3 -9.2 -15.2
−OH -9.1 -15.3
−ONa -26.8 -42.6
−OLi -22.5 -36.5
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Table 2.3: Isodesmic reaction energies (kcal/mol) for the doubly substituted diphosphenes
and diphosphinylidenes:

−R ∆E(R3) ∆E(R4)

−H 0.0 0.0
−CN 0.3 4.9
−OF -2.4 0.8
−C ≡ CH -3.8 -2.0
−NO2 3.1 7.4
−NF2 3.6 5.3
−SiF3 3.1 3.3
−Br -3.9 -1.1
−CF3 3.1 4.1
−Cl -2.6 -1.5
−CH = O 1.2 0.5
−SH -0.8 -2.8
−SiH3 -1.1 -1.5
−PH2 -2.3 -3.7
−BF2 2.9 1.26
−Ph -2.2 -3.3
−OOH -2.8 -4.7
−CH3 -2.0 -5.3
−N(CH3)2 2.2 -6.4
−OBH2 0.8 -6.9
−ONH2 -0.4 -8.3
−F 2.5 -6.1
−NH2 2.7 -11.6
−OPh 2.9 -9.6
−OCH3 -1.8 -13.1
−OSiH3 0.4 -12.6
−OH 1.1 -12.6
−ONa -7.4 -43.1
−OLi -3.3 -41.4
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Figure 2.4: Plot of the doubly (doub) substituted diphosphinylidene-diphosphene energy gap
∆Edoub = E(R2P=P) - E(RP=PR) against the reaction energies for isodesmic reaction R4
R − PH2 + HRP = P → R2P = P + PH3. The good correlation between ∆E(R4) and
∆Edoub indicates that the reduction of the energy difference between diphosphene and diphos-
phinylidene isomers is mainly due to a favorable substituent effect after the incorporation of
the second substituent into the parent diphosphinylidene compound.

2.3.3 Analysis of the Bonding

In order to get more insight into the electronic effects responsible for reducing the energy gap

between RPPR and R2PP isomers, NBO analysis was performed. Wiberg bond orders were

obtained for all disubstituted diphosphenylidene and diphosphene isomers and are shown

in Table 2.4. For the R2PP conformation the substituent yielding the highest P=P bond

order is fluorine with a bond order of 2.50. Jin et al. attributed this to negative hyper-

conjugation of the in-plane lone pair on the terminal phosphorous atom with low lying P-F

σ∗ orbitals79. The NBO analysis confirms this assumption, since it renders a third partial

phosphorus-phosphorus bond which is polarized toward the terminal phosphorous atom with

a natural orbital occupation of 1.87. Such a partial triple bond is found for several other
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substituents which have an electronegative atom attached to the P=P moiety. Moreover,

the relatively short P-P bond length in these isomers also suggests the presence of a partial

P-P triple bond. However this does not seem to be the energetic effect responsible for the

decrease of the RPPR-R2PP energy gap, since the substituents NO2 (2.39) and OH (2.40)

yield almost the same bond order and almost identical bond distances, while having very dif-

ferent R2PP-RPPR energy gaps (25.1 kcal/mol for NO2 vs 4.5 kcal/mol for OH). Also, OLi,

the only substituent which inverts the energy order, has the lowest phosphorus-phosphorus

bond order (1.77) and the longest P-P bond length (2.010 Å) of all, suggesting that there is

another energetically more significant effect than negative hyperconjugation of the in-plane

phosphorous lone pair.

For the trans-RPPR isomers the picture is somewhat different. The parent diphosphene

has a well localized P=P bond with a bond order of 2.03, while all other substituted com-

pounds have lower bond orders. This is especially the case for substituents with an out-

of-plane lone pair, due to delocalization of that lone pair into P-P π∗. Since in the RPPR

isomer there is no possible negative hyperconjugation of an in-plane lone pair to form a third

bond, as in the R2PP case, the resulting bond order is lowered. It is noteworthy that this is

the inverse effect to that found for the R2PP isomers, where most substituents increase the

bond order of the P-P bond. Electrostatic effects also seem to be important in weakening

the P-P bond, since the adjacent phosphorus atoms have the same charge upon substitution,

resulting in repulsion and an increase in the P-P bond distance and hence a weaker π-bond.

Table 2.5 shows the atomic charges for the doubly and singly (in parentheses) substituted

R2PP, RHPP and RPPR, RPPH isomers. In the parent H2PP isomer the terminal phospho-

rus possesses a negative charge while the phosphorus atom bonded to the substituents has a

positive charge. When comparing the singly substituted RHPP with the singly substituted
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RPPH isomers, good agreement between the atomic charges can be found. Substitution by

a more electronegative functional group increases, in both isomers, the positive charge on

phosphorus P2 which is bonded to that functional group, while the substitution of a more

electropositive compound yields a negative charge on P2, as expected. The remaining hy-

drogen does not seem to play a preponderant role, since the charges on both isomers are

fairly similar.

When comparing the singly with the doubly substituted diphosphinylidene isomers some

noticeable changes can be appreciated. The charge on both substituents in the disubstituted

isomer is of the same magnitude as that for the monosubstituted compound, indicating the

absence of a saturation effect on the ability to withdraw electron density from the phosphorus.

Furthermore the charge on P2 nearly doubles compared to the singly substituted case, thus

gaining a significant positive charge. This generates a very favorable electrostatic interaction

in the diphosphinylidene case, which is accentuated by electronegative substituents like NH2,

OH and F. This finding is in good agreement with the isodesmic reaction energies, since these

substituents have significant negative reaction energies for the second substitution. For the

electropositive SiH3, the phosphorus atom forming bonds to the substituents has a negative

charge, whereas the charge on silicon is positive, showing the same trend with opposing

polarity as with the electronegative substituents.

In the case of the two substituents which energetically favour the diphosphinylidene struc-

ture (OLi, ONa) a significant charge separation can be appreciated where atom P1 almost

doubles its negative charge (-1.11), whereas P2 acquires a significant positive charge (1.60)

after replacing the second hydrogen on P2. Furthermore, the negative charge on the atom

bonded to phosphorus is the same as in the singly substituted case for both atoms. This

charge separation, induced by geminal substitution, creates a strong and favorable diphos-

phinylidene isomer coulombic interaction that is not present in the diphosphene isomer.
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The destabilization of the diphosphene isomer with the substitution of the second hydrogen

can also be rationalized, as mentioned before, in terms of unfavorable charge distribution

that puts positive charge on adjacent phosphorous atoms. These interactions seem to be

responsible for the reduction and inversion of the energy gap between both. This becomes

especially evident when looking at the hydroxyl derived substituents OF, OH and OLi, where

the energy gap decreases as the electropositive character of the atom bonded to the oxygen

increases. Additionally, the positively charged Li can further interact with the negatively

charged terminal phosphorus, providing additional energetic stabilization to this isomer and

thus successfully inverting the energy gap between diphosphinylidene and diphosphene iso-

mers.
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Table 2.4: Wiberg bond orders for R2PP and RPPR structures.

−R R2PP RPPR

−H 2.14 2.03
−CN 2.05 1.78
−OF 2.33 1.78
−C ≡ CH 2.03 1.72
−NO2 2.39 1.90
−NF2 2.35 1.83
−SiF3 2.45 1.98
−Br 2.29 1.88
−CF3 2.22 1.96
−Cl 2.32 1.86
−CH = O 1.98 1.83
−SH 2.22 1.81
−SiH3 1.95 1.96
−PH2 2.13 1.90
−BF2 1.82 1.92
−Ph 2.11 1.81
−OOH 2.38 1.79
−CH3 2.20 1.93
−OBH2 2.42 1.86
−ONH2 2.37 1.81
−F 2.51 1.89
−N(CH3)2 2.24 1.68
−OPh 2.41 1.82
−NH2 2.37 1.81
−OCH3 2.36 1.80
−OSiH3 2.36 1.84
−OH 2.40 1.83
−ONa 1.68 1.62
−OLi 1.77 1.62
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2.4 Conclusions

Theoretical methods have been employed in order to obtain the energy separation between

substituted singlet diphosphenes (R2PP) and diphosphinylidenes (RPPR). Among R groups

considered here the only substituents capable of inverting the energetic ordering between

both isomers are lithoxy (OLi) and ONa, while a several others (e.g. OCH3) reduce the gap

quite substantially.

Natural charge analysis helps to elucidate how the second substituent on the R2PP iso-

mer lowers its energy with respect to the RPPR isomer. It is found that a very favorable

coulombic interaction is present in the diphosphinylidene structure (OLi)2PP but not in the

(OLi)PP(OLi) diphosphene isomer.
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Chapter 3

Structure, Bonding and Aromaticity

of Ge2CH2

a

3.1 Introduction

The chemistry of germanium is rapidly developing. It is now widely realized that germanium

can form stable compounds in the divalent (carbene-like) as well as the expected tetravalent

state and exhibits a variety of binding motifs.88 Species with multiple bonds to germanium

have been reported88–90. Furthermore, germanium has been shown to form strained three-

and four-membered rings88,89, including aromatic molecules with two and six π-electrons91–94.

Among the simplest divalent species, compounds GenC3−nH2 (n = 1 – 3) are of particular

interest95. These molecules are valence isoelectronic to cyclopropenylidene (C3H2) and its

silicon derivatives (SiC2H2 and Si2CH2), which have drawn much attention due to their

unique reactivity and primal role in the chemistry of the interstellar medium96,97. Several

aS. Vogt-Geisse, A. Y. Sokolov, S. R. McNew, Y. Yamaguchi, H.F. Schaefer, submitted to the J. Phys.
Chem. A. Reprinted here with the permission of the American Chemical Society
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experimental and theoretical studies have been carried out to determine the structures of the

C3H2 isomers98–105 and its silicon analogues106–118. The two lowest-energy structures located

on the singlet potential energy surface (PES), of C3H2 are the cyclic isomer :C(CH)2 followed

by the propadienylidene structure :C=C=CH2
104 (Scheme Scheme 3.1). The lowest energy

triplet structure was found to lie close in energy to propadienylidene105. Interestingly, the

ground state of C3H2 is isoelectronic to the deprotonated cyclopropenium ion [C3H3]
+ with

two π-electrons and can therefore be considered the smallest aromatic carbene.

In 1986 Frenking et al.106 investigated structural isomers of SiC2H2 at the Hartree-Fock

(HF) and the configuration interaction with singles and double excitations (CISD) levels of

theory. They found that singlet 1-silacyclopropenlydene (:Si(CH)2) was the lowest energy

structure (Scheme Scheme 3.1). Matrix isolation infrared (IR) spectroscopy experiments

performed by Maier and co-workers107–109 detected four different isomers of SiC2H2. The

cyclic :Si(CH)2 was confirmed to be the global minimum. More recent high accuracy ab

initio studies employing the coupled cluster (CC) theory methods supported the previous

experimental and theoretical results about the energetic ordering of various SiC2H2 iso-

mers110–114. The geometric and electronic structure of Si2CH2 is fundamentally different

from that of C3H2 and SiC2H2. Si2CH2 was first studied by Jemmis et al.115 using the sec-

ond order Møller-Plesset (MP2) method. Jemmis found an unusual hydrogen-bridged cyclic

structure (Si· · ·H· · · Si)(CH) with three-center two-electron Si· · ·H· · · Si bond to have the

lowest energy (Scheme Scheme 3.1). This peculiar result was confirmed by the latest studies

employing CC theory and the focal point extrapolation technique.116,117. Recently, the paper

by Lu and co-workers presented an anharmonic rovibrational analysis of the global minimum

structure of Si2CH2.
118

The isovalent germanium species GenC3−nH2 (n = 1 – 3) have been investigated to a much

lesser extent than the corresponding silicon compounds. The Ge(C2H2) complex was pro-

duced by laser ablation and detected by matrix isolation IR spectroscopy.119 Two structural
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isomers were characterized: cyclic germylene :Ge(CH)2 isomer (1-germacyclopropenylidene,

Scheme Scheme 3.1) and bent ethynylgermylene. The magnitude of the C–C stretching

vibrational frequency in the cyclic isomer indicated that its structure is similar to that of

C3H2, as opposed to the metal–acetylene π-complex. A very recent theoretical study of

GeC2H2 structures and energetics using the coupled cluster methods located a total of nine

different structural isomers on the singlet PES and assigned the cyclic :Ge(CH)2 isomer to

be the global minimum (in Scheme Scheme 3.1).120 The computed C–C stretching harmonic

vibrational frequency of the cyclic isomer was found to be in very good agreement with the

experiment119.

To our knowledge, nothing is known about the Ge2CH2 species from the literature. Us-

ing high accuracy coupled cluster methods we aim to predict geometric structures, relative

energies, harmonic vibrational frequencies and associated infrared (IR) intensities of various

Ge2CH2 isomers. Eleven stationary points were identified on the Ge2CH2 PES. Among these

there are two isomers with very unusual bonding patterns: 1S is a hydrogen-bridged struc-

ture and 3S possesses a tetravalent planar carbon. The electronic structure of the lowest

energy isomers will be analyzed using natural bond orbital (NBO) methods to provide in-

sights about the nature of chemical bonds in digermanium compounds with unusual bonding

motifs.

3.2 Theoretical Procedures

A stochastic search using the kick procedure developed by Saunders121–123 was utilized, in

order to systematically search for stationary points on the potential energy surface (PES).

The initial geometries for optimization were generated by randomly displacing the atoms

from a starting position in which all atoms fall on the same point in space. For the sake
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Compound Global Minimum Second Lowest 

C3H2 
C

H H  
(0.0) C C C

H

H  
(13.3) 

SiC2H2 
Si

H H  
 

(0.0) C C Si
H

H  
(17.6) 

GeC2H2 
Ge

H H  
(0.0) C C Ge

H

H  
(13.5) 

Si2CH2 C
Si Si

H

H

 

(0.0) C
Si Si

H

H  
(14.5) 

Scheme 3.1: Two lowest energy isomers of XC2H2 (X = C, Si, Ge) and Si2CH2. The theo-
retical energies (in kcal mol-1) relative to the corresponding global minimum structures are
given in parentheses. The relative energies are taken from Refs. 105 (C3H2), 114 (SiC2H2),
120 (GeC2H2) and 117 (Si2CH2).

of minimizing computational effort three conditions were applied, which the displaced ge-

ometries had to comply with in order to be optimized: 1) No atom could be kicked farther

than 4.5 Å from its initial position, 2) the minimal distance between any two atoms has to

be greater than 1.0 Å, and 3) the maximal distance between any two atoms should not be

greater than 6.0 Å. Five hundred structures that met these requirements where generated

and optimized with the B3LYP/6-31G method, using the QCHEM quantum chemistry soft-

ware package124. Of the 500 structures the optimization procedure was successful in 154

cases which where distributed among 7 minima on the PES.

The optimization was refined using the correlation-consistent polarized valence basis

sets cc-pVXZ (X = D, T, and Q) developed by Dunning and co-workers24,25. Zeroth-order

descriptions of all stationary points were obtained using the closed-shell restricted Hartree-

Fock (RHF) self-consistent field (SCF) method. Dynamic correlation effects were included
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using the coupled cluster (CC) method with single, double excitations (CCSD)14,15 and

CCSD with perturbative triple [CCSD(T)]125–127, full triple and perturbative quadruple.

The total of 19 lowest lying core orbitals were kept frozen in the correlated wavefunctions

corresponding to atomic orbitals (AO) 1s, 2s, 2p, 3s, and 3p of germanium and the 1s-AO

of carbon.

The nature of the molecular wavefunction of each stationary point was analyzed using

the complete active space self-consistent field method (CASSCF)128,129 with the cc-pVQZ

basis set at the CCSD(T)/cc-pVQZ optimized geometries. The active space was chosen

to be 10 electrons in 9 molecular orbitals (MOs). For the representation of the CASSCF

wavefunctions the reduced one-particle density matrix was diagonalized to obtain the natural

orbitals and occupation numbers.130

The relative energies of eleven different Ge2CH2 stationary points with respect to the

global minimum (1S) were obtained using the focal point analysis technique (FPA)20–23.

In this technique, energy values obtained at the SCF, MP2, CCSD, CCSD(T), coupled

cluster with singles, doubles, and triples (CCSDT) and perturbative quadruple excitations

CCSDT(Q)131,132 levels of theory with the cc-pVXZ basis sets were used to obtain relative

energies extrapolated to the complete basis set (CBS) limit. The geometries employed in

the focal point analysis (FPA) were optimized at the CCSD(T)/cc-pVQZ level of theory. In

the FPA the total energy was extrapolated to the complete basis set limit (CBS) using the

functional form133,134

ESCF (X) = A+Be−CX ECORR = E + FX−3

where ESCF and ECORR are the extrapolated SCF and correlation energies and, and X

is the cardinal number corresponding to the maximum angular momentum of the basis set.

A, B, C and E ,F are fitting parameters for the SCF and correlation energies respectively.

Core correlation (∆ Ecore) effects where computed as the difference between frozen-core

and all-electron CCSD(T)/cc-pCVQZ energies. The non-diagonal contribiution to the Born-
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Oppenheimer energy (∆ EDBOC) was accounted for via the diagonal Born-Oppenheimer

correction (DBOC), at the CCSD(T)/cc-pVTZ level of theory. Finally, special relativity

effects (∆Erel) were accounted for by the application of the mass-velocity and Darwin one-

electron terms computed at CCSD(T)/cc-pVQZ level of theory.

The structures of the Ge2CH2 isomers were optimized using analytic derivative methods.

Harmonic vibrational frequencies were also analyzed analytically. The harmonic vibrational

frequencies were used to characterize the nature of each stationary point on the Ge2CH2 PES.

Electronic structure computations were carried out using CFOUR135 and MOLPRO136 quan-

tum chemistry software packages. In order to analyze bonding different bonding patterns

among the isomers, the natural bond orbital (NBO)43 method. The reported orbital hy-

bridization and occupations were obtained using this method. Finally, Nuclear independent

chemical shifts (NICS)137,138 were computed at the PW91/def2-TZVPP level of theory. The

total NICS value was obtained at the center of the ring [NICS(0)]. Additionally, the dissected

canonical orbital NICS(0)πzz was computed. The NICS(0)πzz extracts the out-of-plane ten-

sor component of the isotropic NICS and includes only the aromaticity contribution from

the π MOs. This index has been found to be the best indicator for π aromaticity139.
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3.3 Results and Discussion

Figure 3.1 to Figure 3.5 show the optimized structures of eleven stationary points located

on the Ge2CH2 singlet ground state PES at the CCSD(T)/cc-pVQZ level of theory. Among

these seven structures are minima (1S – 7S), two are transition states (TS1 and TS2),

and two are stationary points of Hessian index 2 (SSP1 and SSP2). Three lowest energy

structures 1S–3S are cyclic (shown in Figure 3.1 to Figure 3.3). Structures 4S - 6S are open-

chain with linear (4S and 5S) and bent (6S) {Ge2C} fragments (shown in Figure 3.4) Focal

point analyses (FPA) of the relative energies between isomers 1S, 2S and 3S are provided in

Table 1 and Table 2, respectively. For the remaining stationary points the relative energies

from FPA are given in Tables S1 – S8. The final energies (with the ZPVE, core, DBOC,

and relativistic corrections) for the eleven stationary points located on the singlet PES are

presented in Table 3. The triplet states of the low-energy structures are more than 30

kcal mol-1 higher in energy than the corresponding singlet states and, therefore will not be

discussed in this paper.

3.3.1 Relative Energies and CASSCF Wave Functions

The nature of the molecular wavefunctions was analyzed using the CASSCF method with

the cc-pVQZ basis set. For each of the stationary points the wavefunction has a dominant

contribution from a single electronic (reference) configuration.

Global Minimum 1S

The ground electronic configuration of the unconventional C2v symmetry global minimum

structure 1S (in Figure 3.1) is mainly described as:

Φ1 = [core]12a1
213a1

211b2
214a1

215a1
212b2

25b1
2 |CI|2 = 0.90,
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where [core] denotes the 29 low-lying doubly occupied MOs (including the 3d orbitals

of Ge) and |CI|2 is the square of the corresponding configuration interaction (CI) coeffi-

cient. The next two doubly excited configuration state functions (CSFs) are Φ2[5b2
1 −→ 6b2

1]

(|CI|2 = 0.01) and Φ3[5b2
1 −→ 5a2

2] (|CI|2 < 0.01). As one can see in Figure 3.1, these

excitations correspond to the electronic transitions from the bonding π-type 5b1 orbital to

the antibonding π∗-type 6b1 (π → π∗ transition) and non-bonding 5a2 orbitals.

2S and 3S ( Figure 3.2 and Figure 3.3 and Table 3.1 and Table 3.2)

The electronic configuration of structures 2S and 3S (Cs symmetry, in Figure 3.2 and Fig-

ure 3.3) is:

Φ1 = [core]22a
′2 23a

′2 24a
′2 25a

′2 26a
′2 9a

′′2 27a
′2 |CI|2 = 0.90 (2S) and 0.89 (3S)

The other two important CSFs are Φ2[9a
′′2 −→ 10a

′′2] (|CI|2 = 0.01 (2S), 0.03 (3S))

and Φ3[27a
′2 −→ 28a

′2] (|CI|2 ¡ 0.01 (2S, 3S)). The former CSF corresponds to the π → π∗

transition, whereas the latter describes a transition within the in-plane σ-orbital framework,

as shown in Figure 3.2 and Figure 3.3.

As may be seen from Table 3.1, the 2S isomer is found to lie 17.7 kcal mol-1 higher

in energy than the global minimum 1S. At the SCF/cc-pVQZ level of theory the energy

difference between these two isomers is 18.3 kcal mol-1 which is only 0.5 kcal mol-1 higher

than the energy obtained at the CCSDT(Q)/CBS, showing that the inclusion of correlation

treatment has only little effect on this particular energy difference.

The focal point analysis (FPA) for the energy difference between isomers 1S and 3S is
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presented in Table Table 3.2. The energy separation is predicted to be 18.0 kcal mol-1. The

inclusion of correlation effects seem to play a more preponderant role for this isomer since

it decreases the energy from 21.9 kcal mol-1 at the SCF/CBS level to 18.0 kcal mol-1 for

the final extrapolated result. This can also be appreciated when looking at the MP2 energy

contribution δ(MP2) increments in Table 3.1 and Table 3.2. While the MP2 correction to

the relative energy at CBS is minimal (-0.09 kcal mol-1) for the 2S isomer, for 3S, the same

quantity amounts to -4.36 kcal mol-1. The same trend holds using higher level correlated

methods (CCSD, CCSD(T)), meaning that correlation effects are more significant in 3S than

in the 2S isomer. The total correction from correlation energy in the 3S isomer amounts to

3.85 kcal mol-1 while, in 2S it is only 0.55 kcal mol-1. After including the ZPVE, DBOC,

core and relativistic corrections the energy difference between 1S and 2S amounts to 17.23

kcal mol-1. The energy gap between 1S and 3S is 18.31 kcal mol-1.

4S and 5S (Figure 3.4 and Tables A.1 and A.2)

The wavefunctions of the non-cyclic C2v symmetry isomers 4S and 5S (in Figure 3.4) are

dominated by the following CSF:

Φ1 = [core]16a1
217a1

27b2
218a1

219a1
27b1

28b2
2 |CI|2 = 0.85 (4S) and 0.92 (5S).

The other two CSFs with significant contributions are Φ2[8b2
2 −→ 9b2

2] (|CI|2 = 0.05 for

4S and |CI|2 = 0.02 for 5S) and Φ3[7b2
1 −→ 8b2

1] (|CI|2 = 0.03 for 4S and |CI|2 = 0.01 for

5S). These excitations correspond to π → π∗ transitions in and out of the molecular plane,

respectively. The relative energies of 4S and 5S with respect to the global minimum are

30.9 and 40.5 kcal mol-1 (Table 3.3).
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6S (in Figure 3.4 and in Table A.3)

The CASSCF wavefunction of the 6S isomer (Figure 3.4) with bent {Ge–C–Ge} fragment

(C2v symmetry) has a dominant contribution from the following CSF:

Φ1 = [core]12a1
211b1

213a1
212b2

214a1
25b1

213b2
2 |CI|2 = 0.85

The next two dominant excitations, Φ2[14a2
1 −→ 15a2

1] (|CI|2 = 0.01) and Φ3[5b2
1 −→

6b2
1](|CI|2 = 0.01), correspond to transitions within σ- and π-orbital framework of the {Ge–

C–Ge} fragment, respectively. The energy separation between 1S and 6S is 57.4 kcal mol-1

(Table 3.3).

7S (Figure 3.4 and Table A.4)

The electronic state of the 7S structure (Cs symmetry, in Figure 3.4) is mainly described by

the configuration

Φ1 = [core]22a
′2 23a

′2 24a
′2 25a

′2 26a
′2 9a

′′2 27a
′2 |CI|2 = 0.86

The next important double excitations are Φ2[9a
′′2 −→10a

′′2 ] (|CI|2 = 0.01) and Φ2[27a
′2

−→28a
′2](|CI|2 = 0.01). The energy difference between the 7S and 1S isomers is 81.1 kcal

mol-1 Table 3.3, which is (23.7 kcal mol-1) higher than the preceding lower-lying structure

6S.

Transition States and Second-Order Saddle Points (Figure 3.5, Tables A.5-A.8)

The lowest-lying transition state structure TS1 (C2v symmetry, Figure 3.5) was predicted to

be 18.7 kcal mol-1 higher in energy than the global minimum 1S. This transition state appears

to connect two mirror images of isomer 3S and has an equivalent electronic configuration.
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The second transition state found on the PES is C2v symmetric structure TS2 (Figure 3.5).

This isomer lies 87.9 kcal mol-1 above the global minimum, with electron configuration similar

to that of 6S. TS2 seems to connect two mirror images of isomer 7S. Two stationary points

of Hessian Index 2, SSP1 and SSP2, were located on the PES. SSP1 lies relatively low in

energy at only 24.3kcal mol-1 above the global minimum 1S. The highest energy stationary

point found in this study is SSP2, which has a relative energy of 102.3 kcal mol-1 with

respect to our global minimum.
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(5b1)1.93

(6b1)0.06

(5a2)0.04

1.856

1.078

1.756

84.3°

92.1°

0.0 kcal/mol

2.674

Figure 3.1: Geometry of the Ge2CH2 global minimum structure 1S (C2v symmetry) opti-
mized at the CCSD(T)/cc-pVQZ level of theory (on the left). Plots of its CASSCF frontier
natural orbitals are shown on the right. The symmetries and the occupancies of three natural
orbitals are also shown.

(9a'')1.92

(10a'')0.06

(27a')1.94

(28a')0.06

2.430

1.8781.856

1.529

1.082

113.8°

49.8°

81.2°

17.2 kcal/mol

Figure 3.2: Geometry of the Ge2CH2 isomer 2S (Cs symmetry) optimized at the
CCSD(T)/cc-pVQZ level of theory (on the left). Plots of its CASSCF frontier natural
orbitals are shown on the right. The energy relative to the global minimum 1S is computed
at the CCSDT(Q)/CBS level of theory. The symmetries and the occupancies of four natural
orbitals are also shown.
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(9a'')1.90

(10a'')0.09

(27a')1.94

(28a')0.05

2.379

2.086 1.936

1.0871.121

72.4°

69.3°

18.3 kcal/mol

Figure 3.3: Geometry of the Ge2CH2 isomer 3S (Cs symmetry) optimized at the
CCSD(T)/cc-pVQZ level of theory (on the left). Plots of the CASSCF frontier natural
orbitals are shown on the right. The energy relative to the global minimum 1S is computed
at the CCSDT(Q)/CBS level of theory. The symmetries and the occupancies of four natural
orbitals are also shown.

1.083

1.804 2.264

121.5°

1.764 1.754

1.516

123.8°

1.814

1.552
98.2°

2.412
1.529

1.543

1.810 2.100

75.8°

57.8° 46.7°

4S 5S

6S 7S

151.4°

Figure 3.4: Geometries of the isomers 4S-7S optimized at the CCSD(T)/cc-pVQZ level of
theory.
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1.517

1.939
69.0°

122.9°

2.270 1.792
1.513
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1.984
81.9°

1.903
108.2°

2.351

2.022

106.7

71.1°

TS1 TS2

SSP1 SSP2

Figure 3.5: Geometries of the transition states TS1-TS2, and second-order saddle points
SSP1-SSP2 optimized at the CCSD(T)/cc-pVQZ level of theory.

Table 3.1: Focal Point Analysis of the Relative Energy Between Isomers 1S and 2S (∆Efinal,
kcal mol-1).a

∆Ee[RHF] +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +18.05 +1.59 −0.29 +0.01 −0.06 −0.03 [+19.26]
cc-pVTZ +18.22 +0.91 −0.38 +0.05 [−0.06] [−0.03] [+18.71]
cc-pVQZ +18.25 +0.39 −0.41 +0.04 [−0.06] [−0.03] [+18.18]
cc-pV5Z +18.27 +0.16 [−0.41] [+0.04] [−0.06] [−0.03] [+17.96]

CBS LIMIT [+18.27] [−0.09] [−0.41] [+0.04] [−0.06] [−0.03] [+17.72]
∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ]+ ∆CORE[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD/cc-pVTZ]+∆rel[CCSD/cc-pVTZ]

= +17.72 - 0.40 - 0.09 -0.00 -0.00 = 17.23 kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy SCF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final extrapolated values are
boldfaced.
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Table 3.2: Focal Point Analysis of the 3S Isomer Relative Energy of Ge2CH2 (∆Efinal, kcal
mol-1).a

∆Ee[RHF] +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +21.98 −3.30 +0.77 −0.65 +0.07 −0.13 [+18.74]
cc-pVTZ +21.73 −3.21 +1.14 −0.82 [+0.07] [−0.13] [+18.78]
cc-pVQZ +21.92 −3.97 +1.47 −0.89 [+0.07] [−0.13] [+18.46]
cc-pV5Z +21.89 −4.16 [+1.47] [−0.89] [+0.07] [−0.13] [+18.25]

CBS LIMIT [+21.88] [−4.36] [+1.47] [−0.89] [+0.07] [−0.13] [+18.03]
∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= +18.03 + 0.63 - 0.38 + 0.02 + 0.01 = 18.31 kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy SCF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final extrapolated values are
boldfaced.

Table 3.3: The FPA extrapolated and final corrected energies (in kcal mol-1) for the eleven
stationary points located on the singlet Ge2CH2 potential energy surface

Structure ∆EFPA ∆EFinal

1S 0.00 0.00
2S 17.72 17.23
3S 18.03 18.31
4S 30.88 31.69
5S 40.50 39.89
6S 61.02 58.05
7S 84.80 82.11

TS1 18.33 18.11
TS2 87.85 88.27
SSP1 24.34 22.57
SSP2 105.69 103.73
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3.3.2 Geometries

The predicted geometries of isomers 1S-7S, transition states TS1-TS2, and second-order

saddle points SSP1-SSP2 optimized at the CCSD(T)/cc-pVQZ level of theory are presented

in Figure 3.1 to Figure 3.5.

Global Minimum 1S

The global minimum structure on the Ge2CH2 potential energy surface has an unusual cyclic

arrangement containing one bridging hydrogen. In this isomer, the Ge–Ge bond distance

decreases with advanced treatment of correlation effects to reach 2.674 Å at the highest level

of theory as seen in Figure 3.1 and Figure S1. The reverse trend is observed with the C–Ge

distance (1.856 Å) where the bond distance is stretched with increasing correlation level. On

the other hand, the Ge–H distance in the bridged Ge· · ·H· · ·Ge bond shows a significant

reduction of its length, as the correlation level increases owing it to its delocalized nature.

The Ge–C–Ge angle in this isomer is 92.1◦ and the C–Ge–H angle has a magnitude of 84.3◦.

The Ge–Ge bond distance in the Ge2H2 butterfly structure has been found to be 2.393 Åat

the CCSD/DZP level of theory,51 which is 0.28 Åshorter than in 1S. This indicates a rather

week Ge–Ge interaction in the Ge2CH2 global minimum. Consequently the Ge–H bond is

also longer in the 1S isomer.

2S

The 2S isomer corresponds to the second lowest energy structure and is depicted in Figure 3.2

and Figure S2. It is another cyclic structure where the hydrogen atom forms only one bond

to a germanium atom. The Ge–Ge bond distance shortens relative to 1S by 0.2 Å to 2.430

Å at the CCSD(T)/cc-pVQZ level of theory. There is also a noticeable effect on the bond

length upon more sophisticated treatments of correlation, since the Ge1–Ge2 bond length

decreases by 0.29 Å when going from SCF/cc-pVQZ to CCSD(T)/cc-pVQZ level of theory.
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A very significant dependence on the level of theory is observed on the Ge–C bond distances.

At the SCF level of theory the Ge1–C and Ge2–C bond lengths are 1.917 Å and 1.801 Å,

respectively. However when increasing the level of electron correlation treatment, the Ge1–C

bond contracts to 1.856 Å and Ge2–C becomes the slightly longer bond with a distance of

1.878 Å. The Ge-C-Ge angle (81.2◦) is noticeably smaller compared to the corresponding

angle (92.1◦) in 1S. The analogous structure to 2S in Ge2H2 is the monobridged structure

where one hydrogen is solely bonding to one germanium, while the other hydrogen is bridged

between both germanium atoms. The Ge–Ge bond distance in this Ge2H2 isomer is 2.268

Å (CCSD/DZP) which is again shorter than the 2.430 Å. However the Ge-H distance is

comparable with 1.546 Å for the monobridged Ge2H2 structure and 1.529 Å in 2S.

3S

The 3S cyclic structure is very close in energy to 2S with the difference being only 1.08 kcal

mol-1. In this structure the carbon atom has the two hydrogen atoms bound to it, as depicted

in Figure 3.3 and Figure S3. The most remarkable features of 3S are the tetravalent planar

carbon and the unusually long C–H bond distance, 1.112 Å. The Ge1–Ge2 bond distance

of 2.379 Å is 0.051 Å shorter than in 2S at the CCSD(T)/cc-pVQZ level of theory. On

the other hand, both of the Ge–C bond lengths (2.086Å and 1.936Å) are longer relative to

2S (1.856 Å and 1.878Å). Upon increasing level of correlation treatment the Ge1–C bond

becomes slightly contracted, whereas the Ge2–C distance increases. The Ge–C–Ge bond

angle is larger, in comparison to the same angle in 2S, and amounts to 72.4◦.

4S and 5S

The energetically lowest open chain isomer 4S is shown in Figure 3.4 and Figure S4. In this

gemrylidene structure the two hydrogen atoms form bonds with carbon. The two germanium

lie on the same axis as carbon, resulting in a C2v symmetric structure. 4S lies 32.0 kcal mol-1
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higher in energy than the global minimum. The Ge-Ge bond distance of 2.264 Å is shorter

than in all the aforementioned structures. The H-C-H bond angle is 116.9◦. With higher

level correlation treatments, the Ge-Ge bond distance decreases, while the Ge-C increases.

Structure 5S in Figure 3.4 and Figure S5 also has a non-cyclic structure. In this isomer the

two hydrogen atoms are bound to germanium and the carbon atom is the central part of the

Ge-C-Ge backbone. The Ge-C bond lengths are 1.764Å and 1.754Å. The effects of higher

correlation treatments are analogous to those in 4S.

6S and 7S (in Figure 3.4, S6 and S7)

The two highest lying minima (equilibrium) structures are the carbene-like isomers 6S and

7S. In 6S (Figure 3.4 and Figure S6) the Ge–C bond distance is 1.814 Å which is comparable

to the Ge–C bond length in structures 4S and 5S . The most noteworthy parameter in 6S

is the wide Ge–C–Ge angle. A considerable variation is observed with increasing level of

correlation treatment. The angle decreases from 172◦ at the SCF/cc-pVQZ level of theory

to 151◦ at CCSD(T)/cc-pVQZ. Finally, the cyclic 7S isomer (Figure 3.4 and Figure S7)

is the highest lying minimum on the singlet PES. The Ge–Ge bond distance of 2.412 Å is

comparable to that in the other cyclic structures 2S and 3S. This bond length decreases

with advanced treatment of correlation. The C–Ge1 bond (1.810 Å) is noticeably shorter

than the C–Ge2 (2.100 Å), which is the largest difference between lengths of the two Ge–C

bond distances among the cyclic isomers.

TS1 and TS2

Structure TS1 (Figure 3.5 and Figure S8) is a C2v symmetry transition state with one

imaginary vibrational frequency corresponding to the CH2 rocking motion. This normal

mode connects the two mirror images of the 3S isomer. For this reason the structural features

of TS1 and dependence on correlation treatment of geometrical parameters resemble those
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of 3S. The second transition state found on this PES is the C2v TS2 structure (Figure 3.5

and Figure S9). This transition state connects two identical 7S isomers, through a trans-

HGeGeH bending motion. A noteworthy difference between TS2 and 7S is the different

lengths of the Ge–Ge bond. The Ge–Ge bond distance of 2.198 Å in TS2 is the shortest

Ge–Ge bond among all stationary points located in this study. This is consistent Ge=Ge

double bond that one would associate with the valance isoelectronic cyclopropenylidene.

SSP1 and SSP2

Lastly, two stationary points of Hessian index 2 were found on the singlet PES. The lower in

energy is the cyclic SSP1 (Figure 3.5 and Figure S10) and it is the only non-planar stationary

point. The Ge–Ge bond (2.599 Å) is quite elongated, second only to the global minimum

1S, thus suggesting a rather weak Ge–Ge single bond. This bond distance decreases with

increasing level of correlation, following the trend observed for the other cyclic isomers. The

SSP2 structure (Figure 3.5 and Figure S11) is the highest lying stationary point found in this

study. It is a non-cyclic vinlyidene structure with a terminal carbon and both germanium

atoms on the C2 symmetry axis.

3.3.3 Harmonic Vibrational Frequencies

The nature of the stationary points has been characterized through harmonic vibrational

frequency analysis. Seven minima, two transition states, and two second order saddle points

were identified among the 11 stationary points considered in this study. The harmonic

vibrational frequencies (in wavenumbers) of the nine normal modes together with ZPVE

at the CCSD(T) cc-pVQZ level of theory are given in Table 3.4. The stationary points

1S through 7S were found to have all real frequencies at every levels of theory. The only

exception is 7S which is a transition state at the SCF level of theory and once correlation

effects are added it becomes a minimum on the PES. The imaginary frequency of TS1
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corresponds to a rocking motion of the CH2 group. This transition state connects the

mirror images of 3S structure. The imaginary frequency of TS2 is associated with a trans

HGeGeH bending motion. This transition state connects the two mirror images of the 7S

carbene isomer. Finally, the two imaginary frequencies detected for the second order saddle

point SSP1 correspond to an out of plane rocking motion and a twisting motion of the CH2

group. For SSP2 the two imaginary frequencies may be assigned to an out-of plane and an

in-plane bending Ge–Ge–C motions.
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Table 3.4: Harmonic vibrational frequencies (in cm−1) and the ZPVE (in kcal mol-1) for the
11 Ge2CH2 structures at the CCSD(T) cc-pVQZ level of theory

Structures Energy Symmetry ω1 ω2 ω3 ω4 ω5 ω6 ω7 ω8 ω9 ZPVE
1S -4190.507579 C2v 3250(a1) 1435(a1) 763(a1) 268(a1) 852(b1) 463(b1) 1100(b2) 755(b2) 668(b2) 13.66
2S -4190.478460 Cs 3202(a′) 2121(a′) 837(a′) 778(a′) 669(a′) 374(a′) 194(a′) 748(a′′) 353(a′′) 13.26
3S -4190.478052 Cs 3147(a′) 2763(a′) 1428(a′) 647(a′) 414(a′) 385(a′) 236(a′) 714(a′′) 259(a′′) 14.29
4S -4190.453764 C2v 3135(a1) 1382(a1) 763(a1) 302(a1) 711(b1) 39(b1) 3242(b2) 713(b2) 60(b2) 14.79
5S -4190.445568 C2v 2227(a1) 1269(a1) 893(a1) 339(a1) 525(b1) 86(b1) 2223(b2) 582(b2) 128(b2) 11.83
6S -4190.408783 C2v 2044(a1) 630(a1) 374(a1) 116(a1) 527(a2) 124(b1) 2034(b2) 960(b2) 196(b2) 10.02
7S -4190.369076 Cs 2087(a′) 2047(a′) 784(a′) 644(a′) 423(a′) 281(a′) 178(a′) 341(a′′) 156(a′′) 9.92

TS1 -4190.477410 C2v 3074(a1) 1323(a1) 585(a1) 305(a1) 256(a2) 711(b1) 3122(b2) 415(b2) 213i(b2) 14.0
TS2 -4190.364368 C2v 2170(a1) 737(a1) 517(a1) 354(a1) 337(a2) 342(b1) 2174(b2) 524(b2) 127i(b2) 10.23
SSP1 -4190.467149 C2v 3042(a1) 1282(a1) 617(a1) 223(a1) 304i(a2) 3103(b1) 449i(b1) 803(b2) 460(b2) 13.62
SSP2 -4190.332438 C2v 2225(a1) 847(a1) 831(a1) 288(a1) 300(b1) 62i(b1) 2247(b2) 427(b2) 27i(b2) 10.24
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3.4 Natural Bond Orbital Analyses

3.4.1 Isomer 1S

In order to get better insights, concerning the bonding nature of the different isomers NBO

analyses were performed. All isomers have 14 valence electrons participating in bonding.

At first sight, two very peculiar features can be noticed in the structure of the intriguing

1S isomer: 1) The hydrogen atom bridging the two germanium atoms and 2) an unusually

elongated Ge–Ge bond length of 2.674 Å at our highest level of theory.

Figure 3.6 depicts the several structures predicted by NBO. With respect to the first

point above, NBO renders a three–center two–electron Ge-H-Ge σ bond, with an occupation

number of 1.97. There is very little hybridization on the germanium atoms since the orbitals

participating in the three–center two–electron bond have 95% p-character (Table A.9). This

is in good agreement with the C–Ge–H bond angle of 84.3 ◦ which is close to the angle of

90◦ in pure atomic p-orbitals. The Ge-C σ-bonds are primarily composed of p-orbitals (86%

p-character) on the germanium atoms and sp2.15 hybrids on the carbon atom. Furthermore,

both germanium atoms have a lone pair 4s orbital, which mixes little with the p-orbitals

(84% s-character). Another noteworthy feature of 1S is a three–center two–electron π bond

spanning over the Ge-C-Ge ring. NBO predicts that the orbitals involved in this bond are

the out-of-plane p-orbital on carbon and on the two germaniums. The carbon p-orbital

provides one electron, and one p-orbital on germanium contributes with another electron,

thus forming a three–center two–electron π-bond with a total occupation of 1.99. Inasmuch

as there are two electrons delocalized over a three membered ring and according to Hückels

4n+2 electron rule, this bond should be π aromatic.

The unusually elongated Ge–Ge bond can be rationalized by analyzing the bonds pre-

dicted by NBO. There is no evidence for a σ bond between the adjacent germanium atoms.

The eight valence electrons of the two germanium atoms are incorporated into the two Ge-C
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bonds (2 electrons), the two lone pairs (4 electrons), one three–center two–electron Ge–H–

Ge σ–bond (1 electron), and one three–center two–electron Ge–C–Ge π bond (1 electron).

Moreover, the Ge–Ge Wiberg bond order of 0.46, can mainly be ascribed to the three–center

two–electron π aromatic bond.

In summary, the in-plane hydrogen bridged Ge-H-Ge bond allows the germanium atoms

to form bonds without the need of hybridization, since the C-Ge-H bond angle is 84.3◦ very

close to the 90◦ angle of atomic p-orbitals, thus forming strong σ bonds48. Additionally, the

out-of-plane π bond, due to its π aromatic nature, contributes further in stabilizing the 1S

isomer. The synchronicity of energetically favorable effects make this remarkable isomer the

global minimum on the Ge2CH2 PES.

3.4.2 Isomer 2S

The second lowest lying isomer 2S has the same cyclic backbone as 1S, but one hydrogen

atom is now bonding solely to one germanium, while the other is bonded to the carbon atom.

Figure 3.6 shows the structure obtained by the NBO analysis. As for 1S, NBO predicts for

2S an out-of-plane three–center two–electron Ge–C–Ge aromatic π bond (Table A.10) . The

other similarities are the Ge-C σ bonds, which are formed by mainly unmixed p-orbitals

(86% p-character) on the germanium side and sp2-hybrids on carbon (Table A.10). The

biggest difference with respect to 1S is the absence of the three–center two–electron σ-bond,

which results in the necessity of s and p orbital mixing on one germanium in order to form

two sp-hybrids ( Figure 3.6 middle panel). One of these sp-hybrids is used to form the

Ge–H σ-bond, while the right hand germanium is part of a Ge–Ge σ-bond. On the other

germanium, little s- and p-orbital mixing is observed, and the Ge–Ge and Ge–C σ-bonds are

formed mainly with p-orbitals whereas the s-orbital holds a lone pair.
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3.4.3 Isomer 3S

In structure 3S both hydrogen atoms are bound to the carbon atom, which results in a pla-

nar tetracoordinated carbon (ptC) atom. Compounds possessing planar tetravalent carbon

have been subject of a myriad of studies140–143 The most favorable configuration for this type

of compounds has been found to be a sp2-hybridized central carbon which forms electron

deficient σ-bonds, having 6 electrons available for four bonds, while the remaining two elec-

trons occupy in the out-of-plane p-orbital. The reason for the preferred planar structure in

3S appears to be the incorporation of the ptC into the three membered ring. This allows the

out-of-plane lone pair on the carbon to delocalized into the empty out–of–plane p-orbitals

on the two germaniums in order to form a π aromatic three membered ring as in 1S and

3S ( Figure 3.6 lower panel). Moreover the 6 electron σ framework involving the carbon

is composed of two C-H σ-bonds with 2 electrons, respectively and a second three–center

two–electron bond composed of radially overlapping p-orbitals on the germaniums (90% p-

character) and an sp-hybrid on the carbon atom (Table A.11 and Figure 3.6 middle panel).

Thus the carbon atom acts as a π electron donor and σ electron acceptor within the ring.

3.4.4 Isomer 4S and 5S

The lowest lying non-cyclic structure corresponds to the 4S isomer. NBO analysis gives

as expected a near sp2 hybridization on the carbon atom (Table S12). Furthermore, NBO

renders a Ge-C and Ge-Ge π-bond and a lone pair on the terminal Ge atom. The bonding

pattern of 5S is similar to 4S in the sense that two π-bonds and a lone pair are present, the

difference being that they are both Ge-C bonds (Table S13). Structure 4S lies 6.67 kcal/mol

lower than 5S at our highest level of theory. A possible explanation of this energy ordering

could be hybridization, since in 4S the atom bonding to the two hydrogens is a carbon

atom, where sp2 hybridization is preferred. On the other hand in 5S a germanium atom
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has to undergo the, due to size differences between carbon and germanium, energetically

unfavorable process of p and s orbital mixing in order to bond to the two hydrogen atoms.
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Figure 3.6: Depiction of the bonding structures predicted by the NBO analyses. Upper
panel: Lewis type structures for the three lowest lying isomer 1S,2S, and 3S. Middle panel:
The Ge–H–Ge three–center two–electron bond on 1S, the Ge1-Ge2 σ-bond, the Ge1-H bond
on 2S and the radial in plane three–center two–electron Ge–C–Ge bond on 3S. Lower panel:
The out–of–plane three–center two–electron π-bonds for 1S, 2S, and 3S.
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3.5 Aromaticity

The three lowest lying isomers (1S–3S) incorporate a three membered ring together with

two π-electrons. Consequently, they can be regarded as Hückel aromatic. In order to dwell

deeper into the aromatic nature of the three cyclic structures, the NICS(0)πzz and NICS(0)

value were computed (Figure 3.7). According to this aromaticity criterion, all three isomers

are found to be aromatic, since negative NICS(0) values can be associated with aromaticity.

The NICS(0)πzz value, which is the best indicator for π aromaticity is noticeably higher in

1S (18.72 ppm) than in 2S or 3S (8.91 ppm and 8.04 ppm respectively), making it the most

π aromatic isomer. Moreover, the NICS(0)πzz values correlate well with the relative energy

difference indicating that aromatic stabilization energy could be a preponderant factor in the

energy ordering of the cyclic isomers. Although the NICS(0)πzz of 2S and 3S is similar, the

NICS(0) values are separated by almost 10 ppm. This difference could be attributed to the

in plane three–center two–electron bond predicted by the NBO analysis. This delocalized

radial bond is only present in 3S and would contribute to the NICS(0), while not contained

in the NICS(0)πzz value.
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Figure 3.7: NICS(0) and NICS(0)πzz values in ppm for the isomers 1S, 2S and 3S taken at the
center of the rings. A negative NICS(0) value indicates diatropic shielding and aromaticity.
The orbitals used to compute the dissected NICS(0)πzz are also shown.
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3.6 Concluding Remarks

Through the use of state-of-the-art ab inito electronic structure theory, the lowest singlet

potential energy structure of Ge2CH2 was systematically investigated. Eleven stationary

points are found among which there are seven minima, two transition states, and two second

order saddle points. After focal point analysis and adding ZPVE, DBOC, core and rela-

tivistic corrections, the energy ordering of the seven minima is predicted to be: 1S [0.0]<2S

[17.23]<3S [18.31]<4S [31.69]<5S [39.89]<6S [58.05]<7S [82.11]. The findings about the

electronic structure of the seven minima indicates the following:

1. Cyclic arrangements as in 1S ,2S and 3S are the energetically most favourable struc-

tures for the Ge2CH2 system

2. There is little mixing of s and p orbitals on germanium, and formation of three–center

two–electron bonds, is energetically preferred.

3. The absence of a Ge-Ge bond and two out-of-plane three–center two–electron bonds

make 1S a remarkable structure.

4. An isomer incorporating a rare planar tetracoordinated carbon is found among the low

energy minima

5. The carbene-like structures are the least favored on the Ge2CH2 PES.

6. The three lowest lying cyclic (1S–3S) structures are found to be aromatic

We hope that our predictions will encourage future experimental investigations on these

novel digermanium compounds.
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Chapter 4

Summary and Conclusions

The use of a variety of ab initio methods paired with wavefunction and energy analysis tools

has provided deep insight into the electronic structure and chemistry of molecules containing

phosphorous and germanium. In the first part of our research, we endeavoured into the

chemistry of phosphorous, with the particular goal of finding a substituent that is capable

of reversing the diphosphene-diphosphinylidene energetic order. After probing 29 different

substituents of varying nature, it was found that lithoxy substituted diphosphinylidene lies

33 kcal/mol lower than the equivalent diphosphene isomer. Furthermore isodesmic reaction

energies were obtained for the mono- and di-substitution in order to isolate the energetic

effect associated with the substitution of hydrogen by a functional group. By comparing the

energies of both reaction schemes, it was seen that with the replacement of both hydrogens

the energy gap could be reduced while by substituting only one hydrogen, the energy gap

was mainly unaffected. It was found that the drastic effect of the second substituents can be

attributed to an enhanced coulombic interaction in the diphosphinylidene type structures.

This favourable charge distribution is not present in the diphosphene isomer and hence the

diphosphinylidene becomes the energetically preferred structure.

Our second incursion into the world of main group chemistry was studying the potential
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energy surface of Ge2CH2. A stochastic procedure named “kick“ was employed in order to

systematically explore the potential energy surface in the quest for exotic structures. Eleven

stationary points were found of which seven correspond to minima. CCSD(T)/cc-pVQZ

geometries were computed for all stationary points and focal point energies were obtained.

The three lowest lying isomers have a three membered ring, and the final energies were

found to be: 1S = 0.0 kcal mol-1, 2S = 17.23 kcal mol-1 3S = 18.31 kcal mol-1. A rare

planar tetracoordinated carbon was found in the 3S isomer. Using NBO analysis we found

that three–center two–electron bonds are ubiquitous in the low energy structures, regardless

whether they are of σ or π nature. Finally, NICS analysis predicted aromaticity for all three

low lying cyclic structures, where the amount of the chemical shift correlated well with the

energy difference, thus hinting at a important role of aromatic stabilization in the energy

ordering.
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[131] Kállay, M.; Gauss, J. J. Chem. Phys. 2005, 123, 214105–214117.
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Appendix A

Supporting Information for Chapter 3

A.1 Focal point table for stationary points 4S - SSP2

Table A.1: Focal point table for the 4S isomer

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +36.20 +2.13 −5.64 −1.44 −0.42 −0.67 [+30.16]
cc-pVTZ +36.49 +3.37 −5.12 −1.50 [−0.42] [−0.67] [+32.16]
cc-pVQZ +36.53 +3.53 −4.75 −1.55 [−0.42] [−0.67] [+32.68]
cc-pV5Z +36.52 +2.66 [−4.75] [−1.55] [−0.42] [−0.67] [+31.80]

CBS LIMIT [+36.52] [+1.74] [−4.75] [−1.55] [−0.42] [−0.67] [+30.88]
∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 30.88 + 1.13 - 0.68 - 0.01 + 0.37= 31.69kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.

Table A.2: Focal point table for the 5S isomer

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +39.71 −0.84 +1.30 −1.02 +0.02 −0.28 [+38.89]
cc-pVTZ +40.25 −0.68 +1.27 −0.69 [+0.02] [−0.28] [+39.90]
cc-pVQZ +39.89 −1.46 +1.10 −0.62 [+0.02] [−0.28] [+38.66]
cc-pV5Z +39.88 −0.57 [+1.10] [−0.62] [+0.02] [−0.28] [+39.55]

CBS LIMIT [+39.89] [+0.37] [+1.10] [−0.62] [+0.02] [−0.28] [+40.50]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 40.50 - 1.83 - 0.63 - 0.01 + 1.86= 39.89kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.
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Table A.3: Focal point table for the 6S isomer

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +57.92 +14.26 −11.38 −0.93 −0.89 −0.41 [+58.56]
cc-pVTZ +59.97 +14.02 −11.34 −0.58 [−0.89] [−0.41] [+60.75]
cc-pVQZ +59.92 +13.94 −11.34 −0.53 [−0.89] [−0.41] [+60.69]
cc-pV5Z +59.96 +14.07 [−11.34] [−0.53] [−0.89] [−0.41] [+60.86]

CBS LIMIT [+59.97] [+14.21] [−11.34] [−0.53] [−0.89] [−0.41] [+61.02]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 61.02 - 3.64 - 0.21 -0.04 + 0.94 = 58.05 kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.

Table A.4: Focal point table for the 7S isomer

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +102.01 −13.78 +3.03 −4.18 +0.23 −0.80 [+86.50]
cc-pVTZ +102.75 −14.82 +4.23 −4.31 [+0.23] [−0.80] [+87.28]
cc-pVQZ +102.62 −15.88 +4.59 −4.42 [+0.23] [−0.80] [+86.34]
cc-pV5Z +102.59 −16.61 [+4.59] [−4.42] [+0.23] [−0.80] [+85.57]

CBS LIMIT [+102.58] [−17.38] [+4.59] [−4.42] [+0.23] [−0.80] [+84.80]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 84.80 - 3.74 - 0.20 - 0.04 + 1.29 =82.11 kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.

Table A.5: Focal point table for the TS1 stationary point

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +22.65 −2.90 +0.52 −0.67 +0.07 −0.15 [+19.51]
cc-pVTZ +22.15 −2.99 +0.93 −0.88 [+0.07] [−0.15] [+19.13]
cc-pVQZ +22.38 −3.75 +1.27 −0.97 [+0.07] [−0.15] [+18.85]
cc-pV5Z +22.36 −3.99 [+1.27] [−0.97] [+0.07] [−0.15] [+18.60]

CBS LIMIT [+22.35] [−4.24] [+1.27] [−0.97] [+0.07] [−0.15] [+18.33]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 18.33+0.36-0.41+0.03 -0.47 =18.11kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.

Table A.6: Focal point table for the TS2 stationary point

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +98.08 −2.78 +0.54 −2.56 −0.03 −0.30 [+92.94]
cc-pVTZ +97.80 −5.05 +0.83 −2.68 [−0.03] [−0.30] [+90.57]
cc-pVQZ +97.54 −5.42 +0.65 −2.81 [−0.03] [−0.30] [+89.63]
cc-pV5Z +97.51 −6.27 [+0.65] [−2.81] [−0.03] [−0.30] [+88.75]

CBS LIMIT [+97.51] [−7.16] [+0.65] [−2.81] [−0.03] [−0.30] [+87.85]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 87.85-3.43+0.69+3.16 =88.27 kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.
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Table A.7: Focal point table for the SSP1 stationary point

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +16.67 +12.26 −6.76 +2.48 −0.26 +0.25 [+24.64]
cc-pVTZ +16.59 +13.00 −6.61 +2.42 [−0.26] [+0.25] [+25.39]
cc-pVQZ +16.96 +12.38 −6.37 +2.41 [−0.26] [+0.25] [+25.36]
cc-pV5Z +16.93 +11.90 [−6.37] [+2.41] [−0.26] [+0.25] [+24.86]

CBS LIMIT [+16.91] [+11.41] [−6.37] [+2.41] [−0.26] [+0.25] [+24.34]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 24.34 - 0.03 - 1.73 - 0.04 + 0.03 =22.57kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.

Table A.8: Focal point table for the SSP2 stationary point

HF +δMP2 +δCCSD +δCCSD(T) +δCCSDT +δCCSDT(Q) NET
cc-pVDZ +124.63 +0.27 −12.05 −6.03 −0.41 −2.62 [+103.80]
cc-pVTZ +126.59 +0.89 −11.76 −6.21 [−0.41] [−2.62] [+106.49]
cc-pVQZ +126.54 +1.40 −11.73 −6.31 [−0.41] [−2.62] [+106.88]
cc-pV5Z +126.65 +0.75 [−11.73] [−6.31] [−0.41] [−2.62] [+106.34]

CBS LIMIT [+126.69] [+0.07] [−11.73] [−6.31] [−0.41] [−2.62] [+105.69]

∆Efinal = ∆Ee[CCSDT(Q)/CBS] + ∆ZPVE[CCSD(T)/cc-pVQZ] + ∆core[CCSD(T)/cc-pCVQZ]+∆DBOC[CCSD(T)/cc-pVQZ]+∆rel[CCSD(T)/cc-pVQZ]

= 105.69 - 3.41 - 0.68 -0.02 + 2.15 =103.73kcal mol-1

aThe symbol δ denotes the increment in the relative energy (∆Ee) with respect to the preceding level of
theory in the hierarchy RHF→MP2→CCSD→CCSD(T)→CCSDT→CCSDT(Q). Square brackets signify
results obtained from basis set extrapolations or additivity assumptions. Final predictions are boldfaced.
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A.2 Natural Bond Orbital Analysis

Table A.9: Natural bond orbitals for isomer 1S obtained at the B3LYP/def2-TZVP level of
theory

Bond Type Occupancy NBO %p and %s

Ge3 LP 1.94963 sp0.19(Ge3) Ge3: 16.28% p 83.67% s

Ge4 LP 1.94963 sp0.19(Ge4) Ge4: 16.28% p 83.67% s

C1-H2 BD 1.99359 0.7878sp1.74(C1)+0.6159sp0.00(H2)
C1: 63.39% p 36.49% s
H2: 0.09% p 99.91% s

C1-Ge4 BD 1.97302 0.8609sp2.15(C1)+0.5087sp6.44(Ge4)
C1: 68.04% p 31.61% s
Ge4: 86.28% p 13.40% s

C1-Ge3 BD 1.97302 0.8609sp2.15(C1)+0.5087sp6.44(Ge3)
C1: 68.04% p 31.61% s
Ge3: 86.28% p 13.40% s

C1-Ge3-Ge4 3C 1.99940 0.7803sp1.00(C1)+0.4422sp1.00(Ge3)+0.4422sp1.00(Ge4)
C1: 99.48% p 0.00% s
Ge3: 98.94% p 0.00% s
Ge4: 98.94% p 0.00% s

Ge3-Ge4-H5 3C 1.97344 0.4334sp24.47(Ge3)+0.4334sp24.47(Ge4)+0.7902sp0.00(H5)
Ge3: 95.29% p 3.89% s
Ge4: 95.29% p 3.89% s
H5: 0.25% p 99.75% s

Table A.10: Natural bond orbitals for isomer 2S obtained at the B3LYP/def2-TZVP level
of theory

Bond Type Occupancy NBO %p and %s

Ge3 LP 1.96675 sp0.16(Ge3) Ge3: 13.54% p 86.43% s

C1-Ge2 BD 1.99369 0.8411sp2.00(C1)+0.5408sp7.08(Ge2)
C1: 66.46% p 33.23% s
Ge2: 87.44% p 12.35% s

Ge2-Ge3 BD 1.87388 0.8809sp1.16(Ge2)+0.4733sp46.55(Ge3)
Ge2: 53.56% p 46.37% s
Ge3: 97.29% p 2.09% s

C1-Ge2-Ge3 3C 1.99984 0.7514sp1.00(C1)+0.4789sp1.00(Ge2)+0.4540sp1.00(Ge3)
C1: 99.34% p 0.00% s
Ge2: 99.32% p 0.00% s
Ge3: 99.04% p 0.00% s

C1-Ge3 BD 1.98553 0.8632sp2.38(C1)+0.5048sp7.29(Ge3)
C1: 70.14% p 29.46% s
Ge3: 87.65% p 12.02% s

C1-H5 BD 1.99479 0.7867sp1.70(C1)+0.6173sp0.00(H5)
C1: 62.91% p 36.97% s
H5: 0.08% p 99.92% s

Ge2-H4 BD 1.96960 0.6760sp1.39(Ge2)+0.7369sp0.00(H4)
Ge2: 58.13% p 41.70% s
H4: 0.17% p 99.83% s
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Table A.11: Natural bond orbitals for isomer 3S obtained at the B3LYP/def2-TZVP level
of theory

Bond Type Occupancy NBO %p and %s

Ge2 LP 1.96138 sp0.15(Ge2) Ge2: 13.11% p 86.85% s

Ge1 LP 1.98211 sp0.14(Ge1) Ge1: 12.01% p 87.97% s

Ge1-Ge2-C3 3C 1.99278 0.2724sp14.33(Ge1)+0.4334sp9.73(Ge2)+0.8590sp1.03(C3)
Ge1: 92.49% p 6.45% s
Ge2: 90.08% p 92.49% s
C3: 50.54% p 49.14% s

Ge1-Ge2-C3 3C 1.99958 0.4394sp1.00(Ge1)+0.4182sp1.00(Ge2)+0.7951sp1.00(C3)
Ge1: 98.80% p 0.00% s
Ge2: 98.91% p 0.00% s
C3: 99.59% p 0.00% s

C3-H4 BD 1.97424 0.7989sp2.20(C3)+0.6014sp0.00(H4)
C3: 68.66% p 31.17% s
H4: 0.03% p 99.97% s

Ge1-Ge2 BD 1.93439 0.7287sp11.98(Ge1)+0.6848sp18.77(Ge2)
Ge1: 91.84% p 7.67% s
Ge2: 94.27% p 5.02% s

C3-H5 BD 1.91659 0.7889sp4.17(C3)+0.6145sp0.00(H5)
C3: 80.27% p 19.25% s
H5: 0.11% p 99.89% s
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