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ABSTRACT 

Glycosaminoglycans (GAGs) are the most abundant hetero-polysaccharides found in mammalian 

tissues, and serve a variety of important biological roles in the body.  They can be found 

predominantly in the extracellular matrix or cell surface, usually covalently attached to proteins.  

From providing tensile strength and tissue compressibility, to aiding in cell proliferation and 

recognition, to being key receptors for viral entry, they offer several avenues of therapeutic 

interest.  GAGs are typically composed of repeating units of hexosamine and uronic acid pairs, 

that are often variably sulfated, leading to tremendous structural heterogeneity and a high charge 

density, making structural analysis and elucidation of binding modes very challenging.  This 

presents an opportunity for computational modeling methods to provide insight into the structure 

and function of these molecules.  

The key to effective theoretical modeling of biomolecules is the use of a dependable and 

validated force field.  This work presents a validation of the recent addition of parameters that 

enable modeling of sulfated GAG sequences to the GLYCAM force field, through a comparison 

of experimental NMR scalar coupling constants and NOE distances with theoretical data.  The 

analysis demonstrates that the new force field parameters are capable of reproducing NMR 



observables for a number of GAG fragments.  These parameters have been employed for 

designing the Glycosaminoglycan Builder, a point-and-click structure modeling utility on 

GLYCAM-Web, to facilitate 3D structure modeling of GAG fragments.  The interface provides 

separate sets of monosaccharides, unique to each class of GAGs, allowing easy selection of pre-

sulfated options for each monosaccharide.  We also employ these parameters to study the 

binding of variably sulfated heparin fragments to chemokine CCL5.  The study demonstrated a 

dependence of the ability of heparin tetrasaccharides to inhibit CCL5-CCR1 binding on the 

pattern and extent of sulfation.  An analysis of the binding mode of a longer heparin fragment to 

the protein, as well as an examination of the effect of pH on CCL5-heparin binding was also 

performed. 
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CHAPTER 1  

INTRODUCTION 

 

This dissertation addresses the topic of computational modeling of glycosaminoglycans (GAG) 

and their interactions with proteins. It comprises the following research projects:  

1. Validation of the glycosaminoglycan specific parameter set of the GLYCAM force field, 

through a comparison of experimental NMR scalar coupling constants and NOE 

distances with analogous data obtained from theoretical measurements.   

2. Design and implementation of the Glycosaminoglycan Builder: a point-and-click 

structure modeling utility on GLYCAM-Web that enables 3D structure modeling of GAG 

fragments.  

3. Analysis of the binding modes of variably sulfated heparin fragments to CCL5, and the 

differences in their ability to inhibit the interaction of CCL5 to its receptor CCR1. 

These research topics, as well as a review of their respective background information and the 

computational methods applied to them, are presented as follows: 

 

 
CHAPTER 2: GLYCOSAMINOGLYCANS 

This chapter provides the relevant background information about glycosaminoglycans, their 

classification, structural features, and interactions. It also presents an overview of the 

developments in computational modeling of GAGs and protein-GAG interactions. 
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CHAPTER 3: MOLECULAR MODELING METHODS 

Chapter 3 covers the theory behind force fields, molecular dynamics simulations and molecular 

docking mothodologies. 

 

CHAPTER 4: EXTENSION AND VALIDATION OF THE GLYCAM FORCE FIELD 

PARAMETERS FOR MODELING GLYCOSAMINOGLYCANS 

Chapter 4 is an original research study describing the development of GAG-specific parameters 

for GLYCAM, and their validation through comparison of theoretical simulation data to NMR. 

The results of this study will be soon be published. 

Contributions to this article include charge development for protonated uronic acids and Δ4,5-

unsaturated uronates, validation of new parameters through MD simulations and comparison to 

NMR, and manuscript preparation. 

 

CHAPTER 5: GLYCOSAMINOGLYCAN BUILDER 

Chapter 5 describes the development of the Glycosaminoglycan builder utility of GLYCAM-

Web.  The design, implementation details, and features will be included as part of the  

publication describing the structure building features on GLYCAM-Web.  

 

CHAPTER 6: THE INTERACTION OF HEPARIN TETRASACCHARIDES WITH CHEMO-

KINE CCL5 IS MODULATED BY SULFATION PATTERN AND pH 

Chapter 6 is an original research study undertaken to predict the binding modes of variably 

sulfated heparin tetrasaccharides to CCL5, in order to understand the structural basis for the 

difference in the ability of certain fragments to inhibit the binding of CCL5 to its receptor CCR1. 
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The results of this study were published as a journal article:  

Singh, A., Kett, W. C., Severin, I. C., Agyekum, I., Duan, J., Amster, I. J., Proudfoot, A. E. I., 
Coombe, D. R., and Woods, R. J. (2015) J. Biol. Chem. 290, 15421–36 
 

Contributions to this chapter include computational modeling, data analysis and manuscript 

preparation. 

 

CHAPTER 7: THEORETICAL CALCULATION OF COLLISION CROSS SECTION 

Chapter 7 provides information about how theoretical collision cross section areas are calculated 

and provides necessary script for input file preparation. 

 
 

CHAPTER 8: CONCLUSIONS AND FUTURE PROSPECTS 

The last chapter summarizes the major findings and conclusions of this work, and provides 

comment on possible future directions. 
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CHAPTER 2  

GLYCOSAMINOGLYCANS 

 

Glycosaminoglycans (GAGs) are the most abundant hetero-polysaccharides found in animal 

tissues.  They are long, unbranched polymers with a highly heterogeneous structure (1, 2) and 

usually a high charge density.  They are primarily found on the surface of cells or in the extra 

cellular matrix (ECM), and sometimes stored in secretory vesicles of some cells to help regulate 

availability of positively charged molecules in the vesicles (3). Virtually all mammalian-cells 

produce a variety of GAGs specific to the tissue composition and function (4).  

GAGs are composed of repeating disaccharide units made of a hexosamine and a uronic acid or 

galactose (Gal).  The hexosamine may be an N-sulfated or an N-acetylated glucosamine (GlcNS, 

GlcNAc) or galactosamine (GalNS, GalNAc), variably O-sulfated at the 3, 4 and/or 6 positions.  

The uronic acid may be a glucuronic acid or an iduronic acid, and may be 2-O-sulfated.  GAGs 

can be classified into 5 main groups based on unique disaccharide compositions: hyaluronic acid 

(HA), heparin/heparan sulfate (HS) (Figure 2.1), chondroitin sulfate (CS), dermatan sulfate 

(DS), and keratan sulfate (KS).  Keratan sulfate lacks uronic acids and instead contains variably 

sulfated galactose residues, and while most GAGs have a heterogeneous pattern of sulfation, 

hyaluronan is the only unsulfated GAG. All GAGs except HA and heparin are covalently 

attached to proteins, via a linker sequence connected to their reducing ends, forming a glycosidic 

linkage to serine/threonine or asparagine residues (5, 6).  This forms a class of macromolecules 

called proteoglycans.  
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Figure 2.1  Disaccharide structures of different classes of GAGs. R (shown in blue) represents H 
or SO3

-, R’ represents H, SO3
- or COCH3. Residues in red (shown as IdoA) may be either GlcA 

or IdoA.  
 

GAGs play various important biological roles.  In the ECM they provide tensile strength, 

lubrication, elasticity and compressibility to various tissues. Together with the membrane 

proteoglycans that also interact with the ECM, they regulate cell adhesion, cell growth and 

proliferation, maintenance of protein concentration gradient in regions of inflammation, 

immobilization of proteins, immune system invasion, and tumor metastasis (4, 7–10). GAGs are 

stabilizers, cofactors, and/or coreceptors for growth factors, cytokines, and chemokines (11).  In 

addition, the proteoglycans that are stored in secretory granules help sequester various positively 

charged proteases and amines through attraction towards the highly negative charge density of 

the GAGs (8). 
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Classification of GAGs - Structure, Function And Significance 

Hyaluronan 

Hyaluronan or hyaluronic acid is one of the largest polysaccharides produced by vertebrates with 

molecular weight often reaching the millions (12).  It is not sulfated and is not covalently 

attached to proteins, like other GAGs, to form proteoglycans.  Instead it is found as part of non-

covalent complexes with proteoglycans in the ECM.  It is produced by virtually all the cells in 

the human body, and distributed heavily in connective, neural and epithelial tissues.  Unlike 

other GAGs, it is synthesized in the plasma membrane, and not the Golgi apparatus. Its primary 

function is to provide a matrix for cell proliferation and migration, tissue organization, and signal 

transduction processes.  Due to its ability to absorb and displace large volume of water, it is 

highly compressible, and forms an excellent lubricator, and shock absorber in the synovial 

tissues and joints.  

Hyaluronan synthesis takes places on the inner side of the plasma membrane via a class 

of integral membrane proteins called hyaluronan synthases. As the enzyme adds N-

acetylglucosamine and glucuronic acid residues alternately to the growing chain, it is extruded 

out of the cell membrane through the ABC transporter proteins (13).  The lengths of the chains 

are frequently on the order of 104 disaccharides.  

Hyaluronan interacts with proteoglycans via hyaluronan-binding motifs in a non-covalent 

manner.  It is an important component of the cartilage, where it forms stable ternary complexes 

with aggrecan, a cartilage proteoglycan, to provide resilience towards compressive load in joints 

(12).  In addition, it also binds to other members of the lectican family of interstitial 

proteoglycans that include brevican, neurocan, and versican, in addition to aggrecan (4). 

Hyaluronan is also a component of skin, and is involved in skin and wound healing.  
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The transmembrane cell surface receptor CD44, which is present on leukocytes and other 

cells surfaces, also contains a hyaluronan binding link module and its interaction with 

hyaluronan is implicated in tumor cell survival and metastasis (14, 15). CD44 also associates 

with RHAMM (Receptor for Hyaluronan Mediated Motility), also a hyaluronan binder, to 

activate signaling processes involved in cell growth and motility in cells, including cancerous 

cells (16). Inhibiting these interactions is an area of active research for cancer treatment.  

 

Heparin and Heparan Sulfate 

Virtually all the cells in the body produce heparan sulfate, while heparin is synthesized solely by 

the mast cells and basophils (17). Both are initially synthesized as polymers of N-acetyl 

glucosamine and glucuronic acid in the Golgi bodies, and then modified extensively by enzymes 

such as N-deacetylase, that cleaves the N-acetyl group, sulfotransferases, that add sulfates, and 

epimerase, that converts glucuronic acid to iduronic acid (18). Since these modifications do not 

occur exhaustively throughout the length of the chains, it leads to tremendous heterogeneity 

making their sequence analysis very challenging. The uronic acids may be sulfated at the 2-O 

position (IdoA2S or GlcA2S), while the glucosamine may rarely occur as a free amine or more 

often as an N-sulfated (GlcNS) or an N-acetylated (GlcNAc) moiety. The GlcNS may also be O-

sulfated at the 3 or 6 positions, giving rise to GlcNS6S, GlcNS3S, or GlcNS3S6S. In contrast, 

the GlcNAc residues may be unsulfated or O-sulfated only at C6 (GlcNAc6S) (19). The 

modifications usually occur in clusters along the GAG chain, leading to formation of N-sulfated, 

N-acetylated, and mixed domains. The formation of these domains is critical to the interaction of 

these molecules to proteins such as antithrombin III (ATIII) and fibroblast growth factors (FGFs) 

that recognize and bind to particular structural motifs along the length of the GAG polymers.   
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In general, heparin is more heavily sulfated and epimerized than heparan sulfate; in fact, 

it contains the highest negative charge density of all biological molecules known (20).  During 

synthesis, heparin is covalently attached to the protein serglycin (21), found exclusively in mast 

cell granules and some other hematopoietic cells.  Heparin is released as a peptidoglycan from 

the mast cells, and immediately cleaved from the peptide as shorter fragments of free heparin. 

Heparin is best known for its anticoagulant activity and has been used clinically as an 

anticoagulant for over 60 years.  The anticoagulant activity of heparin is attributed to its 

interaction with ATIII via specific a pentasaccharide sequence containing a critical 3-O-sulfate 

modification.  Binding of heparin to ATIII brings about an inhibition of blood coagulation 

factors, thrombin and factor Xa.  Heparin binds to a myriad of proteins involved in various 

functions in the body ranging from cell proliferation and differentiation, to inflammation and 

wound healing, to viral entry and localization, to development of amyloid plaque, to cytokines 

and chemokines to name a few.  The exact physiological functions of heparin remain unclear in 

spite of identification and analysis of multiple heparin-protein interaction, and its extensive 

clinical use as an anticoagulant. 

HS is present in the form of HS proteoglycans (HSPGs) in all mammalian tissues (Figure 

2.2).  The core protein of the HSPGs generally contain one of more HS chains covalently O-

linked (22) via a GlcAβ(1-3)Galβ(1-3)Galβ(1-4)Xylβ1-O-Ser linkage tetrasaccharide sequence.  

Based on the type of core protein, HSPGs are divided into three classes: transmembrane 

syndecans, glycosylphosphatidylinositol (GPI) anchored glypicans and extracellular forms that 

include agrin, perlecan, and collagen XVII (6, 23, 24).  The syndecans and the glypicans can be 

released from the membrane into circulation via proteolysis.   
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Figure 2.2 Role of HSPGs in cells and tissues. (Adapted from (25); reprinted with permission 
from Nature Publishing Group © 2007 and  Cold Spring Harbor Laboratory Press © 2011) 
 

Syndecans are involved in cell-cell, cell-ECM, and cytoskeletal organization for cell 

adhesion and signal transduction (26).  Glypicans play a role in developmental morphogenesis, 

being highly expressed in embryonic tissues (27).  They also regulate FGFs and bone 

morphogenic proteins and other cell signaling pathways (28).  Agrin, perlecan and collagen 

XVIII form the secreted class of HSPGs. Agrin is primarily found in kidney and brain, perlecan 
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is expressed in nearly all basement membranes and connective tissues, and collagen XVIII is 

found in epithelial and endothelial basement membranes and in cartilage and fibrocartilage (29, 

30). 

 

Chondroitin Sulfate  

Chondroitin sulfate is one of the first GAGs that was studied as part of “chondromucoid”, 

obtained from cartilage and liver (4).  It is found most abundantly in cartilage, bone and heart 

valves, providing structural integrity and resistance to compression.  CS chains are linked via a 

GlcAβ(1-3)Galβ(1-3)Galβ(1-4)Xylβ1-O-Ser linker, same as the linker found in HSPGs, to form 

CS proteoglycans (CSPGs).  The CSPGs form a class of proteins called lecticans that are a 

component of the ECM, and include four proteins: aggrecan, brevican, neurocan, and versican 

(31).  Aggrecan is primarily found in cartilage, providing high compressibility due to the large 

negative charge density and elongated structure, while versican is expressed in various 

connective tissues in smooth muscles, epithelial cells and nervous system, aiding in cell 

adhesion, migration and proliferation.  Neurocan and brevican are both restricted to neural 

tissues, and although the exact functions remain elusive, they are believed to help stabilize brain 

synapses, and prevent regeneration of damaged nerve endings. 

The CS (and DS) synthesis pathways are highly conserved across invertebrates and 

vertebrates, and involve the activity of the enzyme chondroitin synthase, that is capable of 

polymerizing GlcNAc and GlcA residues via its dual β1–3-glucuronosyltransferase and β1–4-N-

acetylgalactosaminyltransferase activities.  The chain is consequently acted upon by different 

sulfotransferases to add 4-O and 6-O sulfates.  
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Dermatan Sulfate 

Dermatan sulfate, as the name suggests, is the predominant glycan present in skin (dermis).  It is 

also present in blood vessels, heart valves, tendons and lungs (32).  The synthesis process of DS 

is similar to that of CS, except for the epimerization of GlcA residues to IdoA. In fact, 

historically DS was considered to be a variant of CS and was called chondroitin sulfate B, but the 

presence of IdoA distinguishes it from CS, and is now considered to be functionally similar to 

HS in some respects (33).  The degree of epimerization and sulfation varies along the DS chain, 

leading to additional level of complexity, which is thought to be controlled via an enzymatic 

system to encode functional information (32).  

DS also attaches to proteins forming DS proteoglycans (DSPGs), and the well-studied 

DSPGs are biglycan and decorin. DS and DSPGs have been implicated to have a role in 

cardiovascular disease, tumorigenesis, infection, wound repair, and fibrosis.  Accumulation of 

DS in the mitral valve has been associated with mitral valve prolapse (34). 

 

Keratan Sulfate 

Keratan sulfate is found primarily in the cornea, cartilage, and bone. It is made of sulfated poly-

N-acetyllactosamine ( [Galβ1–4GlcNAcβ1–3] n) that is commonly seen on other glycoproteins 

and mucins.  Depending upon the type of linkage to proteins, KS can be of two types: KS I, the 

corneal KS, attached as a complex-type N-linked branched oligosaccharide to an asparagine 

residue, and KS II, the skeletal KS, connected via an N-acetylgalactosamine residue to 

serine/threonine similar to the mucin core-2 branched oligosaccharides (35). The concentration 

of KS in the cornea is 10-fold higher than in cartilage and 2-4 times higher than in other tissues 

(36). It helps maintain corneal hydration, and defects in sulfation cause distortions in corneal 
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opacity and macular corneal dystrophy (37, 38).  Although the function of KS II in cartilage 

currently remains unclear, KS is found attached to several core proteins in various tissues, and 

has been implicated in anti-adhesive functions such as regulation of macrophage adhesion, 

embryo implantation and motility of corneal endothelial cells (35).  

 

Three Dimensional Structural Details of Heparin, Heparan Sulfate And Interactions 

The structure and interaction of heparin and heparan sulfate have attracted more physico-

chemical interest than other classes of GAGs (20).  This may be in part due to the widespread 

use of heparin as an anticoagulant, as well as it being commercially available.  Heparin also 

serves as a suitable model for structural studies involving HS, due to the structural similarities 

between the two, leading to considerable advances in the knowledge about this particular class of 

GAGs.  

 

Solution Conformation of Heparin 

The epimerization of the uronic acid residues in heparin and HS have important conformational 

effects on these molecules. Conformational analysis of heparin has shown that while the D-

glucopyranose residues (GlcA, GlcNAc, and their derivatives) are the most stable in the 4C1 

conformation, the L-iduronate residues show high plasticity in their conformational preference 

(39).  The internal iduronates (IdoA or IdoA2S) in the polymer chains exist in equilibrium 

between a number of different conformations, the most predominant being the 1C4 followed by 

the 2SO (40) (Figure 2.3).  This equilibration depends upon the 2-O-sulfate substitution on the 

residues as well as the substitution of adjacent sugars (41).   
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Figure 2.3 Most predominant solution conformations of IdoA. 

 
Figure 2.4 Heparin dodecasaccharide with IdoA in 1C4 (top) and 2SO (bottom) conformation 
(PDB ID: 1HPN (42)).  The overall length of each dodecasaccharide as well as the number of 
residues per turn (about 4 in this case), remain the same with change in conformation of IdoA.  
 
 

The overall conformation of the polymer backbone, however, remains unchanged with the 1C4-

2SO inter-conversion (Figure 2.4) (42).  NMR studies have also revealed that in solution, 
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unbound heparin exhibits similar Ψ and ϕ glycosidic conformations, regardless of the sulfation 

pattern (43).  

Oligosaccharides obtained as a product of lyase cleavage from intact heparin also contain 

a non-reducing Δ4,5-unsaturated uronic acid (ΔUA) residue, which may or may not be 2-O-

sulfated.  ΔUA exist in equilibrium between the 1H2 and 2H1 solution conformations, with 1H2 

being the more predominant form (44). 

 

Binding Properties of Protein-Heparin Complexes 

Numerous (>100) protein-GAG interactions have been demonstrated in literature. The 

importance of these interactions in various biological processes has stimulated further 

investigation of the details of these interactions.  The available co-crystal complexes of heparin 

fragments and heparin binding proteins elucidate the conformational preference of iduronate 

residues when bound to proteins. In general, the preferred conformation varies between various 

proteins in a site-specific manner, with the bound IdoA2S residue adopting the 2SO conformation 

with annexin V (45), 1C4 conformation for one iduronate and 2SO for the other in the heparin 

pentasaccharide bound to bFGF (46), and a mixed conformation (either 1C4 or 2SO), between the 

several heparin fragments bound to the viral capsid of with the foot and mouth virus (47). This 

suggests that the binding of heparin to proteins may induce conformational changes in the 

iduronate residues for an enhanced binding mode and higher affinity. The conformation of the 

glucosamine residues and its derivatives remained unaltered. 

Strong ionic interactions play an important role in GAG binding proteins. The common 

feature in most GAG binding sites is the presence of basic amino acids, lysine, arginine and to 

some extent histidine, (48) which facilitate interactions with the negatively charged sulfate and 
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carboxylate groups on GAGs. These positive residues often form clusters on the surface of the 

protein.  The negatively charged sulfate and carboxylate groups on GAGs interact with basic side 

chains of arginine and lysine, and histidine (48).  Arginine shows higher number of possible 

hydrogen bonds, through the guanidino group in its side chain, than lysine, and the affinity of 

binding sites is generally defined by the ratio of these two residues (49).  Clusters of basic amino 

acids on the surface of proteins are either linear motifs on the protein chain, or are brought 

together by protein folding to create the binding site (50, 51).  An analysis of the binding sites of 

several heparin-binding proteins has shown the sequences XBBXBX or XBBBXXBB, where B 

is a basic amino acid (Arg or Lys), and X is any other residue, to be the consensus binding 

sequence (52). 

In addition to electrostatic interactions, van der Waals (VDW) forces, hydrogen bonding, 

and hydrophobic interactions with the carbohydrate backbone also plays a role in protein-GAG 

interactions (46, 53). 

 

Effect of pH on Protein-Glycosaminoglycan Interactions 

Certain protein-GAG interactions can be altered or regulated by changes in pH.  This is 

especially true for proteins that contain histidine residues close to the GAG binding sites. 

Histidine side chains have a pKa of ~6 (54) and thus get protonated when the pH falls to 6 or 

lower.  Protonation increases the positive charge at the GAG binding interface, augmenting the 

ionic interactions between the protein and GAG chains (55).  The significance of this pH 

dependent functional regulation has been observed in several instances of GAG binding proteins. 

GAGs are involved in the formation of protein aggregates associated with 

neurodegenerative diseases and Alzheimer’s disease (56). β-Amyloid peptide, a 40-43 residue 
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long peptide derived from the amyloid precursor protein (57), is a component of the senile 

plaques associated with the etiology of Alzheimer’s disease. The peptide associates with various 

sulfated GAGs: heparin, heparin sulfate, dermatan sulfate and chondroitin sulfate, but does not 

bind non sulfated GAGs (58). Using heparin affinity chromatography, it has been determined 

that the maximum binding between the peptide and GAGs occurs below pH 7.0 and very little 

binding is observed above pH 8.0. To test the specificity of interaction, the heparin-binding motif 

Val-His-His-Gln-Lys-Leu at residues 12-17, was mutated to Val-Ser-Ser-Gln-Lys-Leu. Mutant 

peptides did not bind the heparin column at pH 4.0 or pH 8.0, indicating that protonated histidine 

residues are essential for β-Amyloid peptide and glycosaminoglycan interaction (58).  

In contrast to promoting aggregation, some studies have demonstrate that sulfated GAGs 

can prevent heat-induced aggregation of certain proteins such as Antithrombin III, RNase A, β-

Lactoglubulin and bovine serum albumin (BSA) (59–62). The prevention of heat induced 

aggregation of BSA by dermatan sulfate has been found to be pH sensitive (63). Dextran sulfate 

suppresses BSA aggregation at acidic pH of 5.1 and 6.2, however aggregation is observed at pH 

7.5 (62). The intermediate state of denatured BSA forms a complex with dextran sulfate 

preventing further oligomerization. 

Mast cell proteases are released by the mast cells as part of the innate immune response. 

These proteases, classified as tryptases, chymases and carboxypeptidases, are stored in 

biologically active form inside the secretory granules of mast cells at pH of 5.5 (64).  Storage of 

tryptases in the mast cell granules involves interaction of the protein with the negatively charged, 

heparin-containing, serglycin proteoglycans (65).  Human β−tryptase is stabilized by heparin at 

acidic pH, but dissociation from heparin leads to inactivation of the enzyme at neutral pH (66).  

Mouse MCP-7 storage also involves interaction of the positively charged side chains of 
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histidines (67), and the dissociation of the protein from the proteoglycan upon exocytosis from 

the mast cells into a neutral pH environment indicates that mMCP-7-heparin binding is 

weakened when histidine side chains are deprotonated (68).  

The histidine rich region of the Histidine-rich glycoprotein (HRG or HRGP), is thought 

to act as a pH sensor and Zn2+ detector, helping regulate HRG activity. When the local pH drops, 

the histidine rich regions become highly positively charged, and in turn bind strongly to cell 

surface GAGs.  This binding helps co-localize other ligands of HRG such as plasminogen and is 

thought to help displace other GAG-binding proteins such as Antithrombin.  

pH-dependence of glycosaminoglycan binding to proteins appears to be a prevalent 

physiological phenomenon.  The importance of the role of pH for these interactions can be 

understood in terms of the functional role of GAGs.  GAGs are principally involved in cell 

adhesion, immobilization of proteins and maintenance of protein concentration gradient in 

regions of inflammation.  Many signaling molecules such cytokines and chemokines bind to 

GAGs and initiate a series of signaling events.  In conditions such as hypoxia and ischemia, 

when the pH of the affected tissue drops, this pH dependent binding likely acts as a sensor and 

initiates recovery measures. Additionally, chemokine-GAG interaction at site of inflammation, 

may be influenced by changes in pH (69).  

 

Developments in Molecular Modeling of GAGs and Protein-GAG Interactions 

Protein-glycosaminoglycan complexes are often refractory to crystallization, and as a 

consequence limited structural data is available for these interactions.  This necessitates a use of 

alternative approaches for characterization of their 3D complexes, such as computational 

modeling.  However, the presence of high negative charge density, structural heterogeneity, and 
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high conformational flexibility of GAGs, as well as the lack of well defined binding pockets on 

the surface of many GAG-binding proteins, make molecular modeling of GAGs and their 

interactions challenging (55, 70, 71). 

 A number of computational modeling studies have been attempted, and been reasonably 

successful, for modeling the binding of GAGs on protein surfaces.  Prediction of the GAG 

binding sites have been made using the GRID algorithm (72), that probes protein surfaces to 

locate the most favorable binding positions for sulfate groups.  This technique helps narrow 

down the general GAG binding site, and subsequent docking analysis may be performed to find 

the most optimal GAG binding pose.  The technique has been used for studying the binding of 

heparin to aFGF, bFGF, Antithrombin and IL8 (73).   

Molecular docking studies on several heparin binding proteins have been performed 

using a variety of docking software such as the AutoDock suite of docking programs (74–76), 

GOLD (77), Glide (78), and DOCK (79).  The docking method can first be validated by 

predicting the heparin binding location on proteins, with known heparin binding sites, and then 

employed for making predictions for proteins where the binding site is not previously known, as 

was done in the case of IL8 (73).  In the case of bFGF and FGFR1, the docking results were 

compared to experimental site-directed mutagenesis and biochemical cross-linking data (80).  

Docking has also been used to predict the binding of heparin to SDF -1α (81), MIP-1α (82), 

endostatin (83), PECAM-1 (84, 85), and endo-β-glucuronidase (86). 

A novel combinatorial virtual screening approach was utilized for identifying high-

specificity heparin/HS sequences that bind Antithrombin (87), using GOLD (77). A rigid 

docking approach for the glycosidic linkages, combined with flexible substituents at the 2-, 3-, 

and 6- positions, and conformational variability for IdoA residues was utilized.  The filtering 
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strategy identified 10 heparin hexasaccharide sequences, from the 6859 that were screened, as 

high specificity binders. 9 of these bound in the known heparin pentasaccharide binding 

orientation, while one bound in a unique geometry and orientation.   

Molecular dynamics (MD) simulations of protein-GAG complexes have only recently 

become more popular.  This could be in part due to availability of better parameters for 

simulating GAGs better computational resources for carrying out simulations at relevant time 

scales, as well as an overall heightened interest in the field.  In the past, MD simulations of 

heparin oligosaccharides in solution were carried out to determine the conformation of heparin in 

solution (88), and to explore the flexibility of IdoA residues and glycosidic linkages (89).  

Recently, several studies have combined molecular docking with MD simulations for studying 

the dynamics of protein-GAG interactions. These include the study of heparin binding to 

PECAM-1 and annexin A2 (90), modeling the interaction of HS to CXCL12α (91), binding of 

hyaluronan, CS, and DS to IL8 (92), and investigation of differences in binding of variably 

sulfated heparin fragments to CCL5 (69), to name a few.  Binding free energy calculations using 

the MM-GBSA/PBSA methods, to investigate the nature of binding of certain GAG fragments to 

proteins, have also been reported (69, 90).  
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CHAPTER 3  

MOLECULAR MODELING METHODS 

 

Molecular modeling comprises of a variety of theoretical and computational techniques 

employed to mimic the behavior of molecules.  These techniques are frequently utilized in the 

fields of computational chemistry, computational biology, and drug design, to study systems 

ranging in size from small compounds, consisting of a few atoms, to large multimeric 

biomolecules, consisting of thousands of atoms. This includes prediction of the binding 

orientations between molecules, their binding affinities, as well as the prediction of molecular 

motions inherent to their structure-function relationships.   

An atomistic level description of molecular systems and the forces between the atoms is a 

general requirement for most modeling techniques.  However, depending upon the motivation, 

and the application, the level of detail employed for the modeling may vary.  While quantum 

mechanics (QM) explicitly models the electronic environment of each atom with detailed 

mathematical formulations, the computational expense associated with these calculations limits 

its applicability to systems with only a small number of atoms.  Molecular mechanics (MM), on 

the other hand, uses classical mechanics to model systems defined in terms of simplified atomic 

models, therefore permitting the study of larger, more complex systems. In conjunction with 

basic Newtonian physics, molecular mechanics has been employed for performing molecular 

dynamics (MD) simulations of biomolecules (93–95), for predicting molecular motions on 

timescales relevant for elucidating their conformational behavior and generating structure-
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function relationships.  Molecular docking is another commonly used molecular modeling 

technique that is employed to predict the preferred binding orientation and affinity between two 

molecules.  

 

Force field 

Classical mechanics force fields are a mathematical formulation that describes the potential 

energy V of a system of atoms, and includes the parameter that define all the predefined values to 

be used with the formula to quantify the energy of the system.  

The force field equation or the potential energy function is usually formulated as a 

summation of the bonded and non-bonded interactions. Equation 3.1 represents the form adopted 

by the AMBER/GLYCAM (96, 97) family of force fields. 
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The equation represents a pair-wise summation over all the atomic interactions in the system. 

The bonds, angles, and dihedral angles, between two, three, and four, covalently attached atoms, 

represent the bonded interactions. The non-bonded terms are comprised of the vdW and 

electrostatic interactions. 

Bonds and angle terms are modeled using simple harmonic functions, such as Hooke’s 

law.  The vdW interactions between two atoms represent the repulsive and attractive forces 
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between them, and are often modeled using the Lennard-Jones 12-6 potential. Electrostatic 

effects that represent the interactions between positive and negative charges (or dipoles) are 

commonly modeled with Coulomb’s law using partial charges assigned to the atoms. However, 

other force fields that implement charge polarizability utilize more complex methodologies (98). 

The covalent 1-4 interactions represented by the dihedral angle terms, are generally included at 

the last stages of force field parameterization.  This is done because ideally the other terms 

should be enough to reasonably compute the total potential energy of the system. However, due 

to the approximations made during the calculations of all the other terms, there may be some 

non-classical contributions with respect to torsional rotation. Thus, the dihedral angle term 

represents a quantum correction to the potential energy.  

Force field parameterization is often validated by comparing the results from MD 

simulations to experimentally analogous data to assess the accuracy of the force field.  This is an 

important step, because some parameters may need to be subsequently adjusted in order to 

reproduce experimental results.  This validation is crucial for confirming the applicability of the 

force field to accurately predict molecular motion. 

 

Molecular Dynamics Simulations 

General Theory 

The atomic models employed in classical mechanics MD simulations ignore electronic details 

and instead consider each atom to be a single particle with a fixed point-charge and a van der 

Waals (vdW) radius.  Bonded interactions are modeled as “springs”, and Newton’s equations of 

motion are utilized to calculate the motions (trajectory) of a set of atoms, given initial starting 
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conditions of the system.  The motion of the atoms is a time-dependent phenomenon, measured 

in discrete time intervals or steps (Δt).   

A commonly employed numerical method used to integrate Newton’s equations of 

motion over time (that is, to calculate the trajectories of the system under study) is the Verlet 

algorithm (99), given in Equation 3.2.  

    x(t+Δt) = 2x(t) - x(t-Δt) + a(t) Δt2        (3.2) 

According to Equation 3.2, an atom’s future position, x(t+Δt), can be predicted based on its 

current x(t) and previous x(t-Δt) positions and current acceleration, a(t).  While, during a 

simulation, the previous and current positions are known, the current acceleration must be 

calculated.  

Newton’s second law (Equation 3.3) relates the motion of an object to any external force 

acting upon it. 

     F = ma         (3.3) 

Thus, if the force acting upon a particle is known, the acceleration of the particle can be 

calculated.  Force can also be calculated as the gradient of the potential energy (Equation 3.4).  

The change in potential (𝜕𝑉) as a function of a change in atomic position (𝜕𝑥) can be readily 

generated from the force field, thus allowing the use of potential energy V to calculate the force, 

and in turn, the acceleration.   

 

𝐹 =   −𝜕𝑉/𝜕𝑥               (3.4) 

 

During an MD simulation, the motion is thus propagated through the evaluation of the 

potential energy of every atom, via the force field equation, and derivation of the acceleration so 
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as to calculate the position of every atom at each time step Δt using the knowledge of the current 

and previous positions.  Since, at the beginning of a simulation, the system is static, the initial 

velocities are assigned randomly based on a Maxwell-Boltzmann distribution appropriate to the 

system temperature.   

 

MD simulation setup and general protocol 

The starting 3D structure for an MD simulation may be obtained from an experimentally 

determined structure, a theoretical model, or a combination of the two. Depending on the 

information required from the MD simulation, molecules may be simulated in vacuo or in the 

presence of a solvent. Typically, for biomolecular simulations, interactions with the solvent 

provide a more biologically relevant environment. Solvent effects can be modeled either by 

employing the implicit solvent formulation that approximates the bulk solvent as a continuum, or 

employing explicit solvent models that utilize discrete water molecules.  Implicit solvent 

schemes lack the ability to model discrete solute-solvent, and hydrogen bonding interactions that 

are important to mediate certain inter-molecular interactions.  Explicit water models are more 

accurate at modeling the solvent effect, and are more commonly employed.  Some of the popular 

water models are TIP3P (100), TIP4P (100), and TIP5P (101).  

 Energy minimization is typically performed before MD simulation, to eliminate large 

interatomic forces from steric clashes and unrealistic geometries in the starting structure.  The 

energy minimization step usually finds the best nearby conformation, while reducing the net 

forces on the atoms in the molecule. Steepest descent (102) and conjugate gradient (103) are two 

popular energy minimization algorithms. While steepest descent minimization reduces energy in 

the direction of the steepest slope on the potential energy surface, with step sizes proportional to 
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the magnitude of the slope, conjugate gradient performs calculations in perpendicular directions 

to ensure better refinement towards the energy minima.  To decrease computational expense, 

conjugate gradient minimization is performed after steepest descent. 

Energy minimization is followed by steps that equilibrate the temperature and pressure of 

the system before data is collected from the MD simulation for analysis.  MD simulations of 

biomolecules are often performed with a time step of 1-2 fs, and the positions, velocities, and 

energies of the system are collected at regular intervals. 

 

Molecular Docking 

Molecular docking is a computational method used to predict the binding orientation of one 

molecule to another, to form a stable complex.  The smaller molecule is referred to as the ligand, 

and the larger molecule the receptor or target.  This technique is frequently used for finding the 

binding modes of small molecules to proteins, such as in rational drug design (104), but methods 

to predict binding of two or more larger molecules, such as protein-protein docking have also 

been developed (105).  

Before performing docking, target and ligand molecules need to be selected, their 3D 

structures obtained from available structure databases or modeled theoretically, and molecular 

files prepared according to the specifications of the docking software.  These are given as input, 

and the results are analyzed to determine the highest scoring pose.  Docking may be performed 

with the ligand or receptor maintained as a rigid molecule or allowed to be flexible.  Rigid 

docking is faster, but flexible docking allows for a better fit in cases where the provided structure 

may not be in optimal conformation for binding.  Typically, a search space is defined on the 

receptor surface to limit the potential interaction area, and minimize computation time.  This is 
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usually done based on some experimental knowledge about residues that may be directly 

involved in binding, or information about putative binding sites based on similar macromolecular 

interactions.  If no information is available about the interaction, “blind” docking may be 

performed, wherein the entire surface of the receptor may be specified as the potential binding 

area.  Blind docking is slow and may be less accurate at identifying the correct binding mode.      

Docking procedures make use of a search algorithm that explores the state variables: 

position, orientation, and conformation (in case of flexible-ligand docking) of the ligand with 

respect to the receptor, to find an optimal solution. Search procedures (106) may be systematic, 

where the search space is sampled at regular intervals in a deterministic fashion, or stochastic, 

where random changes to the state variables are made till the termination criterion is met.  The 

candidate binding poses for the ligands are scored using a scoring function. The scoring 

functions may be empirical, force field based, or knowledge based.  
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CHAPTER 4  

EXTENSION AND VALIDATION OF THE GLYCAM FORCE FIELD PARAMETERS 

FOR MODELING GLYCOSAMINOGLYCANS1 
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Introduction 

Glycosaminoglycans (GAGs) are linear polysaccharide, generally found covalently attached to 

proteins, forming a protein-class called proteoglycans that are widely present on the plasma 

membrane, in the extracellular matrix, and in secretory granules of all animal cells (5).  GAGs 

can be classified into 5 main categories based on the unique composition of the polysaccharide: 

hyaluronan (HA), heparin/heparan sulfate (HS), chondroitin sulfate (CS), dermatan sulfate (DS), 

and keratan sulfate (KS).  The polysaccharides are typically composed of repeating units of a 

hexosamine-uronic acid disaccharide.  The hexosamine may be an N-sulfated or an N-acetylated 

glucosamine (HS, HS and KS) or galactosamine (CA and DS), variably O-sulfated at the 3, 4 

and/or 6 positions.  The uronic acid may be a glucuronic acid or an iduronic acid formed as a 

result of enzymatic epimerization of a glucuronic acid at the C-5 position.  These uronic acid 

moieties may also be 2-O-sulfated.  KS lacks uronic acids and instead contains variably sulfated 

galactose residues and while most GAGs have a heterogeneous pattern of sulfation, hyaluronan 

is unsulfated GAG (4).  GAG-protein interactions are critical in biological processes such as cell 

adhesion, anticoagulation, regulation of cell growth and proliferation, immobilization of proteins, 

maintenance of protein concentration gradient in regions of inflammation, viral invasion and 

tumor metastasis (4, 6–11).  Each tissue produces a distinctive repertoire of GAGs that interact 

with proteins in a tissue specific manner. Most GAG binding proteins interact with heparin (11), 

because due to structural similarity, it mimics the interaction of these proteins with the widely 

abundant cell surface HS chains.  

GAG sulfation patterns have been demonstrated to modulate biological function, for 

example in the cases of heparan sulfate in growth factor activation and cellular defense (6, 107), 

chondroitin sulfate growth factor recognition (108), and synthetic heparin/heparan sulfate in 
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anticoagulant activity (109).  Differences in the sulfation pattern also alter the mode of 

interaction of heparin oligosaccharides with proteins, such at CCL5, where they have been 

shown to interact selectively with certain residues depending on the degree and pattern of 

sulfation (69).  This property consequently alters their ability to inhibit the interaction of CCL5 

to its receptor CCR1.  These sulfation patterns, in addition to altering the charge, also impact the 

3-dimensional structure of GAG fragments.  Nuclear magnetic resonance spectroscopy (NMR) 

of GAG fragments has shown that sulfation patterns can alter the ring conformations of non-

reducing terminal Δ4,5-unsaturated uronates (ΔUA) (110–112) and IdoA (40, 113, 114).  

Recently published simulations of HS GAGs have shown that IdoA ring-flipping can have a 

significant impact on the 3D shape of the GAG polymer (115), however, as noted earlier (43), 

not all differences in ring puckering lead to an altered overall shape (42).  

The variable levels and patterns of sulfation make the structural analysis of GAGs a 

challenge.    This often limits experimental characterization of GAG structures to composition-

based analyses of digested fragments of native GAGs.  More detailed analysis, such as by NMR 

or crystallography usually employ short, isolated, or synthetic oligomers, where the sulfation 

patterns are well controlled.  Theoretical methods like molecular dynamics (MD) simulations 

have been widely used (93–95) to augment experimental methods in studying the conformational 

and binding properties of biomolecules, and the development of an accurate force field is key to 

the accuracy of these simulations.  Molecular simulations, employing a consistent and validated 

force field not only provide a basis for interpreting experimental NMR data, but also enable 

structural analysis of polymers that are either too large for NMR analysis or too complex for 

routine synthetic preparation.  Previously, existing carbohydrate force fields have been 

augmented in an ad hoc manner for examining specific sulfation patterns (116) and only recently 
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have parameters been developed for transferable sulfate moieties (117).  In this work we add two 

key features to the GLYCAM force field to enable accurate MD simulations of sulfated GAG 

sequences with AMBER (118).  The first addition is the creation of a generalizable sulfate 

parameter set to model N- and O-sulfation, including new bond, angle, and torsion terms, as well 

as partial atomic charges, consistent with existing GLYCAM partial atomic charges (97, 119, 

120).  The second is the development of force field parameters for ΔUA residues, which will 

permit simulation of the non-reducing terminal residue, typically resulting from use of bacterial 

heparinase to cleave GAGs.  This unsaturated uronate residue is often present in GAG-protein 

crystal structures and in GAG fragments employed in experimental binding studies. In addition, 

parameters for neutral (NH2) and protonated (NH3
+) glucosamine, and protonated glucuronic and 

iduronic acids have been included. 

To test the performance of the new parameters set, MD simulations were performed on 

variably sulfated GAG disaccharides containing ΔUA residues, and NMR scalar coupling and 

NOE measurements were collected for comparison with the theoretical data. MD and NMR data 

were collected for two synthetic GAG tetrasaccharides, with the aim of confirming the accuracy 

of the MD simulations and examining any influence of sulfation pattern on GAG conformation.  

The analysis presented here demonstrates that the new force field parameters reproduce the 

NMR data for a number of GAG fragments, both with and without terminal ΔUA.  The 

simulations confirm the previous observation (40) that the IdoA ring populates two 

conformations (1C4 63% and 2SO 37%), and surprisingly indicate that the terminal GlcA ring 

does not exclusively adopt the expected 4C1 conformation. 
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Methods  

NMR  

NMR spectroscopy was carried out on a spectrometer operating at 18.8 T for disaccharides, and 

14.0 T for tetrasaccharides, equipped with a Varian Inova console and a 5 mm cryogenically 

cooled probe. 2,2-dimethyl-2-silapentane-5-sulfonate (DSS) was included as an internal 

reference in each sample. NMR samples consisted of 0.5 mg of disaccharide in 100% D2O 

buffer containing 20 mM sodium phosphate and 1 mM DSS, pH 6.5. The sample was shimmed 

to a DSS linewidth < 1 Hz.  Proton resonances were assigned using a standard COSY experiment 

(Varian ChemPack), processed with NMRpipe (121) and assigned in Sparky (122). 3J-coupling 

measurements were made from a 1D proton experiment with presaturation to suppress signal due 

to any residual H2O, collected with a spectral width of 9000 Hz and 32k points, processed and 

analyzed in MestReNova. 

NOEs were measured using a standard 2D NOESY experiment (Varian ChemPack) with 

a mixing time of 0.4 s, 512 increments and 9000 points for disaccharides, and 0.3 s, 512 

increments and 6000 points for tetrasaccharides, processed with NMRpipe. NOE peaks were 

integrated in NMRViewJ (123) and the distance was calibrated using the distance from the MD 

simulations between either the H1B and H2B or H2B and H3B protons on the disaccharide 

reducing terminal residue (residue B) for 1-5.  Tetrasaccharides, 6 and 7, were calibrated using 

the distance from the MD simulations between H1 and H5 protons on glucuronate (residue C). 

 

Calculation of Theoretical NMR properties 

Theoretical nuclear Overhauser effects (NOEs) were calculated using the Isolated Spin-Pair 

Approximation (124), in which NOE intensity is assumed to be proportional to 1/R6, where R is 
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the distance between the two spin pairs.  Three-bond proton-proton scalar couplings (3JHH) were 

calculated using Karplus-like equation developed by Haasnoot et al. (125) using the 

electronegativity values identified by Altona et al. (126) (Equation S4.1 & Table S4.3). Where 

relevant, experimental 3JHH-couplings were decomposed into populations by least-squares fitting 

of the contributions from theoretical J-values computed for each individual state (127).  

 

Molecular mechanics (MM) calculations  

The SANDER program from the AMBER11 software package was used to compute the MM 

energies associated with the parameter development.  None of the 1-4 non-bonded interactions 

were scaled, and torsions were restrained at their desired values with a restraint weight of 5000 

kcal/mol•rad2.  A 12Å cut-off for non-bonded interactions was applied.  

 

Molecular Dynamics Simulations 

Initial structures for performing the MD simulations of the methyl glycosides for ensemble-

averaged charge calculation were obtained from QM optimized models. Solutes were solvated 

with explicit TIP3P waters (100) with at least 12 Å buffer between the glycan solute and each 

edge of the solvated cubic box, using the LEaP module  of AMER12 (118).  Counter-ions were 

used to neutralize the net charge of each system.  Energy minimization was performed under 

nVT conditions (500 steps steepest descent, followed by 24500 steps of conjugate-gradient 

minimization).  Each system was then heated under nPT conditions for 50 ps, raising the 

temperature from 0 to 300 K, followed by 100 ps of equilibration while the temperature was 

maintained at 300 K.  All simulations used periodic boundary condition where the pressure was 

maintained at 1.0 atm, the external dielectric was set to 1.0, and the system compressibility was 
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set to that of water.  The Berendsen thermostat (128) was used for all temperature controls and 

the SHAKE algorithm (129) was used to constrain bonds with hydrogens, allowing a 2 fs 

timestep to be used.  Non-bonded scaling factors were set to unity, and a 10.0 Å non-bonded cut-

off was employed in all steps.  Minimization and equilibration were performed using the 

PMEMD (130) implementation for CPU, in AMBER12.  Subsequently, production simulations 

were performed with the PMEMD-Cuda (130) implementation for GPUs.   

The simulations of heparin disaccharides 1-5, and tetrasaccharide 6 and 7 were performed 

using a similar protocol, except for the minimization steps.  The first minimization step was 

performed in Generalized Born implicit solvent (131) with an infinite non-bonded cutoff, prior to 

addition of counter-ions and explicit solvent. A second minimization step was performed after 

each system was explicitly solvated and neutralized.  

 

Quantum mechanics (QM) calculations 

All QM calculations were performed using the Gaussian 09 (132) software package.  

 

Parameter development (partial charges) 

Partial atomic charges were derived from the restrained electrostatic potential (RESP) charge 

fitting methodology (133).  The ESPs for the small molecules employed in parameter 

development were computed from the lowest energy conformational state, at the HF/cc-pVTZ 

level of theory with a RESP weight of 0.0005.  For anionic monosaccharides, ESPs were 

computed with diffuse functions at the HF/6-31++G**//HF/6-31++G** level, whereas for 

neutral and cationic monosaccharides, calculations were performed at the HF/6-31G*//HF/6-
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31G* level, in each case a RESP weight of 0.01 was employed in order to be compatible with 

GLYCAM06.   

Charge models for N- and O-sulfates; glucosamine; and ΔUA were developed using the 

standard GLYCAM ensemble-averaged charge method (119).  The charges were developed for 

sulfates using 4-O- and 6-O-sulfated β-D-GalNAc, and both anomers of N-sulfated α- and β-D-

glucosamine (D-GlcNS), using initial glycan geometries extracted from co-crystallized protein-

sugar complexes.  For the ensemble-averaged charge calculation, an initial QM optimized 

structure was used to derive single point RESP charges, and employed for 10 to 50ns of MD 

simulations, as required, for adequate sampling of exocyclic rotamers.  From the simulations, 

one hundred evenly-spaced snapshots were extracted, as a representative ensemble of the 3D 

structures.  Each of these geometries was subjected to QM-optimization with all torsion angles 

frozen in their MD-conformation. RESP charges were calculated for each frame and averaged to 

get the ensemble-averaged charge set for each particular molecule.   

The computed charges for the sulfate moieties (SO3
-) in both N- and O-sulfates were 

within statistical variance of each other, allowing the creation of an interchangeable sulfate 

residue. Examination of the sulfated sugars revealed similar atomic charges on the sulfated and 

non-sulfated atoms in GLYCAM06 (97).  The most significant deviation between them was 

associated with O or N atom at the point of sulfate attachment.  Consequently, for transferability, 

the charge on the linking heteroatom was adjusted as necessary to achieve a net integer charge on 

each sulfated sugar (Table S4.4).   

Charges for protonated α- and β-D-glucosamine (GlcNH3
+) were similarly developed, 

and found to significantly vary from the GLYCAM charges for α- and β-glucose and N-acetyl-

glucosamine, particularly for the ring carbon atoms (Table S4.4).  This variation suggests that 
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such analogs require unique charge sets for each monosaccharide, which is not surprising, as the 

positively charged site is directly adjacent to the sugar ring. 

Charges for the ΔUA monomers were obtained from by averaging the charges for each of 

the low-energy half-chair states, 1H2 and 2H1, (Figure 4.1a and Table S4.4). 

 

 

Figure 4.1 a. Δ4,5-unsaturated uronate ring conformations with the torsion angle ranges 
typically associated with H1-C1-C2-H2 and H2-C2-C3-H3 atomic sequences.  b. The atom names 
(left) and atom types (right), employed in GLYCAM for Δ4,5-unsaturated uronates. 
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Parameter development (atom, bond, angle, and torsion parameters) 

The GLYCAM06 force field for carbohydrates (97) and lipids (120) was adapted to include new 

terms required to model the double bonds found in unsaturated uronic acids.  The only new atom 

type added in this work was the sulfate sulfur (S) atom, for which the van der Waals parameters 

were transferred from the sulfate atom type (S1) found in parm99 (96). All valence and torsion 

terms were developed using the hierarchical development procedure outlined in two prior 

GLYCAM06 publications (97, 120), wherein bond terms are developed first, followed by angle, 

and torsion terms (Table S4.1 and Table S4.2).  Small molecules were selected for parameter 

development, such that, each contained as few new terms as possible while maintaining an 

electronic environment relevant to the carbohydrate (97).  Equilibrium values for bonds and 

angles were obtained from the averages of crystal structures found in the Cambridge Structural 

Database (134) with molecule IDs HEMKEP, KOCOJ, SRHXGU, MIZFUX, GUVFOS, 

GUVFEI, GUVFAE & ZULPIF (Table S4.1), force constants were derived by fitting to QM data 

computed at the B3LYP/6-31++g(2d,2p)//HF/6-31++g(2d,2p) level. 

Torsion potentials were generated for the relevant bonds in the molecules found in Table 

S4.2.  Rotations were sampled in 30° increments with the exception of terms describing double 

bond rotations, in which only 0, 90 and 180° orientation were used to characterize the cis/trans 

relative energies and the barrier height between them.  All torsion terms were developed without 

the use of a phase shift adjustment.  Exocyclic torsion terms were developed using 

tetrahydropyran or its unsaturated analog of ΔUA.  In the case of N-sulfate parameters, planarity 

of the nitrogen atom was maintained during the QM torsion rotation to reflect solution 

conformations of an sp2-hybridized nitrogen.   
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In the development of the torsion terms associated with the unsaturated bond, a better fit 

to experimentally observed rotamer preferences required the use of a higher level of QM theory 

(second order Moller-Plesset, MP2) during geometry optimization.  This was the case for 

rotation about the central Cg-Os bond in the Os-Cg-Os-Ck sequence (Figure 4.1b), where the 

terminal Os-Cg bond did not favor the experimentally observed rotamers at the HF-level.  This 

behavior was corrected by performing geometry optimizations at the MP2 level.  The need for a 

higher QM level that includes electron correlation may reflect the presence of hyperconjugation 

between the oxygen atoms (Os) and the unsaturated carbon center (Ck).   Having observed a 

dependence of rotamer preference on level of QM theory for this term, all other terms were re-

examined, and found not to show any notable dependence on the QM level.  The energy 

contributions to the barrier for cis/trans rotation in double bonds was distributed equally between 

heavy and light atom terms, Cg-Ck-Ck-C and Ha-Ck-Ck-C, avoiding the need for improper 

torsions (120).   

 

Tuning torsion terms to reproduce solution populations for Δ4,5-unsaturated uronates  

 

Figure 4.2  Schematic structures of GAG disaccharides (1 and 2), ΔUA monosaccharide labeled 
A, and glucosamine residue B. 
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MD simulations (100 ns) with the preliminary parameters were collected for disaccharides 1 and 

2 (Figure 4.2), which contain ΔUA residues.  An analysis of the populations of the 1H2 and 2H1 

ring states (1H2:2H1 = 70:30 and 35:65, respectively) showed poor agreement with the NMR-

derived populations, 40:60 and 69:31, respectively.  As the partial atomic charges in the ΔUA 

residue had been derived under the assumption of an equal population of half-chair states, this 

appeared to be a potential source of error.  However, the populations from MD simulations, in 

which the contribution of the partial charges from each half-chair was varied from 0% 1H2 to 

100% 1H2, were relatively insensitive to the atomic charges.  

 

Table 4.1  NMR J-couplings and ring state populations for the ΔUA residue in 1 and 2. 

 1 2 
3J-couplinga 
(Hz) NMR Optimized 

Theoretical NMR Optimized 
Theoretical 

H1-C1-C2-H2 5.5 4.6 3.4 3.4 
H2-C2-C3-H3 4.9 5.0 2.8 3.4 
H3-C3-C4-H4 3.8 3.4 4.4 4.4 
Pop.  
(1H2 : 2H1) 

40:60 42:58 69:31 67:33 

NOE's (Å)     
H1

A-H3
B 3.0 4.2 3.1 4.4 

H1
A-H5

B - 3.9 2.8 3.9 
aJ-couplings for H1-H2, H2-H3, and H3-H4 in the 1H2 ring form are 1.7, 1.2, and 5.8 Hz; 
whereas for the 2H1 form the couplings are 6.7, 7.8, and 1.6 Hz. The J-values were independent 
of the anomeric configuration (α or β) at the reducing terminus. 
 

Subsequently, the ring torsion terms (Oh-Cg-Cg-Ck, 1; Os-Cg-Cg-Ck, 2) were iteratively 

adjusted so as to obtain optimal agreement with the NMR populations.  MD simulations with the 

optimized torsion terms, yielded average population ratios for 1 and 2 of 42:58 and 67:33 

(1H2:2H1), respectively, that were then in good agreement with experimental values (Table 4.1).  

All subsequent simulations employed these parameters 
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Results and Discussion 

Conformational analysis of Δ4,5-unsaturated uronate disaccharides (3-5) 

GAG disaccharides 3-5 (Figure 4.3) were analyzed using NMR and MD simulations, to validate 

ring conformational populations and glycosidic linkage geometry profiles obtained using the new 

parameters. Ring conformations and populations were determined from homonuclear 3JHH-

couplings, while NOEs were collected to characterize the global 3D shape of these GAG 

fragments. 

 

 

Figure 4.3  Schematic structures of GAG disaccharides (3-5).   

 

Ring state populations for the ΔUA residue from MD simulations showed a preference 

for the 1H2 state in all cases, consistent with the populations derived from NMR J-couplings 

(Table 4.2). Conformational analysis of the 3J-couplings for the GlcNx residues (data not 

shown) was consistent with the 4C1 conformation exclusively.   

NMR characterization of the glycosidic linkages was provided by an analysis of H1A-H3B 

and H1A-H5B proton-proton NOE contacts observed for trans-glycosidic interactions. 

Comparison of the theoretical and NMR derived NOE distances for these protons shows 

agreement within 0.6 Å in 4 and 5 (Table 4.2). 
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Table 4.2  Experimental observables for residue A of the ΔUA containing disaccharides 3-5. 

Residue A 3 4 5 
3J-couplinga (Hz) NMR Theoretical NMR Theoretical NMR Theoretical 

H1-H2 3.4 2.7 3.0 2.7 3.7 2.9 
H2-H3 - 2.5 2.5 2.5 2.8 2.8 

H3-H4 4.7 5.0 4.7 5.0 4.4 4.8 
Pop.  
(1H2 : 2H1) 

70:30 80:20 76:24 80:20 67:33 76:24 

NOE's (Å)       
H1A-H3B - 3.5 2.7 3.3 2.4 2.9 

H1A-H5B - 3.5 3.1 3.6 - 3.3 
aJ-couplings for H1-H2, H2-H3, and H3-H4 in the 1H2 ring form are 1.7, 1.2, and 5.8 Hz; 
whereas for the 2H1 form the couplings are 6.7, 7.8, and 1.6 Hz. The J-values were independent 
of the anomeric configuration (α or β) at the reducing terminus. 
 

 

Figure 4.4  MD solution relative free energies for glycosidic rotamers based on Boltzmann 
weighted populations at 300K.  Most regions are not sampled (red colors) and have >4 kcal/mol 
relative energy.  All models show a similar global minimum around 50° and 0° for φ and ψ, 
respectively. 
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The φ, ψ population distribution heat maps presented in Figure 4.4 show the global 

minimum from the MD simulations around is approximately φ = 50°, ψ = 0° for all the linkages.  

Each disaccharide also shows a second stable anti-ψ state near φ = 50°, ψ = 180°. 

 

Conformational analysis of heparin tetrasaccharides 

The conformational properties of two synthetic GAG tetrasaccharides, differing only in the 

presence (7) or absence (6) of N-sulfation (Figure 4.5) were characterized by NMR. To 

deconvolute the NMR data, MD simulations were performed on 6 and 7 for each of the three 

common IdoA ring conformations (1C4, 2SO and 4C1) in each tetrasaccharide.  

 

 

Figure 4.5  Schematic structures of GAG tetrasaccharides (6 and 7).  Labels C-F are used to 
identify the monosaccharide residues. 
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Ring Conformational Analysis 

During the 1 µs MD simulations, residues C, D, and F each populated only the 4C1 ring 

conformation, and back calculation of the J-couplings led to agreements with the experimental 

values within 0.5 Hz for D and F (Table 4.3). However, the theoretical H1-H2 J-values for the 

terminal C residue (9.8 Hz) in both 6 and 7 were larger than those observed experimentally by 

almost 2 Hz.  Given the otherwise close agreements, this suggests that the MD simulation may 

not have detected all of the conformations adopted by the C-rings, despite the relatively long 

simulation time.  In the 4C1 conformation, protons H1 and H2 in the β-anomer of the GlcA ring 

are anti to each other, leading to a large J-coupling, whereas in the 1C4 conformation they would 

be gauche, leading to minimal coupling, and a mixture of approximately 80% 4C1 and 20% 1C4 

would explain the observed J-value in the C residue.  However, in the absence of further 

experimental data, this is not necessarily a unique solution.  It is notable that, at least in the case 

of a fully sulfated GlcA residue, NMR data indicated that the uronate preferred to adopt the 1C4 

conformation rather than the 4C1 (135). 

Table 4.3  Theoretical and experimental 3J-couplings for 6 and 7. 

  
6  7  

Residue 3J-coupling Theoretical (4C1)a NMR Theoretical (4C1) a NMR 
C H1-H2 9.8 7.9 9.8 7.9 
D H1-H2 3.5 3.6 3.4 3.6 
D H2-H3 10.1 10.6 10.1 10.2 
F H1-H2 3.5 3.6 3.4 3.5 
F H2-H3 10.0 N/A 10.0 10.2 
F H4-H5 10.0 N/A 10.0 9.5 
          
  

1C4 2SO 4C1 NMR 1C4 2SO 4C1 NMR 
E H1-H2 1.7 8.0 9.9 0.9 1.7 7.9 9.9 3.2 
E H2-H3 1.8 10.0 9.7 N/A 1.8 10.0 9.7 5.9 
E H3-H4 2.0 6.6 10.0 N/A 2.0 6.6 10.0 3.7 
E H4-H5 3.4 4.5 4.0 2.4 3.4 4.5 4.0 2.7 

aOnly the 4C1 conformation was sampled during the MD simulations 
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Optimal agreement between the experimental and theoretical J-values for the IdoA 

(residue E) ring structure in 7 was achieved using least square fitting analysis of the 

contributions from multiple ring forms, resulting in a population distribution of 63:37 (1C4: 2SO) 

with no contribution from 4C1.  The absence of the 4C1 state is supported by NMR data for similar 

GAGs (40, 42, 43, 89, 136), which indicate this state to be the least populated of the three, if 

present at all. A search of the Protein Databank (PDB) (137) revealed the 1C4 (73%) and 2SO 

(24%) states to be the dominant forms of IdoA.  For 6, only the 3JH1H2 and 3JH4H5 couplings were 

experimentally observed (0.9 Hz and 2.4 Hz respectively), and both were below the theoretical 

values computed from any of the ring conformations.  Nevertheless, the small value of the 

experimental H1-H2 coupling indicates that there cannot be significant amounts of either the 2SO 

or 4C1 conformations present.   

 

Inter-residue Conformational Analysis 

Table 4.4  Theoretical and experimental inter-ring NOE distances for 6 and 7, measured in Å.   

   
6 

   
7 

  C D Theoretical NMR Theoretical NMR 
H1 H4 2.3 2.8 2.4 2.9 
H1 H61/2 2.9 2.8 2.7 2.8 

D E 1C4 2SO  
 

1C4 2SO  
 H1 H2 4.6 4.8  4.2 4.9 4.8  N/A 

H1 H3 2.4 2.7  2.5 2.5 2.7  2.7 
H1 H4 2.5 2.5  3.3 2.3 2.6  2.7 
H5 H4 3.1 3.2  2.7 3.4 3.2  N/A 

E F 1C4 2SO  
 

1C4 2SO  
 H1 H3 3.2 4.3  N/A 3.1 3.2  2.6 

H1 H4 2.3 2.3  2.7 2.3 2.4  2.6 
H1 H61/2 3.0 3.0  2.7 2.9 2.9  2.7 
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The theoretical inter-proton distances (Table 4.4) showed agreement to within 0.5 Å of the 

NMR-derived values for all but the distance between protons H1 and H4 (0.8 Å) in residues D 

and E of 6. The theoretical distances were very similar between the 1C4 and 2SO conformations 

for the NOEs between residues D and E, and E and F indicating that these IdoA ring 

conformations do not have a significant influence on the overall shape of the tetrasaccharide.  

This has previously been determined to be the case in NMR structures of heparin octasaccharides 

(42).  

To understand the role of N-sulfation on the glycosidic linkages, heat maps were plotted 

for the φ versus ψ values for the three glycosidic linkages in each trajectory (Figure 4.6).  The 

glycosidic linkages between residues E and F showed very similar distributions for both 6 and 7. 

In addition to the observed major conformation (φ ≈ 0° to 60°, ψ ≈ -60° to 60°), this linkage also 

sampled both the anti-exo (φ ≈ -90° to 0°, ψ ≈ -60° to 0°) and the anti-ψ (ψ ≈ -150° to +150°) 

states. Only the simulation of 6 restrained in the 2SO conformation did not sample the anti-ψ state 

for this linkage. The percent distribution of each state is presented in Table 4.5. 

The linkage between residues C and D in both 6 and 7 also showed very similar 

distribution, with an additional sparsely populated anti-φ state (φ ≈ -150° to +150°) for the 1C4 

conformation. This state was also observed in 7 in the 4C1 simulation, but not in 6. Additionally, 

the anti-ψ orientation was missing for 6 in 2SO and anti-φ was missing for 7 in 2SO. Overall, N-

sulfation had little impact on the preferences of the glycosidic linkages, with the possible 

exception of the E-F linkage in 7, where regardless of the conformation of the IdoA ring, there 

appeared to be a modest increase in the population of the anti-ψ conformation (shaded cells in 

Table 4.5). 
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Table 4.5  Percent distribution of the φ versus ψ states sampled by the glycosidic linkages during 
of 6 and 7 during the MD simulations performed with each conformation of IdoA.   

Tetrasaccharide Conformation Linkage Exo Anti-exo Anti-ψ Anti-φ 
6 1C4 C-D 97.6 2.2 0.1 0.1 

  
D-E 99.0 1.0 0.0 0.0 

  
E-F 92.4 2.2 5.4 0.0 

 
2SO C-D 97.2 1.9 0.0 0.9 

  
D-E 99.3 0.7 0.1 0.0 

  
E-F 97.5 2.5 0.0 0.0 

 
4C1 C-D 95.9 2.5 1.7 0.0 

  
D-E 99.3 0.7 0.0 0.0 

  
E-F 94.8 2.1 3.1 0.0 

7 1C4 C-D 87.3 4.1 6.3 2.3 

  
D-E 94.7 5.3 0.0 0.0 

  
E-F 87.9 3.9 8.2 0.0 

 
2SO C-D 95.0 4.5 0.5 0.0 

  
D-E 92.6 0.4 7.1 0.0 

  
E-F 88.1 4.5 7.4 0.0 

 
4C1 C-D 94.8 4.4 0.5 0.2 

  
D-E 98.9 1.1 0.0 0.0 

  
E-F 87.9 3.3 8.8 0.0 

 

 

For the GlcNx (D) and IdoA (E) linkage (Figure 4.6b), each ring shape showed a slightly 

different distribution of glycosidic angles. While the 2SO conformation showed the tightest 

distribution around φ ≈ -50°, ψ ≈ -50°, 1C4 showed a wider spread of the φ angle and 4C1 a wider 

spread of the ψ angle.  Each of the three also showed a sparsely populated distribution around φ 

≈ 40°, ψ ≈ 0°. For the simulation with 2SO conformation, the D-E linkage also sampled the anti-

psi state for both 6 and 7, albeit differing in the percentage distribution.  
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Figure 4.6  Heat maps for φ versus ψ angles for the glycosidic linkages between C-D (a.), D-E 
(b.) and E-F (c.) for 6 and 7.  
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 Conclusions 

A new parameter set for GAGs containing iduronic acid, Δ4,5-unsaturated uronate, sulfate, as 

well as protonated glucuronic and iduronic acids has been added to GLYCAM. The development 

of a transferable sulfate model allows it to be used for multiple attachment points without a need 

for development of separate charge sets. In addition, development of a single model for ΔUA 

that reproduces solution conformations permits more accurate modeling of these residues.   

The performance of the new parameters set was tested by performing MD simulations on 

variably sulfated GAG disaccharides containing ΔUA residues, and two synthetic GAG 

tetrasaccharides.  NMR scalar coupling and NOE measurements were collected for comparison 

with the theoretical data, with the aim of verifying the accuracy of the MD simulations and 

examining any influence of sulfation pattern on GAG conformation.  

Unrestrained simulations of ΔUA on timescales that allowed direct parameterization of 

the ring populations were performed.  Analysis of NMR JHH-couplings showed that the 

conformation populations of the ΔUA ring is largely insensitive to the adjacent sulfation patterns 

and the N-substituent; however, presence (2-5) or absence (1) of 2-O-sulfation on ΔUA altered 

the favored geometry. 

The most notable effect of sulfation, in the case of GAG tetrasaccharides, was observed 

on the ring geometries for IdoA.  Examination of the NMR data showed that tetrasaccharide 6, 

which contained 2-O-sulfated IdoA but no N-sulfated glucosamine residues, exclusively favored 

the 1C4 conformation while 7, which contained two N-sulfated glucosamine residues adjacent to 

the 2-O-sulfated IdoA, sampled a substantial 2SO population (37%).  While the ring flip 

dynamics were not captured by this work, long timescale simulations of IdoA using GLYCAM 

have previously shown experimentally-consistent ring populations (138). The 3JHH-coupling 
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analysis also suggested that the terminal GlcA ring may not exclusively adopt the expected 4C1 

conformation. 

These parameters and related structure files are available for download from the 

GLYCAM website (www.glycam.org) and are included in the new 3D structure building utility, 

the “Glycosaminoglycan Builder”, on GLYCAM-Web (www.glycam.org/gag). 
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CHAPTER 5  

GLYCOSAMINOGLYCAN BUILDER 

 

Introduction 

Carbohydrates or glycans play a vital role in biological systems: storing and providing energy, 

providing structural elements of cell walls, enabling cell-cell recognition through their presence 

on cell surfaces, providing mechanism for host-pathogen interaction, being markers for diseases, 

and sequestering cells for tissue repair, growth, and immune response, to name a few (4).  

Understanding glycan structures, activities, as well as modes of interaction are vital for designing 

modulators for various biological processes that involve interaction with carbohydrates.  

Polysaccharide-protein complexes are often refractory to crystallization, and therefore require 

alternative approaches for the characterization of their 3D complexes.  Computational modeling 

methodologies are widely employed to obtain atomic level understanding of interactions between 

biomolecules; and with the development of more accurate force fields and availability of better 

computational resources, modeling techniques have become more effective and performing 

longer time scale simulations feasible. Several theoretical analyses of protein-carbohydrate 

interactions have recently been shown helpful in supporting or elucidating experimental findings 

such as binding specificities of certain antigens (139, 140) and provide possible structural 

explanation for experimental differences in the inhibitory capabilities of heparin fragments 

towards the chemokine CCL5 and receptor CCR1 binding  (69). 
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A special class of carbohydrates, glycosaminoglycans (GAGs) are linear polysaccharide 

molecules, predominantly found covalently attached to proteins, and typically composed of a 

hexosamine and a uronic acid pair. GAGs play important roles in cell adhesion, hemostasis, 

anticoagulation, regulation of cell growth and proliferation, immobilization of proteins, 

maintenance of protein concentration gradient in regions of inflammation, regulation of enzyme 

activity, lubrication, viral invasion and tumor metastasis (4, 11).  Each tissue produces a 

distinctive repertoire of GAGs that interact with numerous proteins in a tissue specific manner.   

Based on the unique disaccharide composition, GAGs can be divided into 5 classes: 

hyaluronan (HA), heparin/heparan sulfate (HS), chondroitin sulfate (CS), dermatan sulfate (DS), 

and keratan sulfate (KS).  The hexosamine may be an N-sulfated or an N-acetylated glucosamine 

or galactosamine, variably O-sulfated at the 3, 4 and/or 6 positions.  The uronic acid may be a 

glucuronic acid or an iduronic acid, formed as a result of epimerization at the C-5 position.  

These uronic acid moieties may be 2-O-sulfated.  Keratan sulfate lacks uronic acids and instead 

contains variably sulfated galactose residues. Most GAGs have a heterogeneous pattern of 

sulfation except hyaluronan, which is the only unsulfated GAG.  

Recently the GLYCAM06 force field has been augmented to include GAG-specific 

parameters: iduronic acid, O- and N-sulfate, Δ4,5-unsaturated uronate, as well as protonated 

uronic acids.  In order to facilitate ease of specifying and building GAG structures, the 

carbohydrate modeling tools at GLYCAM-Web (www.glycam.org) have been expanded to 

provide a separate, specialized user-interface: the Glycosaminoglycan Builder 

(http://glycam.org/gag).  The GAG Builder provides an easy, point-and-click interface for the 

user to specify sequences of choice and obtaining molecular structure files for visualization, 

automated docking, and MD simulations.  It provides separate sets of monosaccharides, unique 
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to each class of GAGs (Table 5.1), allowing easy selection of pre-sulfated options for each 

monosaccharide as well as eliminating chances of errors.  

 

Table 5.1 Unique monosaccharides and their sulfated derivatives that constitute each class of 
GAGs. 
GAG class Hexosamine Uronic acid 
Heparin/Heparan 
Sulfate 
 

GlcNAc; may be O-sulfated at 3, 6 or both 
GlcNS; may be O-sulfated at 3, 6 or both 

GlcA, GlcA(2S), 
IdoA, IdoA(2S) 

Chondroitin Sulfate 
 

GalNAc; may be O-sulfated at 4, 6 or both GlcA, GlcA(2S) 

Dermatan Sulfate GalNAc; may O-sulfated at 4, 6 or both GlcA, GlcA(2S), 
IdoA, IdoA(2S) 
 

Keratan Sulfate GlcNAc; may be O-sulfated at 6 Gal, Gal(6S) 
 

Hyaluronan GlcNAc GlcA 
 

In addition, Δ4,5-unsaturated uronic acid and its sulfated derivative are provided as 

options along with the uronic acids for the non-reducing terminus for all GAG classes (but KS).  

This residue is formed as a result of heparinase digestion, frequently employed to obtain shorter 

oligosaccharides from long GAGs chains.  Many biochemical studies are carried out with 

oligosaccharides that contain this residue, and it is present in several GAG-protein crystal 

structures. Thus to model the experimentally observed GAG-protein interactions accurately, it 

may be important to employ this residue in modeling studies.  

The user also has the choice of using an alternate conformation for one or more iduronic 

acid (IdoA) residues. The default conformation for IdoA residue and its derivatives is the most 

abundant solution conformation, 1C4, but the option to model the less predominant 2SO and 4C1 

conformations is also provided. The interface, the build-process details, as well as the 

implementation for the GAG Builder are discussed below. 
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User Interface and Workflow 

The main page of the builder (Figure 5.1) provides the user with option to choose from one of 

the five classes of GAGs.  Based on this choice, two sets of monosaccharides, specific for that 

class of GAGs (Table 5.1), are displayed: one for the hexosamines and their sulfated derivatives, 

the other for uronic acids and their derivatives (galactose and its derivatives in case of KS).   

 

 

Figure 5.1 Interface of the Glycosaminoglycan Builder on GLYCAM-Web. 

 

The user can choose to build the structure starting from either of these two classes; this 

will form the non-reducing end of the glycan. Once the first sugar is selected, that set of 

monosaccharides is disabled from selection and the user chooses one sugar from the other set. 

The user continues to build the sequence by alternating between the two sets of monosaccharides 

till they choose to end the sequence using one of the three terminal residues: OH, OMe or OtBu. 

Users can change the GAG class mid sequence, and opt to include sugars from other classes of 

GAGs or from the carbohydrate builder to suit their requirements.  
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Figure 5.2 View of the GAG Builder showing the option to choose alternate conformations of 
IdoA residues.  

 

Once the sequence is submitted, the user has the choice of using an alternate 

conformation for one or more iduronic acid (IdoA) residues, the default being 1C4, with the 

option to model the less predominant 2SO and 4C1 conformations (Figure 5.2).  

Upon completion of the sequence specification process, when the user clicks “done”, the process 

continues to the options page (Figure 5.3).  This page provides the option of adding ions and/or 

solvent.  The GAG is modeled using the structure prep files library, part of the GLYCAM force 

field. The structure is energy minimized to remove any bad contacts under implicit solvent 

conditions with a dielectric constant of 80. If the user indicates to add ions, the GAG is 

neutralized by the addition of appropriate counter ions (Cl- or Na+). If a solvent box is desired, 

the system is solvated using a TIP3P water model (100). PDB format files are then made 

available for download, both with and without the ions/solvent. The entire build process is 

summarized in Figure 5.4. 
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Figure 5.3.  Current features available on the Options-page for modeling GAG structures. 
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Figure 5.4 Workflow of the GAG Builder showing the processes that occur at the user-interface 
and in the background for building the structures. 



 

56 

 

 

Figure 5.5 JMol applet showing the built GAG structure. 
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The downloads page can display the built structure using a JMol applet (Figure 5.5) and 

currently provides un-minimized and minimized PDB files as well as topology and restart files 

compatible with AMBER molecular dynamics package (141). 

 

Implementation  

The user interface has been designed with HTML and JavaScript. The pages are deployed using 

Apache Tomcat and Java. The back end utilizes C++ to read the query sequences and build the 

structure using a library of monosaccharide prep files.  

 

Future work  

The GAG structure builder will be extended to provide protonated uronic acids as well as linker 

peptides for covalently attaching these GAG structures to proteins.  

The output files will also include input files for AutoDock suite of docking software. 
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CHAPTER 6  

THE INTERACTION OF HEPARIN TETRASACCHARIDES WITH CHEMOKINE 

CCL5 IS MODULATED BY SULFATION PATTERN AND pH2 
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Abstract 

Interactions between chemokines such as CCL5 and glycosaminoglycans (GAGs) are essential 

for creating haptotactic gradients to guide the migration of leukocytes into inflammatory sites; 

GAGs that interact with CCL5 with the highest affinity being heparan sulfates/heparin. The 

interaction between CCL5 and its receptor on monocytes, CCR1, is mediated through residues 

R17 and R47 in CCL5, which overlap with the GAG binding 44RKNR47, “BBXB” motifs. Here 

we report that heparin and tetrasaccharide fragments of heparin are able to inhibit CCL5-CCR1 

binding, with IC50 values showing strong dependence on the pattern and extent of sulfation. 

Modeling of the CCL5-tetrasaccharide complexes suggested that interactions between specific 

sulfate and carboxylate groups of heparin and residues R17 and R47 of the protein are essential 

for strong inhibition; tetrasaccharides lacking the specific sulfation pattern were found to 

preferentially bind CCL5 in positions less favorable for inhibition of the interaction with CCR1.  

Simulations of a 12-mer heparin fragment bound to CCL5 indicated that the 

oligosaccharide preferred to interact simultaneously with both 44RKNR47 motifs in the CCL5 

homodimer, and engaged residues R47 and R17 from both chains. Direct engagement of these 

residues by the longer heparin oligosaccharide, provides a rationalization for its effectiveness as 

an inhibitor of CCL5-CCR1 interaction. In this mode, histidine (H23) may contribute to CCL5-

GAG interactions when the pH drops just below neutral, as occurs during inflammation.  

Additionally, an examination of the contribution of pH to modulating CCL5-heparin 

interactions suggested a need for careful interpretation of experimental results when they are 

performed under non-physiological conditions. 
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Introduction 

Chemokines are small proteins (8-10 kDa) that guide the migration of leukocytes to the site of 

infection during an inflammatory immune response (142). Some chemokines are also involved in 

the migration of cells into tissues during tissue repair and development. Pro-inflammatory 

chemokines are immobilized on cell surfaces and extracellular matrices by interactions with 

glycosaminoglycan (GAG) chains of proteoglycans (143, 144). It is believed that this interaction 

with GAGs, primarily heparan sulfate (HS), allows the formation of haptotactic chemokine 

gradients that direct leukocytes into sites of inflammation. Recently endogenous gradients of the 

chemokine CCL21 in mouse skin were visualized and heparinase treatment disrupted both the 

CCL21 gradient and dendritic cell migration (145). This and a number of other studies conducted 

over the last decade have provided convincing evidence that the interaction of chemokines with 

GAGs is a critical component of directed leukocyte migration. (146). As a result, disruption of 

chemokine-GAG binding events have been targeted for the development of novel anti-

inflammatory agents that are GAG analogs (147, 148).  

Chemokines are classified according to the spacing between the first two cysteine (C) 

residues in their primary sequence into four categories: C, CC, CXC and CX3C, where X 

indicates any other residue. These cysteine residues form characteristic intramolecular disulfide 

bonds that stabilize the tertiary structure, which typically consists of a disordered N-terminus (N-

loop), followed by a 310 helix, a three-stranded β-sheet, and a helix at the C-terminus (149). 

CCL5 (also known as RANTES, for Regulated on Activation Normal T cell ExpreSsed) was 

chosen for this study because of its well characterized pro-inflammatory activity and because an 

interaction with GAGs has been reported to be essential for this pro-inflammatory activity (150). 

CCL5 binds different types of GAGs to varying degrees, but heparin and HS bind with highest 
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affinity (151). Upon secretion from endothelial cells and activated leukocytes, CCL5 localizes on 

GAGs at the site of inflammation and triggers the migration of T-cells, monocytes, basophils, 

eosinophils, natural killer cells, and dendritic cells (152) via engagement with one or more of its 

receptors: CCR1, CCR3 and CCR5, which are expressed on leukocyte cell surfaces (153). 

Figure 6.1 Crystal structure of two dimers of CCL5 (PDB ID: 1U4L) showing heparin-related 
disaccharide (stick representation) interacting with the groove of one CCL5 dimer (grey) and 
with the lobes from a second dimer (pink), shown as cartoon representation; the 44RKNR47 motif 
is colored light blue (panel “a”). Close-up views of the ligand-protein contacts in the groove-
binding and lobe-binding modes shown in panels “b” and “c”, respectively.  Key side chains are 
labeled. 
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The interaction between CCL5 and GAGs has been studied primarily using heparin as a 

model in vitro for the HS structures, which bind CCL5 in vivo. CCL5-heparin interactions have 

been probed by site directed mutagenesis studies, and shown to be mediated primarily through a 

highly basic 44RKNR47 motif on the surface of CCL5 located in a loop termed the “40s loop” 

(154) (Figure 6.1). This is consistent with the fact that protein–GAG interactions generally 

involve interactions between the anionic sulfate or carboxylate moieties in GAGs and clusters of 

basic amino acids on the protein. More recent studies indicate that GAG-protein interactions are 

not only dependent on these linear motifs, but also involve residues that can engage in hydrogen 

bonding and hydrophobic interactions on the three-dimensional (3D) surface of the protein (50, 

51). A further complexity in characterizing GAG-CCL5 interactions is the tendency of these 

complexes to aggregate at physiological pH or at higher GAG concentrations (155). CCL5 

naturally forms high MW oligomers, in which the interaction between E66 and R47 of adjacent 

monomers plays a pivotal role (156). This role is further substantiated by the observation 

that the 44AANA47-CCL5 variant does not oligomerize, and furthermore disrupts oligomeric 

CCL5 to form inactive heterodimers with the WT chemokine (157). 

The 3D structure of CCL5 has been determined by crystallography and NMR 

spectroscopy, in each case at low pH, so as to prevent CCL5 oligomerization (156, 158). The pH 

that has been employed for the structural studies (pH 3.5-4.8) (156, 158) would be expected to 

alter the protonation states of histidine residues (pKA ~6.5), and potentially also of the 

carboxylates in aspartate (pKA ~3.6), glutamate (pKA ~4.2), and IdoA2S (pKA ~3.1- 3.5) or GlcA 

(pKA ~2.8 – 3.2) (159–161) residues. In our crystallographic study (147) (at pH 4.5), employing 

small molecules identified as CCL5 ligands by library screening performed at pH 3.2, some of 

the ligands bound to a region outside of the 44RKNR47 motif, whereas others bound to a pocket 
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close to H23. The earlier X-ray crystallography study of CCL5 complexed with heparin 

disaccharide analogs also detected extensive interactions in a region coined the “30s loop” which 

is outside of the BBXB motif, although interactions with the BBXB motif of the second 

monomer in the dimer were also detected (17). This structure is shown in Figure 6.1. In contrast, 

point mutagenesis studies, which identified the importance of the 44RKNR47 motif, were carried 

out under physiological conditions, at approximately neutral pH and did not detect evidence of 

major contributions from outside of this motif (154).  Given the highly ionic nature of heparin, it 

might be expected that pH could alter the preferred interaction sites between CCL5 and heparin.   

Accordingly, in the present work we explored the impact of pH on the binding mode. 

Heparan sulfate and heparin are highly heterogeneous linear polysaccharides composed 

of repeating 1,4-linked disaccharide units of β-D-glucuronate (GlcA) or α-L-iduronate (IdoA) 

and D-glucosamine (GlcN) (162, 163).  The uronic acids may be sulfated at the 2-O position 

(IdoA2S or GlcA2S), while the glucosamine may rarely occur as a free amine or more often as 

an N-sulfated (GlcNS) or an N-acetylated (GlcNAc) moiety.  The GlcNS may also be O-sulfated 

at the 3 or 6 positions, giving rise to GlcNS6S, GlcNS3S, or GlcNS3S6S.  In contrast, the 

GlcNAc residues may be unsulfated or O-sulfated only at C6 (GlcNAc6S) (19).  Heparin is 

produced by mast cells and commercial heparin is obtained from tissues with abundant mast 

cells, such as porcine intestinal mucosa.  Structurally, heparin and HS differ in sulfation patterns 

and the proportion of the various disaccharide units, with there being more IdoA and GlcNS in 

heparin, as well as more overall sulfation.  Common features in heparin are repeating stretches of 

the tri-sulfated disaccharide structure, IdoA2S-GlcNS6S.  In contrast, HS has a more-organized 

structure with regions of low or no sulfation separating highly sulfated regions that resemble 

mast cell heparin. Heparan sulfate is produced by almost all cell types and its functions in vivo 
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are primarily to bind and present a range of different growth factors and chemokines to their cell 

surface receptors (19, 50).  

Both CCL5 and CCR1, a major receptor on circulating monocytes, have been proposed 

as therapeutic targets for cancer related inflammation (164, 165) as well as for infectious 

diseases (166). Residues R47 and R17 of CCL5 have been shown to play a crucial role in the 

CCL5-CCR1 binding event (167, 168), and the N-terminus of CCL5 is known to be crucial for 

CCR1 signaling (168, 169). Although it has previously been shown that pools of heparin-derived 

oligosaccharides can inhibit the binding of CCL5 to its receptor, CCR1 (167), no specific 

sulfation pattern or motif is known to be optimal for binding to CCL5. GAG heterogeneity 

makes such evaluations particularly challenging, and presents a role for computational methods 

to provide theoretical insights. A prerequisite for development of molecules that modify this 

interaction is the characterization of the dependence of the CCL5-CCR1 binding on the 

structures and sulfation properties of GAGs and GAG fragments. 

Towards the goal of developing small-molecule inhibitors of chemokines, we previously 

determined that tetrasaccharide fragments from heparinase-digested heparin were able to inhibit 

both, receptor binding and in vivo peritoneal recruitment in an inflammation model (156). In the 

present study, heparin tetrasaccharides were purified to homogeneity, assayed for their ability to 

inhibit CCL5-CCR1 binding in vitro, and fully structurally characterized by mass spectrometry.  

The interactions of these tetrasaccharides with CCL5 were then modeled and compared to that of 

a 12-mer model of intact heparin.  

As there are no crystal structures of CCL5 with any of the tetrasaccharides isolated in this 

work, computational docking was employed to generate initial structures for the 3D complexes. 

Docking GAGs to proteins is challenging due to the internal flexibility of the GAGs, the high 
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charge density of the GAGs, and the fact that proteins that bind GAGs often lack well-defined 

binding pockets (70, 71). The development and testing of protocols that address the issues 

associated with GAG docking is an area of active research (170–174). Keeping these caveats in 

mind, the initial CCL5–heparin tetrasaccharide complexes were generated by docking using 

AutoDock Vina (76). Vina has recently gained popularity in docking carbohydrate ligands (175–

177).   

To aid in overcoming inaccuracies in the initial structures, as may arise from 

approximations associated with docking, the complexes were subjected to long (100 ns) fully-

solvated molecular dynamics (MD) simulations to refine the docked pose and to assess the 

characteristics of binding.  MD simulations could also be performed under conditions that 

modeled the effects of low or neutral pH. Docking followed by MD simulation and subsequent 

binding energy evaluation is an approach that is frequently used to predict the properties of 

GAG-protein complexes (90, 178, 179).  

The results were analyzed in terms of structural stability, preferred binding mode, and 

computed interaction energies. The theoretical results clearly indicated a dependence of binding 

site preference and interaction energy on both pH, and the positions of the sulfates within the 

tetrasaccharides. The heparin fragments were assessed for their ability to inhibit CCL5-CCR1 

binding in terms of their ability to engage certain key residues on CCL5, implicated in its 

interaction with the receptor. The results highlight the important contribution of computational 

modeling for interpreting biological data and in predicting GAG binding preferences. In addition, 

these studies offer a cautionary note with regard to the treatment of pH in experimental studies of 

GAG-protein interactions. 
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Methods 

Preparation of Heparin Oligosaccharides  

Heparin was depolymerized according to the procedure described by Chai et al. (180). Briefly, 

heparin (5 g) and albumin (4 mg) were dissolved in 50 mL of 30 mM CH3CO2Na containing 3 

mM CaCl2 and adjusted to pH 7 with 0.2 M NaHCO3. Heparinase I (2 IU) or heparinase III (2 

IU) (both from Grampain Enzymes, Aberdeen, UK) was added, and the mixture was incubated at 

30 °C for 16 h. The mixture was boiled for 3 min, centrifuged and then filtered (0.45 µm). Size-

exclusion chromatography was performed on two 90 × 2.5 cm glass columns connected in series. 

The first column was packed with Bio-Gel P6 fine, and the second column was packed with Bio-

Gel P10 fine (both from Bio-Rad Laboratories Inc., Hercules, CA). The columns were eluted 

with 0.25 M NaCl at a flow rate of 0.5 mL/min using a Gilson HPLC (Middleton, WI), and the 

effluent was monitored with a refractive index detector. Data were acquired using Gilson 

Unipoint software. Fractions (1 mL) adjacent to the peak maxima were pooled, lyophilized, and 

after reconstituting in a minimum of water, desalted on a fast desalting column (10 × 100 mm, 

GE Healthcare) to give pools of oligosaccharides of a uniform degree of polymerization; see our 

earlier publication for an example of the separation achieved (181). The desalted fragments were 

lyophilized, redissolved in water and stored at –20°C. The concentration of each fragment was 

determined spectrophotometrically at 232 nm in 30 mM HCl using the extinction coefficient of 

5500 mol-1 cm-1.  

 

Anion-exchange Purification of Tetrasaccharides  

Anion exchange chromatography on a C18 stationary phase coated with cetyltrimethyl-

ammonium ions was performed by adapting the guidelines presented by Mourier and Viskov 
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(182). A preparative 250 x 21.2 mm, 5 µm Prep C18 column (Phenomenex, Torrance, CA) was 

coated with cetyltrimethylammonium using 1 mM cetyltrimethylammonium bromide dissolved 

in 32% methanol at a flow rate of 2.5 ml/min at room temperature overnight. For analytical 

purposes, a 250 x 4.6 mm, 5 µm Luna C18 column was prepared in a similar manner, although at 

a lower flow rate of 1 ml/min for 4 h. 

The preparative column was fitted to a preparative Gilson HPLC consisting of 2 model 

306 pumps fitted with 25SC pump heads, a model 306 injection pump connected via a t-piece 

prior to the column, a model 151 UV detector fitted with a short path length cell and a 215 

fraction collector, all under the control of Unipoint software. Preparative purifications were 

achieved in two steps, the first at pH 3 (10 mM phosphoric acid) and the second at pH 7 (10 mM 

NaH2PO4). In each case, elution was effected with a salt gradient formed by addition of 3 M 

NaCl at the appropriate pH. The column was maintained at room temperature and a flow rate of 

20 ml/min was used. The detection wavelength was 235 nm. 

Pooled fractions from the preparative column were diluted to a salt concentration of 0.3 

to 0.35 M and applied to an anion exchange cartridge (5 ml EconoQ, Bio-Rad Laboratories Inc., 

Hercules, CA) by gentle vacuum to achieve a flow rate of 2 to 3 ml/min. The cartridge was 

washed with water (10 ml) and fitted to the above HPLC system. The cartridge was subjected to 

short step gradients, washing first with 0.6M NaCl, pH 7 for 4 min then with 2.5 M NaCl, pH 7 

for 4 min. The flow rate was 2.5 ml/min and the effluent was monitored at 235 nm. Samples 

destined for re-purification were diluted to yield 0.35 M NaCl and re-purified on the preparative 

HPLC column described above, and final preparations were desalted as described. 
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Analytical HPLC  

The C18 analytical column coated with cetyltrimethylammonium ions was fitted to a Gilson 

HPLC comprising 2 model 306 pumps fitted with 10SC pump heads, a model 819 injector, a 

model 119 UV detector and a model 215 liquid handler. The column was maintained at 40°C and 

a flow rate of 1 ml/min was used with detection at 235 nm. Elution gradients were formed from 

buffer A (10 mM NaH2PO4, pH 7) and buffer B (10 mM NaH2PO4 containing 3 M NaCl, pH 7). 

 

Mass Spectrometry Analysis  

MALDI: The matrix-assisted laser desorption/ionization time-of-flight mass spectrometry 

(MALDI-TOF-MS, abbreviated as MALDI-MS) technique used involved complexing peptides 

formed from arginine-glycine repeats with heparin tetrasaccharides. Detailed experimental 

protocols have been presented previously (181). Briefly, the basic peptide (RG)19R was prepared 

as the trifluoroacetate salt by Auspep (Melbourne, Australia). AG-1 X2 anion exchange resin (20 

mg) in the hydroxide form (Biorad, Sydney, Australia) was added to an ice-cold aliquot (100 µl) 

of 50 µM peptide. The resulting suspension was pelleted and maintained in an ice-bath. An 

aliquot of peptide (1 µl) was mixed with 10 mg/ml caffeic acid in 50% v/v acetonitrile (8 µl) and 

5 to 100 µM sample (1 µl), 1 µl spotted onto a stainless steel sample plate and allowed to dry. 

MALDI-MS spectra were acquired in the linear mode by using a PerSeptive Biosystems 

(Applied Biosystems, Melbourne, Australia) Voyager reflectron time-of-flight instrument fitted 

with a 337 nm nitrogen laser. Delayed extraction was used to increase resolution (22 kV, grid at 

93%, guide wire at 0.15%, pulse delay 150 ns, low mass gate at 2000, 50 shots averaged). Mass 

calibration was achieved by external calibration with the peptide calibration mixture provided by 
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the manufacturer. The mass of the oligosaccharide was deduced by subtracting the mass of the 

(RG)19R peptide observed for that sample. 

Electron-Detachment Dissociation (EDD) and Collision-Induced Dissociation (CID): 

Mass spectrometry analyses on the tetrasaccharide fragments were performed with a 9.4T Bruker 

Apex Ultra Qh-FTICR instrument (Billerica, MA) fitted with an indirectly heated hollow 

cathode (HeatWave, Watsonville, CA) for electron generation. The sample solutions were 

infused at concentrations of 2-250 mM in 50:50 methanol:H2O at a rate of 120 mL/h.  Ions were 

generated by negative-mode electrospray ionization using a metal capillary (Agilent 

Technologies, Santa Clara, CA, #G2427A). Precursor ions of interest were isolated in the 

external quadrupole and activated using both collisional induced collision (CID) in the collision 

cell and electron detachment dissociation (EDD) (183) in the infinity cell. For each spectrum, 

512K points were acquired, padded with 1 zero fill and apodized sinebell window.  External 

calibration produced a 5 ppm mass accuracy, and using confidently assigned glycosidic bond 

cleavage product ions, internal calibration yielded mass accuracy higher than 1 ppm. All MS/MS 

products are reported using Domon and Costello (184) nomenclature. Structural assignments 

were determined using in-house software written in MATLAB.  In general, the assignment of 

sulfate groups and N-acetylation was determined by analysis of all possible structures that 

matched the sulfated tetrasaccharide composition.  Details of the assignments for each of the 

tetrasaccharides are presented in Supplementary Material. 

 

Equilibrium Competition Receptor Binding Assays  

The assays were carried out on membranes from CHO cell transfectants expressing CCR1 and 

the binding of CCL5 was assessed using a Scintillation Proximity Assay (SPA) with [125I]-CCL5 
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as tracer according to the previously published method (147). Serial dilutions of the heparin 

tetrasaccharides, covering the range from 0.25 x 10-3 M to 1 x 10-11M, were prepared in binding 

buffer (50 mM Tris/HCl, pH 7.2, containing 1 mM CaCl2, 5 mM MgCl2 and 0.5% BSA). The 

tetrasaccharide pool and heparin (H 3400; Sigma) were also tested in the same assay. Wheatgerm 

SPA beads (Amersham) were solubilized in PBS at 50 mg/ml, diluted in binding buffer to a 

concentration of 10 mg/ml, and membranes of CHO cell transfectants were solubilized at 80 

µg/ml in binding buffer. Equal volumes of membrane and SPA bead solutions were mixed before 

adding them to the assay. The final membrane concentration in the assay was 20µg/ml and the 

concentration of [125I]-CCL5 was 0.05 nM. The plates (Corning, 96 well, flat and clear bottom) 

were incubated at room temperature under agitation for 3.5 h. Radioactivity was counted with a 

beta counter for 1 minute/well and the data analyzed using Graphpad Prism software. Data are 

expressed as a percent where 100% is the value obtained for CCL5 binding in the absence of 

either heparin or the tetrasaccharides.  

 

Automated Docking 

Automated docking was performed using the molecular docking and virtual screening program, 

AutoDock Vina (76). To emulate the effects of pH on ionization states in CCL5 and the GAG 

fragments, the following models were generated. For low pH, the side chain in the only histidine 

residue (H23) was fully protonated (net charge = 1), as were the carboxylates in all Glu, Asp, 

GlcA and IdoA residues (net charge = 0). For neutral pH, H23 was assigned zero charge 

(protonated only at Hε), while the other ionizable residues were appropriately charged 
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Initial 3D structures for the GAG sequences were built using the tLeap program of the 

AMBER 12 (118) molecular dynamics package using GLYCAM06 (97) force field, augmented 

for sulfate groups and unsaturated Δ4,5-uronate (UA) residues (185) . Protein coordinates were 

obtained from the crystal structure of the human CCL5 dimer in complex with heparin-derived 

disaccharide (PDB ID: 1U4L) (156). This model of CCL5 contains truncated N-termini (3-68 

variant CCL5) naturally found in serum (186). This protein model was employed for automated 

docking, after removal of the co-crystallized ligand and all water molecules.  

For docking, the entire surface of the protein was used as the search space (blind 

docking). This was done both to avoid biasing the subsequent analysis, and because, although the 

44RKNR47 motif is known to modulate GAG-binding, the CCL5 crystal structure had the GAG-

disaccharide placed in the groove between the CCL5 monomers (156). All glycosidic linkages 

and exocyclic torsion angles were allowed flexibility during docking. Docking was performed 

for models of CCL5 corresponding both to low and neutral pH states. 

 

MD simulations 

Topology and coordinate files for the CCL5-heparin complexes were generated with the tLeap 

program, employing the Protein ff99SB (187) and GLYCAM06 (version h) (97) parameters for 

the protein and GAGs, respectively. The net charge on each system was neutralized with the 

addition of Na+ or Cl- counter ions, as required. The systems were solvated with TIP3P water 

(100) in a cubic box extending to at least 12 Å from any atom of the solute.  

All MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP (130) in Amber12 (118). Energy minimization of the solvent was performed 

in an NVT ensemble (1000 steps of steepest descent, 24000 steps of conjugate gradient), 
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followed by a full system energy minimization (1000 steps of steepest descent, 24000 steps of 

conjugate gradient). The systems were heated from 5 K to 300 K over 60 ps in an NVT 

ensemble, with a weak positional restraint (10 kcal/mol-Å2) on the atoms in the solute. A 

Berendsen-type thermostat (128) with a time coupling constant of 1 ps, was utilized for 

temperature regulation. Equilibration and production was performed at constant pressure (NPT 

ensemble; 1 atm), with a pressure relaxation time of 1 ps. After the heating step the restraints 

were removed from the solute atoms, and the entire system was allowed to equilibrate at 300K 

for 1 ns. All covalent bonds involving hydrogen atoms were constrained using the SHAKE (129) 

algorithm, allowing a simulation time step of 2 fs. Scaling factors for 1–4 interactions were set to 

the recommended values of 1.0 and 1.2 for the GAG (97) and protein (187), respectively, and a 

non-bonded interaction cutoff of 8.0 Å was employed. Long-range electrostatics were computed 

with the particle mesh Ewald (PME) method. Data were collected for 100 ns for each CCL5-

heparin tetrasaccharide (1-6) system at neutral, and low pH conditions. For CCL5-heparin 

dodecasaccharide (7), the simulations were performed at slightly acidic (protonated histidine 

residues) and neutral pH conditions, and data were collected for 200ns each.  

Post processing of the MD simulations was performed using ptraj (188) module of 

Amber and graphical representations of the results were generated with the R-package (189) and 

VMD (190). 

 

Binding energy calculations 

Energetic post processing of the trajectories to obtain binding free energies and per-residue 

contribution of binding free energies was done with the single-trajectory MM-GBSA method 

(191, 192) in a continuum solvent model using MMPBSA.py script (193) from the AMBER 12 
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package. All water molecules were removed from the complexes, and solvation energies were 

approximated through the modified generalized Born (GB) model (igb=2) (131, 194). Dielectric 

constant of 4 was used to model the interior of the solute, since a higher internal dielectric 

constant for proteins with highly charged binding-interfaces has been shown to be appropriate 

for accurate free energy calculations (195).  

For each of the CCL5-heparin tetrasaccharide simulations, energetic convergence was 

estimated by extracting 100 frames from each of the 40 equal parts (2.5 ns each) of the trajectory 

and performing binding free energy calculation. This, along with the root-mean square deviation 

(RMSD) of the tetrasaccharides through the course of the simulations, was used as an indicator 

of convergence. Consequently, for each of the CCL5-heparin tetrasaccharide simulation, the first 

40 ns from the production run were discarded to allow the heparin tetrasaccharide to form stable 

interactions with the protein. From the last 60 ns of the production run, 6000 frames were 

extracted and used for more accurate binding energy and per residue decomposition calculations 

using MM-GBSA (igb=2) with internal solute dielectric of 4. 

For the CCL5-heparin dodecasaccharide complexes, first 50 ns of the 200 ns production 

run were discarded and 10000 frames were employed for the final calculation of binding free 

energies and per-residue decomposition. 

To get interaction energies for the CCL5-disaccharide complex (PDB ID: 1U4L), CCL5 

dimer bound to the disaccharide in the groove mode, as well as CCL5 dimer bound to the 

disaccharide through the 44RKNR47 motif from the crystal unit-cell, were subjected to a short 

implicit solvent minimization, followed by single frame MM-GBSA energy calculation, with 

settings similar to those described above.  
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Contact area calculation 

Contact areas between the heparin disaccharide and CCL5 dimer in the groove-binding mode, as 

well as between the disaccharide and the lobes of the opposing CCL5 dimer were calculated 

using NACCESS (196) using appropriate radii for sugar atoms. 

 

Electrostatic potential calculation 

To calculate the electrostatic potential on the surface of CCL5 at neutral and low pH, the input 

files containing the appropriate atomic charges and radii were prepared using the PD2PQR 

server (197, 198), which uses PROPKA (199–202) for assigning the protonation states of the 

residues. The electrostatic potential was calculated using Adaptive Poisson-Boltzmann Solver 

(APBS) (203). 

 

Results and Discussion 

The heparinase-digested heparin fragments were separated into pools of oligosaccharides each 

with a uniform degree of polymerization, and the tetrasaccharide pool was subjected to anion-

exchange chromatography to purify individual structures. An example of the separation profile 

achieved for the tetrasaccharide pool at pH 3 is presented in Figure 6.2a. Additional separation 

at pH 7 was employed for further resolution (Figure 6.2b).  

The tetrasaccharides resolved from the pool were tested for their ability to inhibit the 

binding of CCL5 to its receptor CCR1, expressed on membranes prepared from CHO cells 

transfected with CCR1 (Figure 6.3).  Some tetrasaccharides had markedly better inhibitory 

activity than the tetrasaccharide pool (DP4) from which they were isolated, although none 

matched the activity of intact heparin (Figure 6.3). Calculation of IC50 values from the inhibition 
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data revealed that three tetrasaccharides (1, 2, 3) were significantly better at inhibiting the 

binding of CCR1 than the tetrasaccharide pool (DP4 IC50=183 ± 18 µM) (Table 6.1).   A fourth 

tetrasaccharide (4) was a relatively weak inhibitor, and the remaining two failed to achieve 50% 

inhibition at the concentration ranges tested (Figure 6.3 and Table 6.1). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6.2 Anion exchange chromatography of the tetrasaccharide pool. A C18 column coated 
with cetyltrimethylammonium ions was used.  (a) The first preparative separation at pH 3, (b) 
preparative fractionation of the peak marked with * in A rechromatographed at pH 7. In each 
instance gradients of increasing NaCl concentration (maximum 3M NaCl) were used. 
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Figure 6.3  Inhibition of CCL5 binding to its receptor CCR1 by heparin tetrasaccharides. 
Inhibition was determined by competition equilibrium binding assays using membranes from 
transfected cells expressing CCR1. The six tetrasaccharides, tested to inhibit binding, are shown 
in comparison to the tetrasaccharide pool (DP4) and intact heparin (H-3400). The mean and 
standard error are shown for three independent replicates at each data point. 

 

Table 6.1  Ability of heparin tetrasaccharides to inhibit the binding of CCL5 to CCR1 

ID 
 

Structure IC50 
(µM) 

Sulfation 
Pattern 

1  ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA2OS-α-(1-4)-GlcNS 11.8 ± 4.8 3OS, 2NS 
2  ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA2OS-α-(1-4)-GlcNS6OS 25.4 ± 2.3 4OS, 2NS 
3  ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA-α-(1-4)-GlcNS6OS 39.1 ± 18.5 3OS, 2NS 
4  ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA-α-(1-4)-GlcNAc6OS 115 ± 39.2 3OS, 1NS 
5  ΔUA2OS-(1-4)-GlcNS-α-(1-4)-IdoA-α-(1-4)-GlcNS6OS ---a 2OS, 2NS 
6  ΔUA2OS-(1-4)-GlcNS-α-(1-4)-IdoA-α-(1-4)-GlcNAc6OS ---a  2OS, 1NS 
aNo measurable inhibition. 
For comparison, intact heparin inhibited the binding of CCL5 to CCR1 with an IC50 of 0.68 ± 0.1 
µM.  A 3D model for a 12-mer fragment of heparin (ΔUA2OS-(1-4)-[GlcNS6OS-α-(1-4)-
IdoA2OS-α-(1-4)-]5GlcNS6OS) was generated as a trimer of the most highly sulfated 
tetrasaccharide, 2. 
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MALDI-TOF-MS analyses of the tetrasaccharides tested in the biological assays 

indicated that the sulfate content varied among the fragments (Figure 6.4), with inhibitory 

activity requiring at least four sulfate groups (Figure 6.4).  However, the data also indicated that 

the sulfation pattern affected activity, and that solely the presence of four sulfate groups (as in 5) 

was not sufficient to achieve inhibition.   

 

Figure 6.4 MALDI-TOF-MS spectra of two tetrasaccharides, tetrasaccharide 1 (top) and 
tetrasaccharide 2 (bottom). Masses of the peptide, peptide plus tetrasaccharide and various 
adducts are shown. A mass indicating loss of a sulfate is also shown for each spectra. Mass of 
tetrasaccharides = mass of tetrasaccharide peak plus peptide – mass of peptide. Mass of 
tetrasaccharide 1: 5300.1- 4225.9 = 1074.2 (theoretical mass for 2N-sulfates, 3O-sulfates = 
1074.9); and mass of tetrasaccharide 2: 5388.74 – 4233.64 = 1155.1 (theoretical mass for 2N-
sulfates, 4O-sulfates = 1154.9). 
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Accurate structural elucidation of highly sulfated GAGs by MS is challenging due to the 

labile nature of the sulfate half-ester bonds, as they can readily be cleaved during ionization and 

ion activation stages. The decomposition of sulfate groups is more pronounced in heparin 

oligomers due to the high sulfate density. Such molecules require careful control of ion 

activation to retain the sulfate modifications, while providing the necessary fragmentation of 

glycosidic bonds and pyranose rings. We have shown that, with the aid of Na+/H+ exchange 

coupled with CID (204), it is possible to obtain detailed structural information on even highly 

complex heparin oligomers like arixtra (205).  EDD has also been shown to produce highly 

informative tandem mass spectra with minimal sulfate loss.  Here, assignments of the sulfation 

positions in the tetrasaccharides (Table 6.1) were obtained using CID and EDD MS (see details 

in Supplementary Data). Cross-ring cleavages and glycosidic bond products were used to assign 

sites of sulfation.  

With the goal of determining how the sulfation pattern of these tetrasaccharides affects 

their inhibitory activity, 3D structures of the heparin fragments bound to CCL5 were generated 

using a combination of molecular docking and molecular dynamics simulation. The docking 

employed crystallographic data for CCL5, obtained at low pH, in complex with a sulfated 

disaccharide (PDB ID 1U4L).  Because the inhibition experiments were carried out at pH 7.2, the 

effect of pH on the predicted modes of interaction was also examined.  In addition to the six 

tetrasaccharides, a dodecasaccharide with the repeating trisulfated disaccharide pattern of 2, was 

modeled to assess the binding of longer heparin fragments.  
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Molecular docking  

Automated docking of 1-6 was performed using AutoDock Vina using the entire surface of the 

protein as the search space. Docking consistently placed all tetrasaccharides in the groove 

between the CCL5 monomers (Figure 6.5), in agreement with the placement of the disaccharide 

fragment in the crystal structure. Changing the protonation states of the ionizable side chains to 

that expected at pH 3.5 did not change the general distributions of the tetrasaccharide poses 

(Figure 6.5).  

 

 

Figure 6.5  Results from automated docking of modeled tetrasaccharides 1-6 to CCL5 dimer 
(respectively a-f) using AutoDock VINA.  Top 5 highest ranked poses are depicted from docking 
to CCL5 with ionization states corresponding to low pH (red) and neutral (blue). 
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Table 6.2  Binding energiesa for the top-ranked pose and average binding affinities for the 10 
highest-ranked poses from docking of 1-6 to CCL5 at neutral and low pH conditions. 

Neutral pH 1 2 3 4 5 6 
Pose 1 -5.8 -6.0 -6.0 -5.9 -5.1 -6.0 
Average -5.4 -5.7 -5.6 -5.4 -4.9 -5.4 
Low pH        
Pose 1 -6.3 -6.5 -6.8 -7.3 -6.2 -7.0 
Average -6.1 -6.1 -6.5 -6.6 -5.8 -6.4 
akcal/mol 
 

The ranking of the theoretical binding energies from docking was not consistent with the 

IC50 data, although the predicted affinities were significantly enhanced at low pH (Table 6.2), as 

might be expected on the basis of enhanced electrostatic interactions between the anionic ligand 

and the protein surface (Figure 6.6). The predicted binding energies varied by less than 1 

kcal/mol for each of 1-6, whereas the IC50 data indicated that tetrasaccharides with the same 

overall degree of sulfation inhibited the CCL5-CCR1 interaction at neutral pH with varying 

efficacy (Table 6.1). Nor was there a pronounced enhancement of the binding energy for the 

more highly sulfated ligand 2.  In the groove-based ligand alignment produced by docking, the 

tetrasaccharides do not interact directly with the known 44RKNR47 heparin-binding motif (Table 

6.3), or with residue R17 reported to be important for the binding of CCL5 and CCR1 (168).   

 

Table 6.3  Average distancesa between any sulfate group in 1-6 and the RKNR motif as a 
function of pH 
 1 2 3 4 5 6 

Neutral pH 20.4 
(12.4, 32.4) 

17.1 
(9.9, 24.6) 

17.0 
(5.5, 25.0) 

18.8 
(10.9, 26.2) 

17.5 
(10.7, 26.2) 

18.1 
(10.6, 26.2) 

Low pH 16.3 
(5.7, 27.6) 

21.8 
(12.2, 32.5) 

19.1 
(5.2, 26.8) 

17.3 
(5.8, 24.5) 

17.3 
(8.4, 26.1) 

17.8 
(8.3, 26.1) 

aIn Å, between the sulfate sulfur atom and any of the nitrogen atoms in the side chains of the 
arginine (R-44a/b or R-47a/b) or lysine (K-45a/b) residues.  
The smallest and largest distances are given in brackets.  
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Figure 6.6  Representation of the electrostatic potential surfaces of CCL5 dimer at neutral and 
low pH.  Positive potential is shown in blue and negative potential is in red. At low pH, the 
aspartic and glutamic acids are neutral and histidine residues are positively charged, expanding 
the distribution of positive charge on the entire surface of the protein.  At neutral pH the region 
around the 44RKNR47 motif has a higher density of positive charge relative to the groove.  

 

As these docking experiments were unable to identify the biologically known binding 

motif or discriminate between ligands, a representative complex for each CCL5-tetrasaccharide 

interaction was selected and subjected to MD simulation to more accurately model the effects of 

molecular dynamics, solvation, and pH.  

 

MD simulation 

Within the first 30 ns of simulations performed at neutral pH, tetrasaccharides 1-5 diffused out of 

the groove (Figure 6.7) and created new interactions, including with R17 and the 44RKNR47 

motifs (Figure 6.8). Non-inhibiting tetrasaccharide 6, which has the lowest degree of sulfation, 

remained bound in the groove throughout the 100ns MD simulation.  In contrast, for the 
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simulations corresponding to low pH, all the heparin tetrasaccharides remained bound in the 

groove between the CCL5 monomers in the dimer, in similar positions as obtained from docking 

(Figure 6.8).  

 

Figure 6.7  RMSD of 1-6 with respect to their starting position over the course of the MD 
simulations (100 ns) at low (red) and neutral (blue) pH. All tetrasaccharides, but 6, move out of 
the initial docked site and make interactions with residues outside of the groove of the dimer. 

 

The origin of the difference in the behavior of the complexes at neutral and low pH 

conditions can be understood in terms of the difference in the distribution of positive potential on 

the surface of the protein (Figure 6.6). At neutral pH, the 44RKNR47 motifs have a higher 
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positive charge density as compared to other regions of CCL5, and consequently the negatively 

charged heparin fragments are attracted to these regions. The binding of 6 to the groove between 

the two RANTES monomers at neutral pH may be explained by its low degree of sulfation, and 

consequently, weaker attraction to the 44RKNR47 motifs.  Subsequent analyses were performed 

only on the complexes simulated at neutral pH, unless noted otherwise in the text. 

 

Figure 6.8  Poses of 1-6 at the start (a.) and end (b.) of the MD simulations at neutral (upper) 
and low (lower) pH (tetrasaccharide colors: 1–red, 2-blue, 3-yellow, 4-green and 5-orange, 6-
purple). At low pH the tetrasaccharides show minimal movement within the groove, which at 
neutral pH they make interactions with residues outside the groove of the CCL5 dimer. 

 

Binding free energy (MM-GBSA) analysis 

The tetrasaccharide interaction energies ranged from -71.0 to -36.4 kcal/mol. These values are 

considerably higher than would be expected experimentally, due in part to the omission of 

conformational entropic effects in the computational analysis (206). Theoretical entropic 

contributions were not computed as they were unlikely to have converged over the time scale of 



 

84 

the simulations (195). However, because of the similarity of ligand sizes and compositions, the 

relative trends in MM-GBSA values are expected to be less sensitive to entropic differences. Per-

residue binding energy decomposition identified the protein residues that contributed most 

significantly to binding of the tetrasaccharides, and revealed differences in the binding modes of 

each tetrasaccharide (Table 6.4 and Figure 6.9).   

 

Table 6.4  Summary of the per-residue theoretical interaction energiesa (MM-GBSA) for 1-6 at 
neutral for residues in the 44RKNR47 motif and other keyb residues 

GAG 1 2 3 4 5 6 
Neutral pH 3OS, 2NS 4OS, 2NS 3OS, 2NS 3OS, 1NS 2OS, 2NS 2OS, 1NS 
44RKNR47 A -1.3 -1.3 -8.6 -2.8 -13.3 -1.7 
44RKNR47 B -11.6 -14.4 -15.6 -14.1 -1.3 -4.3 
N terminus A -11.4 -4.6 0.0 -7.9 0.0 -5.2 
N terminus B 0.0 0.0 -1.7 0.0 -1.2 -7.5 
R47 A -0.5 -0.5 -2.1 -1.0 -5.3 -0.7 
R47 B -7.2 -7.0 -5.0 -7.2 -0.5 -2.9 
R17 A -0.3 -0.3 -0.5 0.0 0.0 0.0 
R17 B -8.6 -8.0 -0.6 0.0 0.0 0.0 
Chain A -12.7 -5.9 -10.5 -10.7 -16.8 -16.1 
Chain B -24.3 -25.1 -19.3 -14.1 -2.5 -11.8 
Total MM-GBSAc -71.0 -60.1 -52.9 -47.8 -36.4 -61.9 

akcal/mol 
bresidues that contribute more than 1 kcal/mol to the interaction energy. 
cTotal from both monomers, conformational entropic effects not included. 
 

As expected from the structural data, the 44RKNR47 motifs contributed most strongly to 

ligand binding. The tetrasaccharides generally interacted preferentially with only one of the 

motifs in the dimer, with the exceptions of 3, which appeared to alternate in its interactions 

between the two domains, and 6, which remained bound in the inter-domain groove. In addition 

to the interactions with the 44RKNR47 motifs, the tetrasaccharides frequently formed interactions 

with residues from the N-terminus of the opposite domain (shaded cells in Table 6.4).  
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Figure 6.9  Direct interactions between the sulfate and carboxylate groups of 1-6 and key 
residues from CCL5, at neutral pH. Interactions present for more than 20% of the simulation 
time, using a 3.5 Å distance cutoff between interacting atoms, during the last 60 ns of each 
simulation, are presented. Contributions to the interaction energy from the sulfate groups on each 
residue, as well as the total per-monosaccharide contribution are indicated. 
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Although contacts with the N-termini made only a small contribution to the binding of 2, 3 and 5, 

they played a more significant role for 1, 4 and 6. Since 6 remained bound in the groove region, 

the predominant contribution to its binding came from the N-termini.  

 

Figure 6.10  Solvent accessible surfaces for 100 poses of the tetrasaccharides extracted at 60 ps 
intervals from the last 60 ns of the simulations, superimposed to depict their motion and indicate 
the differences in their contacts with CCL5. Average structure of the tetrasaccharides (blue) 
shown in stick representation, and average protein structure (silver) shown in ribbon 
representation. Residue R17 (cyan) and R47 (green) shown in CPK. 
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Residues R47 and R17 of CCL5 are known to play a crucial role in the CCL5-CCR1 

binding event (167, 168), whereas the N-terminus of CCL5 is crucial for CCR1 signaling (168, 

169).  Based on the per-residue MM-GBSA data, each ligand interacts with these residues to 

varying degrees. Specifically, R47 contributed more than 5 kcal/mol in each case towards 

binding of tetrasaccharides 1, 2, 3 and 4 (shaded cells in Table 6.4), whereas R17 contributed 

significantly to binding of the top two inhibitors 1 and 2.  

In terms of the overall interaction energies, the binding of 1-5 could be ranked in the 

same order as their inhibitory capabilities (Table 6.1), with 1 being both the tightest binder and 

most potent inhibitor.  However, interaction energy alone was not sufficient to define a strong 

inhibitor. This is illustrated by the behavior of 6, which was predicted to bind tightly to CCL5, 

but because it remained in the inter-domain groove, and did not interact very strongly with either 

R47 or R17, it could not inhibit CCR1 binding.  The binding modes for each tetrasaccharide are 

presented in Figure 6.10, and indicate that different sulfation patterns lead to variations in the 

preferred CCL5 contact regions, even for tetrasaccharides that contain the same number of 

sulfate groups.   

Broadly, the binding affinity was predicted to increase with increasing number of sulfate 

groups, with the contribution of specific sulfate groups in defining the interaction being subtle. 

Specifically, the energetic contributions of individual sulfate groups ranged from -0.8 to -5.5 

kcal/mol, and frequently accounted for approximately half of the total energetic contribution of 

the monosaccharide. Carboxylate groups generally contributed only weakly to binding, relative 

to the sulfate groups. Frequently, the O-sulfate group in the terminal uronic acid, as well as the 

carboxylate group of the iduronic acid, formed hydrogen bonds with the R47 residues, however 

there was no clearly discernable pattern between specific hydrogen bonds and affinity.   
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Docking and MD simulation of a model heparin dodecasaccharide 

To examine how a longer heparin fragment would interact with CCL5, and inhibit CCL5-CCR1 

interaction, a dodecasaccharide consisting of a repeating sulfation pattern similar to 2 was 

generated, docked to CCL5, and subjected to MD simulation. This sulfation pattern was chosen 

because it is the most common structure in heparin. At neutral pH, as in the case of the smaller 

heparin fragments, docking placed the dodecamer in the groove of the CCL5 dimer.  As seen 

with the tetrasaccharides, during the MD simulation the dodecamer drifted out of the groove to 

form new interactions with the 44RKNR47 motifs.  However, the larger heparin fragment 

interacted with both 44RKNR47 motifs simultaneously, spanning the “40s loops”. It remained in 

this orientation for the remainder (approximately 150 ns) of the simulation (Figure 6.11). Our 

findings for the binding mode of a longer heparin sequence match the predictions of Vivès et al. 

(207) for the binding of heparin oligosaccharide (17 monomers) to CCL5. 

Per-residue binding energy decomposition identified that residues R47 and R17 make 

significant contribution to the binding of the dodecasaccharide to CCL5 (Table 6.5). Direct 

engagement of these residues by a longer heparin oligosaccharide, demonstrates its potential 

efficacy as an inhibitor of CCL5-CCR1 interactions. 

Several GAG binding proteins that contain histidine residues close to the GAG binding 

sites, have previously demonstrated a heightened GAG binding response under slightly acidic 

conditions (58, 64, 208, 209). Both CCR1 and CCL5 are up-regulated in many renal 

inflammatory conditions (210) and blocking CCR1 activity has been shown to reduce 

inflammation. CCL5 contains one histidine residue in each domain, in the 310-helix that lies close 

to the 44RKNR47 motif.  Because CCL5 binds to GAGs in vivo during an inflammatory immune 

response, which is accompanied by a drop in pH (to around 6 – 6.3) (211–214), we wanted to 
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examine the binding of heparin to CCL5 under pH conditions slightly below neutral. The CCL5-

dodecamer complex was subjected to an MD simulation with protonated histidine residues, to 

mimic the protonation state at slightly acidic pH conditions. The simulation was initiated from 

the docked complex and showed that the general binding mode of heparin at slightly acidic 

inflammatory pH is similar to that of heparin at neutral pH (Figure 6.11). The contribution of the 

histidine residues, as well as the other residues involved in binding, was quantified using MM-

GBSA, for the simulations at both pH conditions (Table 6.5). 

 

Figure 6.11  Stable pose for dodecamer-CCL5 complex during the MD simulations at neutral 
(blue) and slightly acidic (red) pH. Residue R17 (cyan) and R47 (green) shown in CPK. 

 

Based on the MM-GBSA interaction energies for the simulation at inflammatory pH, 

protonation of the histidine residues enabled the heparin chain to be tethered across the two 

44RKNR47 motifs more strongly, allowing the 44RKNR47 motif, particularly from chain B, to 

make much tighter interactions with the GAG chain. The highest binding contributions still came 

from the 44RKNR47 motifs, but the contribution of one motif was enhanced over the other when 

the histidine residues were charged. These findings suggest a potential role for H23 as a 

contributor to CCL5-GAG interactions at sites of inflammation, when the pH is likely to drop 
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slightly below neutral. The likelihood that a basic charge at position 23 enhances GAG binding 

has similarly been indicated by a H23K mutant, which was found to bind GAGs with higher 

affinity than wild-type CCL5 (215).   

 

Table 6.5  Summary of the per-residue theoretical interaction energiesa (MM-GBSA) for 7 at 
neutral and slightly acidic pH conditions for residues in the 44RKNR47 motif and other keyb 
residues 

  Neutral pH Slightly acidic pH 
44RKNR47 A -27.9 -27.8 
44RKNR47 B -26.6 -40.6 
N terminus A -12.5 -14.8 
N terminus B -2.9 -5.8 
R47 A -8.3 -14.0 
R47 B -14.0 -16.1 
R17 A -1.9 -1.9 
R17 B -13.9 -12.4 
H23A -0.9 -5.9 
H23B -2.2 -8.7 
Chain A -52.3 -56.7 
Chain B -50.5 -73.4 
Total MM-GBSAc -135.2 -182.2 
akcal/mol 
bresidues that contribute more than 1.5 kcal/mol to the interaction energy. 
cTotal from both monomers, conformational entropic effects not included. 
 

Examination of the CCL5-dodecasaccharide complex 

Given our data on the contribution of pH to the binding mode of heparin tetrasaccharides we re-

examined the crystal structure of the CCL5-disaccharide complex as presented by Shaw et al 

(17). Interestingly, in the CCL5-heparin disaccharide complex obtained at low pH (156), packing 

of the protein dimers into the crystallographic unit cell enables the disaccharide to interact 

simultaneously with the groove region in one dimer, and with the lobes containing the 44RKNR47 

motif in another (Figure 6.12).  It is unclear whether in solution the heparin fragment would 
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prefer to interact with the groove region or with the RKNR motif.  The contact area between the 

disaccharide and the two CCL5 dimers shows that the disaccharide makes a larger contact (222 

Å2) with the protein in the groove-binding mode than with the lobes of the opposing dimer (177 

Å2).  In addition, MM-GBSA binding energy calculations indicate a preference for the groove-

interaction mode (ΔΔG = -3.4 kcal/mol). The packing of the protein-disaccharide complexes in 

the unit cell makes it difficult to say whether the low pH employed in the crystallization protocol 

is responsible for the placement of the ligand in the groove. However, in the context of our MD 

simulations of the CCL5-tetrasaccharide complex a pH effect is one possible explanation.  

 

Figure 6.12  Unit cell packing of CCL5 dimers around heparin disaccharide (green). Contact 
surface with CCL5 groove in dimer 1 (silver) calculated to be 222 Å2, and with the lobes in 
dimer 2 (red), 177 Å2. 

 

Conclusions 

This study integrated multiple experimental and computational methods to elucidate details of 

the interactions between CCL5 and heparin fragments with varying sulfation pattern and lengths. 

The modeling data suggested that the positions where heparin fragments bind CCL5 are 

influenced by the pattern of sulfation as well as the degree of sulfation. The effects of changes in 

pH on the interaction of heparin tetrasaccharides with CCL5 was monitored by ligand docking 
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followed by MD simulation. Although AutoDock Vina has been reported to perform reasonably 

well in carbohydrate docking (175–177), in case of the highly-charged GAG-protein complexes 

studied here, it was unable to differentiate between changes in the surface charges of CCL5 at 

the two pH conditions for placement of the GAGs. It is worth noting that the scoring function in 

AutoDock Vina does not consider partial charges, and instead utilizes an internal method for 

detecting the potential contributions from  hydrogen bonds (76).  It is unclear to what extent that 

approach is able to treat the highly ionic interactions associated with glycosaminoglycans. In 

addition, the predicted poses from docking were not in agreement with biological expectations, 

in contrast to the data from MD simulations, where, during the simulations, the change in 

ionization states markedly altered the positions where most, but not all, of the heparin fragments 

were found to bind CCL5. 

Changes in the surface charge distribution of CCL5, as would result from changes in pH, 

alter the preferred GAG-binding sites. At low pH the GAG tetramers preferred to interact within 

the groove between the CCL5 dimer, while at neutral pH most tetrasaccharides preferentially 

interact with residues outside the groove. Theoretical interaction energy analysis was able to 

identify the key residues on CCL5 and the key GAG epitopes that are important for binding. 

These data indicate that variations in the sulfation patterns in GAG fragments that share the same 

overall level of sulfation affects the nature of their interactions with CCL5, leading to variations 

in affinity and in the site(s) on the protein most favored for binding. This was also shown to be 

the case for two tetramers having the same overall sulfation, but a different pattern of sulfation. 

This suggests that the GAG-CCL5 binding interface differs according to the fine structure of the 

GAG fragment. The computed interaction energies allowed the tetrasaccharides that demonstrate 

the best experimental IC50 value for inhibition of CCL5-CCR1 binding to be distinguished from 
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the weak inhibitors. These tetrasaccharides showed the strongest interactions with the residues 

R47 and R17, both of which are implicated in CCL5-CCR1 binding, further confirming our 

findings. 

The binding of a longer heparin chain to CCL5 was examined with a heparin 

dodecasaccharide model, which was shown to interact with the 44RKNR47 motifs from both 

chains of CCL5 simultaneously spanning the “40s loops”. To model the binding of CCL5 to 

heparin chains at sites of inflammation in vivo, simulations of the CCL5-heparin 

dodecasaccharide were performed at slightly acidic pH. Residue H23 was identified as a 

contributor to the CCL5-GAG binding interface at the slightly acidic pH that would be 

encountered at an inflammatory site. The involvement of this residue during inflammation may 

be crucial to the heightened CCL5-HS interaction, and to the creation of a concentration gradient 

for leukocyte migration. The dodecamer also demonstrated its effectiveness as an inhibitor of 

CCL5-CCR1 interaction through engagement of residues R17 and R47. 

Collectively the data presented here cause re-evaluation of the current view that proteins 

can bind several GAG structures of similar overall charge density (216). To date this discussion 

has focused on the affinity of the GAG-protein interaction with little or no attention being given 

to the possibility that different GAG structures of similar overall charge density may bind to 

different amino acids within the binding face and thereby exhibit different biological activities. 

In the case of CCL5 this is particularly important as it provides a mechanism for potentially fine 

tuning the activity of a chemokine which interacts with several receptors, and has thus been 

described as redundant. The extracellular HS proteoglycan content is known to be modulated 

under inflammatory conditions, for example chronic exposure to an allergen increases airway HS 

proteoglycan levels (217), and although HS structural modifications during inflammation have 
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not yet been defined, they are likely to occur through the activities of the 6-O-endosulfatases. 

Hence, CCL5 could be activated, or inhibited, or directed to bind a receptor that is not influenced 

by GAG binding depending on the pH and the structure and quantity of HS in that tissue locality. 

This has significant implications for the development of GAG-related therapeutics. 
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CHAPTER 7  

THEORETICAL CALCULATION OF COLLISION CROSS SECTION 

 

Introduction 

Mass spectrometry (MS) has become an important analytical technique for the study of protein-

ligand interactions in the past 20 years. Ganem et al. (218) provided the first successful 

application of mass spectrometry for understanding non-covalent interactions between protein 

and small molecules when they studied the binding of cytoplasmic receptor FKBP with 

inhibitors FK506 and rapamycin. Mass spectrometry has since been widely used for 

characterizing week protein-ligand interactions and has provided specific mass and/or sequence 

information, binding stoichiometry (219), dissociation constants (220), and information 

regarding conformational changes associated with binding. Recently, ion mobility spectrometry 

(IMS), which separates ions based on charge, shape and size, has been used along with mass 

spectrometry to study protein-ligand complexes. IMS-MS or IMMS, as it is commonly referred 

to, allows a higher-level separation of complex samples than provided by mass spectrometry 

alone. The method has gained much popularity since Waters Corporation made Synapt® High 

Definition Mass Spectrometer (HDMS) commercially available for standalone use in 2006 (221). 

A number of IMS techniques have been coupled with MS but each one works on a 

similar basic principle for ion separation. After ionization of the sample using a suitable 

ionization technique, a pulse of ions is injected into a cell filled with inert gas at reduced or 

atmospheric pressure. The ions move through the cell under the influence of an electric field. 
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The time taken for the ions to travel though the cell depends on the overall shape, size and 

charge of the ion and is proportional to the rotationally averaged collision cross section (CCS). 

Different ion mobility separation techniques differ in how the electric field is applied and how 

the ions travel through the drift cell (221–223).  When coupled with mass spectrometry, which 

separates ions based on mass-to-charge (m/z) ratio, the technique provides a two-dimensional 

separation, based on shape as well as mass. IMS-MS thus allows separation of complex mixtures 

of structural isomers, chiral compounds and protein/polymer conformers.  

Theoretical calculations of CCS using NMR models or X-ray crystal structures are useful 

for comparing to the differences in experimentally measured CCS values, in order to determine 

the factors lead to these structural changes.  Ligand binding and conformational changes in 

biomolecules, often account for these differences, and theoretical calculations provide means for 

elucidating this biological relevance.  

 

Method 

The calculation of theoretical CCSs were made using MOBCAL [15, 16].   MOBCAL uses 

projection approximation (PA) and trajectory method (TM) for calculating the CCS.  A static 

structure may be used for the PA method, but to use the trajectory method an MD simulation 

needs to be performed.  Typically, experimental CCS values are lie between the theoretical PA 

and TM values.   

 To use MOBCAL the PDB structure or frames from MD simulation need to be provided 

in .mfj format, as specified in the user guide. A perl script (provided below) was created that can 

take MD frames in pdb format to create this input file.   
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It is also important to note that missing loops and missing residues should ideally be 

added for more accurate calculation of CCS for proteins.  This can be done using MODELLER 

(226). 

 

Perl script to prepare MOBCAL input file: 

#Usage Input:  
# frames_from_traj(.pdb) output_file num_of_atoms
 num_of_frames job_name 
use strict; 
if ($#ARGV != 4) 
{ 
 print "Error: Correct usage for this program is: 
INPUT_FILE_CONTAINING_FRAMES_FROM_MD OUTPUT_FILE.mfj NUM_OF_ATOMS 
NUM_OF_FRAMES JOB_NAME"; 
 exit(); 
} 
 
my $input_file  = $ARGV[0]; #Maximum 50 frames from MD simulation 
trajectory combined into one file 
my $output_file = $ARGV[1];  #extension .mfj 
my $num_of_atoms = $ARGV[2];   #number of atoms 
my $num_of_frames = $ARGV[3]; #number of frames 
my $name = $ARGV[4];   #Job name 
 
open (IN,"$input_file") or die "Cannot open input file $!!!\n"; 
open (OUT,">$output_file") or die "Cannot open output file $!!!\n"; 
 
print OUT "$name\n"; 
print OUT "$num_of_frames\n"; 
print OUT "$num_of_atoms\n"; 
print OUT "ang\n"; 
print OUT "none\n"; 
print OUT "1.0000\n"; 
 
my $i = 0; 
 
while(my $line = <IN>) 
{ 
 if ($i>0 && $line =~ /^MODEL.*\n/) 
 { 
  print OUT "$num_of_atoms\n"; 
 } 
  
 if ($line =~ /^ATOM/) 
 { 
  my @temp_line = split(//,$line); 
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  my $count = 0; 
  while ($temp_line[$count] ne "") 
  { 
   $temp_line[$count] =~ s/\-/ \-/g; 
   $count++; 
  } 
   
  $line = join("", @temp_line); 
 
  my @line = split(/\s+/,$line); 
   
  $line[8]=1 if ($line[2] =~ /^H/ || $line[2] =~ /^\dH/); 
  $line[8]=12 if ($line[2] =~ /^C/); 
  $line[8]=14 if ($line[2] =~ /^N/); 
   $line[8]=16 if ($line[2] =~ /^O/); 
  $line[8]=32 if ($line[2] =~ /^S/); 
  $line[8]=23 if ($line[2] =~ /^Na+/); 
 
  print OUT 
"\t$line[5]\t$line[6]\t$line[7]\t$line[8]\t$line[9]\n"; 
 } 
  
 $i++; 
} 
 
print OUT "$num_of_atoms\n"; 
 
 
Results 

The application of theoretical calculation of collision cross sections of biomolecules to analyze 

their structural properties is given in appendix “Investigating changes in the Gas-Phase 

Conformation of Antithrombin III upon binding of Arixtra using Traveling Wave Ion Mobility 

Mass Spectrometry (TWIMS)”. 
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CHAPTER 8  

CONCLUSIONS AND FUTURE PROSPECTS 

 

The research presented in this thesis aims at computational modeling of GAGs and their 

interactions with proteins.  As outlined in the introduction, modeling GAGs is particularly 

challenging, and a validated force field parameter set is essential for accurately predicting the 

conformational properties and binding properties of these molecules.  Chapter 4 presents the 

force field parameters developed in the Woods group for simulating GAG molecules, and their 

validation through comparison with NMR data.  MD simulations were performed on variably 

sulfated GAG disaccharides containing ΔUA residues, and two synthetic GAG tetrasaccharides.  

NMR scalar coupling and NOE measurements were collected for comparison with the theoretical 

data.  The new force field parameters were effective at reproducing the NMR data and were able 

to confirm that the IdoA ring predominantly populates two conformations, 1C4 and 2SO.  The data 

also demonstrated that the presence of N-sulfation on residues adjacent to sulfated IdoA, 

increased the solution population of the 2SO conformation.  The work provides a validated 

parameter set for the scientific community for further modeling studies of GAG structures. 

 The Glycosaminoglycan Builder was designed with the aim of facilitating GAG structure 

modeling. The various classes of GAGs differ in sugar composition and sulfation pattern, and the 

GAG Builder provides the constituent monosaccharides for each class in their variably sulfated 

forms for structure building. It also allows flexibility in building alternate conformations of IdoA 

residues by allowing the user to choose from the three most predominant conformations, default 
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being 1C4.  This is the first online utility of its kind and we anticipate it being very useful for the 

community.  The interface is intuitive, and may be used by those not experienced in the 

techniques of molecular modeling, with ease.  

 Chapter 6 presents the application of these parameters to investigate the binding of 

heparin fragments to chemokine CCL5.  The study integrates experimental and computational 

methods to elucidate details of the interactions between CCL5 and heparin fragments with 

varying sulfation pattern and lengths. Six variable sulfated tetrasaccharides were used to 

demonstrate that the pattern and degree of sulfation, as well as pH, influence the positions 

adopted by these fragments on the surface of CCL5.  Theoretical interaction-energy analysis 

identified the key residues on CCL5 and the key GAG epitopes that are important for binding.  In 

addition, the tetrasaccharides that demonstrate the best experimental IC50 value for inhibition of 

CCL5-CCR1 binding were distinguished from the weak inhibitors through this analysis.  

The binding of a longer heparin chain was used to predict a possible binding mode of HS 

chains to CCL5 in vivo, and offered an explanation for heightened affinity of CCL5 to HS at 

sites of inflammation. Residue H23 was identified as a contributor to the CCL5-GAG binding 

interaction at the slightly acidic pH that would be encountered at an inflammatory site, 

suggesting a role of this residue in binding. 

Overall, the data suggests that GAG structures of similar overall charge density bind in 

specific manner to their interaction partners, making it is important to map these interactions for 

better design of molecules that may be able to modulate their biological activity. 
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Future prospects 

Interactions of GAGs with chemokines are often thought to be redundant, thereby discouraging 

GAG-based therapeutic interventions against inflammation. In vitro findings suggest that 

chemokines interact with several GAG fragments with varying affinity, but a lack of specificity 

is not true, especially in vivo (227).  Expression of GAGs is a tissue specific phenomenon, and it 

is believed that fine-tuning of the interactions with chemokines occurs via expression of certain 

GAGs as a response to certain stimuli (227), and involves specific structural motifs in the GAG 

chains (107).  Thus, a tissue specific identification of precise motifs that engage chemokines to 

create concentration gradients for sequestering cells is required.   Once these motifs are 

identified therapeutic intervention to modulate their activity would be most feasible. A 

combination of experimental and modeling techniques will be imperative to gaining better 

understanding of these systems. 

 GAGs are also the first adhesion molecules that several viruses recognize and bind to for 

gaining entry into the host bodies.  Many viruses, including the Human immunodeficiency virus 

(HIV) type 1, Herpes simplex virus (HSV) type 1 and 2, and the Dengue virus are known to 

utilize this mechanism for enhanced virulence (228–233).  Glycoprotein 120 (gp20) on HIV-1 is 

known to bind HS proteoglycans in vivo, and binding affinity experiments show that heparin is 

the best binder, followed by HS, and that DP16 is the shortest length of heparin oligomer that 

demonstrates significant binding to gp120 (234).  HSV-1 and HSV-2 glycoproteins B and C (gB 

and gC, respectively) are known to bind to HS chains before the cell fusion event (235). 

However, these structurally similar proteins on the two serotypes recognize different structural 

features of heparin; 2,3-O-sulfation and 6-O-sulfation on heparin have been shown to be critical 

for binding to HSV-1 but not to HSV-2 (236, 237).  An understanding of the exact nature of 
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these interactions, including the specific structural motifs on GAG chains is essential for 

designing effective anti-viral strategies. 

 The availability of the new parameter set and the Glycosaminoglycan builder will allow 

easy access to molecular structures for modeling, allowing the scientific community to study 

GAG-protein interactions of interest in detail.  An approach that combines experimental-result 

guided structure modeling and theoretical calculation guided experimental design will be the 

most useful in this field. 
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Abstract 

We validate the utility of ion mobility to measure protein conformational changes induced by the 

binding of glycosaminoglycan ligands, using the well characterized system of Antithrombin III 

(ATIII) and Arixtra, a pharmaceutical agent with heparin (Hp) activity. Heparin has been used as 

therapeutic anticoagulant drug for several decades through its interaction with ATIII, a serine 

protease inhibitor that plays a central role in the blood coagulation cascade. This interaction 

induces conformational changes within ATIII that dramatically enhance the ATIII-mediated 

inhibition rate. Arixtra is a smallest synthetic Hp containing the specific pentasaccharide 

sequence required to bind with ATIII. Here we report the first travelling wave ion mobility mass 

spectrometry (TWIMS) investigation of the conformational changes in ATIII induced by its 

interaction with Arixtra. Native electrospray ionization mass spectrometry allowed the gentle 

transfer of the native topology of ATIII and ATIII-Arixtra complex. IM measurements of ATIII 

and ATIII-Arixtra complex showed a single structure, with well-defined collisional cross section 

(CCS) values. An average 3.6% increase in CCS of ATIII occurred as a result of its interaction 

with Arixtra, which agrees closely with theoretical estimation of the change in CCS, using 

protein crystal structures. Comparing the binding behavior of ATIII under both denaturing and 

non-denaturing conditions revealed the significance of a folded tertiary structure of ATIII for its 

biological activity. A Hp oligosaccharide whose structure is similar to Arixtra but missing the 3-

O-sulfo group on the central glucosamine residue showed a dramatic decrease in binding affinity 

towards ATIII, but no change in the mobility behavior of the complex, consistent with prior 

studies that suggested that 3-O-sulfation affects the equilibrium constant for binding to ATIII, 

but not the mode of interaction. In contrast, nonspecific binding by a Hp tetrasaccharide showed 

more complex mobility behavior, suggesting more promiscuous interactions with ATIII. The 



 

126 

effect of collisional activation of ATIII and ATIII-Arixtra complex were also assessed, revealing 

that the binding of Arixtra provided ATIII with additional stability against unfolding. Overall, 

our results validate the capability of TWIMS to retain the significant features of the solution 

structure of a protein-carbohydrate complex so that it can be used to study protein 

conformational changes induced by the binding of glycosaminoglycan ligands. 

 

Introduction 

Heparin (Hp) and heparan sulfate (HS) are highly sulfated, linear polysaccharides, consisting of 

disaccharide repeat units of 1-4 linked hexuronic acid and N-acetyl-glucosamine, and are 

members of a class of carbohydrates known as glycosaminoglycans (GAGs) (238). The sequence 

of Hp and HS features three types of domains: highly sulfated (NS) domains, less or non-sulfated 

N-acetylated (NA) domains and partially sulfated domains (NA/NS). Some of these domains are 

selectively recognized by over hundreds of secreted and membrane associated human proteins 

(8, 49, 55, 239). By regulating the location, stability and activity of these interacting proteins, Hp 

and HS play crucial role in many important physiological and pathological processes (20).  

The Hp/HS induced, allosteric activation of Antithrombin (ATIII) is the most studied and 

best understood example of a specific GAG-protein interaction. The anticoagulant property of 

Hp was discovered in 1916, and it has been used for prophylaxis and treatment of venous 

thrombosis, thrombophlebitis and embolism since 1940s (55). Antithrombin III (ATIII), a 58.2 

kDa N-glycosylated mono-chain protein in the serpin (serine protease inhibitors) family of 

proteins, serves as a principal regulator of blood coagulation serine and cysteine proteinases 

including factor IXa, factor Xa, and thrombin. The inhibitory activity of ATIII is repressed until 

it is activated by Hp/HS cofactor, either from therapeutic Hp or endothelial cells surface HS 
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proteoglycans at the site of a vascular injury (240). The native tertiary structure of ATIII is 

centered at a five-stranded β-sheet A, in which the N-terminal hinge of a reactive center loop 

(RCL) is initially buried with an orientation unfavorable to react with target proteinases (241). 

Recent studies also found that the constraint of the RCL also intensifies the repulsive exosite 

interactions which counteracts the favorable interaction between proteinases and exosite 

determinants on strand 3 of sheet C surrounding the RCL (242). 

The activation of ATIII occurs via its interaction with Hp, and more specifically, with a 

unique pentasaccharide sequence with a rare 3-O-sulfo group (55). Upon binding of Hp/HS, a 

local conformational change at the Hp-binding site (the N-terminal region, the N-terminal end of 

helix A and all of helix D) is triggered. This further induces conformational changes on the 

proteinase binding site on ATIII (243, 244). As a result of the allosteric activating structure 

arrangement, the RCL is released and the equilibrium between favorable and repulsive exosite 

interactions shifts to the favorable side (245). Therefore, the formation and stabilization of 

ATIII-proteinase complex are promoted. The inhibitory rate of ATIII can be accelerated up to 

150~500-fold by the binding of the specific Hp pentasaccharide domain against factors Xa, IXa 

and VIIa, and this rate can be accelerated up to 2000~200000-fold by full-length Hp (246). 

As shown in the case of the interaction between ATIII and Hp/HS, protein-ligand or 

protein-protein interaction is often characterized by three dimensional conformational change of 

protein in response to a specific biological function. Conventional solid-phase method (X-ray 

crystallography) and solution-phase method (NMR spectroscopy) allow elucidation of structural 

details of protein and protein complex, and the structures of ATIII and ATIII-Arixtra complex 

have been characterized in this fashion. However, there are issues including difficult sample 
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preparation, lengthy data analysis and low sample compatibility, which reduce the widespread 

applicability of these methods to a wide variety of protein-GAG complexes (247).  

Ion mobility mass spectrometry (IMMS) is a rapid, sensitive and high-throughput gas-

phase technique combing the advantages of both ESI mass spectrometry and ion mobility 

separation, and has gained much attention and recognition in the field of structural and 

dynamical biology (223). IMMS separates gas-phase ions according to their mobility, an intrinsic 

property determined by size, shape and charge state of ions (222). Travelling wave ion mobility 

spectrometry (TWIMS) is a commonly-used approach for IMMS, and is a commercially 

available product. In TWIMS, ion mobility separation takes place in an ion guide filled with a 

neutral gas. A radially confining potential barrier stops ion diffusion away from the path of the 

ion beam, while a continuous series of low voltage pulses called travelling waves push ions 

through the device (248). Protein ions with larger collisional cross section (CCS) have lower 

mobility, undergo more frequent collisions and fall behind the traveling waves, with the result 

that they are transmitted more slowly than ions with higher mobility. The drift time of a protein 

ion can be related to its CCS and conformation though calibration with standards. The biological 

relevance of the measured CCS can be validated by comparison with theoretical CCSs generated 

from NMR or X-ray crystal structures (249).  

Due to the advantage of TWIMS to experimentally estimate the CCS of a gas phase ion 

in a rapid and sensitive manner, it has been applied by a number of researchers for studies of 

protein interactions: Leary and coworker have applied TWIMS to detect differences in the 

conformations of two classes of chemokines as well as the effect of degree of sulfation of Hp-

like oligomers on Hp-chemokine interactions (250); Ruotolo and coworkers have applied 

TWIMS to study the gas-phase conformational stability of wild-type tetrameric transthyretin and 
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its disease-associated variants with and without ligand binding (251); Robinson and coworkers 

have applied TWIMS to measure the quaternary structure of the trp RNA binding protein 

(TRAP) complex and how the addition of tryptophan or RNA enhances the stability of its ring 

topology (252); Heck and coworkers have applied TWIMS to measure the CCSs of oligomeric 

viral capsid assembly of  Hepatitis B virus (HBV) and norovirus (253); Russell and coworkers 

have applied TWIMS to study how the binding of metal ions influences the conformation 

transition of human metallothionein-2A (MT) protein (254); Bowers and coworkers have used 

TWIMS to investigate the quaternary structure and self-assembling pathways of amyloid-β 

protein assemblies (255). Though there are concerns regarding the extent to which the structure 

of a gas-phase ion matches the native structure of a protein in solution, numerous studies have 

established a good correspondence between the two, particularly for the short time periods of an 

IMMS measurement, and under carefully controlled experimental conditions (256). 

The ATIII-Hp interaction featured by its well-studied conformational change and high 

binding specificity represents an excellent model to test the applicability of the TWIMS 

approach to examining conformational changes associated with GAG-protein interaction. In this 

study, we applied the method of TWIMS to investigate the nature and extent of conformational 

change within ATIII induced by the binding of Arixtra, a synthetic analogue of the Hp 

pentasaccharide sequence known to bind this protein with high specificity (257). TWIMS 

experiments were performed in order to solve these questions: Can the solution structure of 

ATIII survive the gas-phase environment in TWIMS and still maintain its activity to bind with 

Hp? Is TWIMS capable of detecting the small difference in CCS for ATIII that is induced by the 

binding of Arixtra? Do gas-phase ATIII ions exhibit selective binding with Arixtra compared to 

other structural-similar compounds? Do the complexes of ATIII and Hp oligosaccharides lacking 
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some of the features of the specific binding motif show similar or different behaviors in their ion 

mobility? Collectively, the answers to the following questions provide insight into the utility of 

an IM approach, and more specifically, a TWIMS approach, for studying conformational 

changes in proteins as a result of their GAG interactions. 

 

Methods 

Reagents 

All chemicals and solvents (ammonium acetate, methanol, water and formic acid) were of HPLC 

grade and purchased from Sigma-Aldrich. AT III was purchased from Aniara/Hyphen Biomed as 

lyophilized powder (West Chester, OH). Stock solution of ATIII was made by dissolving the 

lyophilized protein into HPLC-grade water and then stored at -80 °C. Arixtra was purchased 

from the hospital formulary and desalted on a BioGel P2 column BioRad (Hercules, CA, USA) 

before use. Modified Arixtra was chemoenzymatic synthesized as previously described (258). 

The Hp tetrasaccharide was produced from naturally occurring source as previously described 

(259). Protein calibrants (myoglobin from equine heart, cytochrome c from equine heart, avidin 

from egg white, concanavalin A from Canavalia ensiformis and bovine serum albumin) were 

purchased from Sigma-Aldrich as lyophilized powder. 

 

Sample preparation 

For MS analyses under denaturing conditions, ATIII was diluted in a water/methanol/formic acid 

solution (49.5:49.5:1, v/v/v) to a final concentration of 3  µM.  For MS analyses under non-

denaturing conditions, ATIII was diluted in 20  mM ammonium acetate buffer, pH 6.8, to a final 

concentration of 10  µM. ATIII-Hp complex was obtained by incubating ATIII with Arixtra or 
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other Hp oligosaccharides at a molar ratio of 1:1 at room temperature. Protein calibrants were 

diluted in either denaturing solution or non-denaturing solution to a final concentration of 10 

µM. 

 

IMMS measurement 

NanoESI-IMMS experiments were performed using a quadrupole-TWIM-TOF hybrid mass 

spectrometer (Synapt G2 HDMS, Waters Corp., Manchester, UK) in positive ionization mode. 

Protein samples were injected into the nanoESI source through a fused-silica emitter (PicoTip 

New Objective, Woburn, MA) with a flow rate varying from 0.2-0.5 µl/min. Experimental 

parameters were carefully tuned to prevent the protein and protein complex from unfolding or 

losing integrity due to extensive activation while keeping substantial ion transmission. The 

applied experimental parameters were: capillary voltage, 1.5  kV; sampling cone voltage, 30  V; 

extraction cone voltage, 5  V; source temperature, 90  °C; flow rate of nitrogen in the IM ion 

guide, 50 ml/min; flow rate of helium in the helium cell, 180 mL/min; Trap collision energy, 0 

V; transfer collision energy, 0 V. Different sets of wave height and corresponding wave velocity 

were used to optimize the mobility separation. The drift times of the calibrants and ATIII 

samples were measured when identical experimental conditions were stringently applied. Data 

analysis was performed with MassLynx 4.1(Waters Corp., Manchester, UK). 

 

CCS calibration 

The biggest challenge of IMMS using TWIMS is proper calibration. Mobility is a unique 

property for a given ion, and depends only on the features of a protein ion and neutral gas (mass, 

charge, size and shape). The measured drift time of an ion is under the influence of many other 
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factors, including experimental conditions (magnitude and velocity of travelling wave, pressure 

of neutral gas, temperature of the source and ion guide). Since the electric field in TWIMS is not 

uniform due to the existence of travelling wave voltages whose electric potential is changing 

over time and position within the IM ion guide, drift time acquired using TWIMS cannot be 

converted directly into a CCS. Instead, the CCS of an analyte needs to be determined based on 

an empirical relationship between the drift times of protein calibrants and their known CCSs 

obtained previously by conventional drift time IMS (260).  

Experimental CCSs were calibrated, as described in several published protocols (249, 

260). Briefly, the CCSs of calibrants were corrected for their charge state and reduced mass with 

respect to the buffer gas. The drift times were corrected for mass-dependent flight time spent in 

the transfer ion guide and TOF mass analyzer and mass-independent flight time spent in the 

transfer ion guide. The natural logarithm of corrected CCSs were plotted against the natural 

logarithm of corrected drift times and a mathematical formula was derived. The calibration 

coefficient A was extracted to calculate the effective drift times dt'': =.(249). A calibration curve 

was generated by plotting the literature CCSs as a function of dt''. The correlation coefficient R2 

of the calibration curve should be higher than 0.98. The experimental CCS of the analyte ion can 

be derived from this calibration curve based on the measured drift time.  

Another intrinsic problem for this experiment is that the calibrant library uses CCSs, 

which were measured in helium while the TWIMS measurement uses an IM ion guide filled with 

nitrogen. However, the absolute error of CCS calibration derived from measuring CCS in 

different gases can be minimized when appropriate separation parameters are applied and when 

protein calibrants used to construct calibration curves are carefully selected (261, 262). 
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Table 1  Calibrants 

Calibrants and mass Charge CCS (He, Å2) 
Avidin 17 3640 
64KDa 18 3640 
Concanavalin A 20 5550 
102KDa 21 5550 

 
22 5480 

 
23 5450 

Cytochrome c 11 2303 
12.4KDa 12 2335 

 
13 2391 

 
14 2473 

 
15 2579 

 
16 2679 

 
17 2723 

 
18 2766 

 
19 2800 

Myoglobin 15 3230 
17.6KDa 16 3313 

 
17 3384 

 
18 3489 

 
19 3570 

 
20 3682 

 
21 3792 

 
22 3815 

Bovine Serum Albumin 15 4100 
66.5KDa 16 4060 

 
17 4040 

 

We have noted that CCS estimation was substantially improved by using native protein 

calibrants in the calibration, compared with using only denatured myoglobin (data not shown). 

Previous studies showed that CCS calibrated using only denatured calibrants were strongly 

influenced by separation conditions in TWIMS experiment. Therefore, including native 

calibrants of similar shape and nature as the analytes in the calibrant set greatly increased the 

accuracy of calibrated CCS of native ATIII and ATIII-Hp complex (263). 
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A selected set of native and denatured protein calibrants, with a mass range from 12 kDa 

to 102 kDa and a CCS range from 2303 Å2 to 5550 Å2 were employed. The charge states and 

literature CCSs of these protein calibrants used to construct the calibration curve are listed in 

Table 1, selected from the Collision Cross Section Database, Bush Lab (264). The mass range 

and CCS range chosen were broad enough to bracket the masses and drift times of ATIII and 

ATIII-Hp complex ions (Figure 1), so no extrapolation of the calibration curve is necessary.  

The separation parameters controlling the ion mobility separation were optimized, so that 

they fit both the analytes and calibrants. Multiple sets of separation parameters were applied to 

exclude the effect of electric field on the drift time measurement. The calibration curves 

constructed at wave height of 13, 15 and 17V are shown in Figure 1. R2 values of 0.9919, 0.9944 

and 0.9966 were observed for each trend line. 

 

Figure 1  The calibration curves were constructed at three wave heights, combining data from 
cytochrome c, myoglobin, avidin, BSA and concanavalin A, displayed as literature CCS vs 
effective drift time for each charge state. 
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Theoretical calculation of CCSs 

The missing residues in the PDB files for the ATIII-Arixtra complex (PDBid: 1E03 (265)) and 

ATIII (PDBid: 1E05 (265)) were built using MODELLER (226). In the complex, the protein was 

missing 5 residues from the N-terminus and 8 residues from a disordered portion of the N-

terminus. The free protein lacked 2 residues from the N terminus and 12 residues from the 

disordered region that was missing in the protein in complex with Arixtra. Both forms also 

lacked one residue at the C-terminus.  

Topology and coordinate files for the ATIII-Arixtra complex and free ATIII were 

generated with the tLeap program, employing the Protein ff99SB (187) and GLYCAM06 

(version j) (97) parameters for the protein and GAGs, respectively. The net charge on each 

system was neutralized with the addition of appropriate number of Na+ ion. The systems were 

solvated with TIP3P water (266) in a octahedron box extending to at least 12 Å from any atom of 

the solute.  

All MD simulations were performed with the GPU implementation of pmemd, 

pmemd.cuda_SPDP (130) in Amber14 (267). Energy minimization of the solvent was performed 

in an NVT ensemble (1000 steps of steepest descent, 24000 steps of conjugate gradient), 

followed by a full system energy minimization (1000 steps of steepest descent, 24000 steps of 

conjugate gradient). The systems were heated from 5 K to 300 K over 60 ps in an NVT 

ensemble, with a weak positional restraint (10 kcal/mol-Å2) on the atoms in the solute. A 

Berendsen-type thermostat (128) with a time coupling constant of 1 ps, was utilized for 

temperature regulation. Equilibration and production was performed at constant pressure (NPT 

ensemble; 1 atm), with a pressure relaxation time of 1 ps. After the heating step the restraints 

were removed from the solute atoms, and the entire system was allowed to equilibrate at 300K 
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for 1 ns. All covalent bonds involving hydrogen atoms were constrained using the SHAKE (129) 

algorithm, allowing a simulation time step of 2 fs. Scaling factors for 1–4 interactions were set to 

the recommended values of 1.0 and 1.2 for the GAG (97) and protein (187), respectively, and a 

non-bonded interaction cutoff of 8.0 Å was employed. Long-range electrostatics were computed 

with the particle mesh Ewald (PME) method. Data were collected for 20 ns for both the systems. 

Post processing of the MD simulations was performed using ptraj (188) module of Amber and 

graphical representations of the results were generated with VMD (190). 

Theoretical CCSs of ATIII and ATIII-Arixtra complex were calculated on 30 frames 

from the last 5 ns of the simulation using MOBCAL (268). Both the projection approximation 

(PA) (268), and trajectory method (TM)  (269) were employed for the calculations. 

 

Results and discussion 

Native Mass Spectrometry of unbound ATIII and Arixtra-bound ATIII 

ATIII was first analyzed under non-denaturing condition without the addition of any Hp (Figure 

2a). The protein was represented by a single charge state envelope, indicating that only protein 

monomers existed under this experimental condition.  Five charge states were observed from +17 

to +13 over a range of m/z 3300~4700. Since the charge states detected by using native MS 

depend on the three dimensional conformation of the protein ion, a narrow distribution of lower 

charge states indicates a folded and compact conformation with fewer basic sites exposed for 

protonation (270). The three charge states, +16 to +14, were selected for further investigation 

since they were the most dominant charge states with relatively higher S/N. An average 

molecular weight of 57876±6 Da was obtained, in agreement with the literature molecular 

weight of ATIII (57875 Da) (271). 
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Figure 2  Electrospray ionization mass spectra, obtained under non-denaturing conditions, of (a) 
ATIII; (b) ATIII incubated with Arixtra for 1h; (c) ATIII incubated with Arixtra for 12h; (b) 
ATIII incubated with the	  Arixtra-like hexasaccharide, minus 3-O-sulfation, for 12h. 

 

ATIII was next incubated with a small molar excess of Arixtra. Two incubating times 

were examined to monitor the progress of the binding reaction: 1h (Figure 2b) and 12h (Figure 

2c). The binding of Arixtra by ATIII did not change the charge state distribution observed for 

native protein. An additional peak was observed for each charge state, corresponding to the 

formation of Arixtra-ATIII complex. An average mass increase of 1512 Da was measured for the 
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new peaks, in good correspondence to the molecular weight of a single Arixtra molecule (1505 

Da). To confirm the binding stoichiometry, titration experiments with different molar ratios were 

examined, but increasing the amount of Arixtra did not result in the formation of any new peaks. 

After 12h of incubation, only the peaks corresponding to Arixtra bound to ATIII in a 1:1 ratio 

were present (Figure 2c). Since longer incubation time allowed the binding reaction to go to 

completion, this result indicates that the ATIII only presents one binding site for Arixtra, in 

accordance with the 1:1 binding stoichiometry between ATIII and Arixtra reported previously 

(272). All of these observations suggest that the solution structure of ATIII survives the 

ionization process and the environment of the TWIMS instrument. 

Interestingly, the intensity ratio between ATIII with and without Arixtra varied with 

charge state. The ratio for +17, +16, +15 and +14 were 0.69, 1.02, 3.07 and 5.75, respectively. It 

is evident that the intensity ratio increases with the decrease of charge state, suggesting 

weakening in the binding affinity with the increase of charge state. One possible explanation is 

that the lower charge states are more representative of the native structure of ATIII due to a 

lowering of charge-charge repulsion. 

 

TWIMS of ATIII and its complex with Arixtra 

To investigate whether the protein conformational change caused by the interaction between 

ATIII and Arixtra can be detected by TWIMS, ion mobility measurements were performed on 

the gas-phase ATIII and Arixtra-bound ATIII ions. The measured drift times of each charge state 

of ATIII and Arixtra-bound ATIII are shown in Figure 3, at a wave height of 17 V. One narrow 

drift time distribution was observed for each charge state of ATIII, indicating the presence of a 

single compact and folded conformation for the ATIII ions. For Arixtra-ATIII complex, a single 
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narrow peak at higher drift time range was observed for each charge state, implying that binding 

of Arixtra causes a change in the folded conformation of ATIII, leading to a specific structure 

with a larger CCS. These observations suggest that the tertiary structures of ATIII and the non-

covalent Arixtra-ATIII complex are stable in the TWIMS experiment. 

 

Figure 3  Drift timed distributions (ms) of the dominant charge states (+14 ~ +16) of native 
ATIII and Arixtra-bound ATIII, at a wave height of 17V. 

 

After calibration, the measured drift times for ATIII and its complex with Arixtra have 

been converted to CCSs, shown in Table 2. For each charge state, the reported CCS was an 

average from triplicate experiments, and was found to have a 0.6% relative standard deviation. 

The binding of Arixtra induces a 3.6% increase in CCS of ATIII, several times larger than the 

standard deviation in the measurements. The conformational change was highly reproducible, 

and was observed for each charge state, as well as for a variety of wave heights and wave 
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velocities. The drift times and peak shape measured for residual bound ATIII, which is present at 

moderate abundance in the mass spectrum of the 1hour mixture, Figure 2b, were the same as the 

drift times measurements for the ATIII peaks in the mass spectrum of the pure protein sample, 

Figure 2a, evidence of the stability of the drift time measurements over different times and 

different samples. 

 

Table 2  CCSs measured experimentally 

 

Specificity and selectivity of ATIII-Arixtra interaction 

To test the specificity of the interaction between ATIII and Hp, two control experiments were 

applied by altering the structure and conformation of both ATIII and its binding partner. 

The first control experiment was to test the binding capability of ATIII after being 

denatured due to the presence of organic solvents under harsh pH condition (49.5 water: 49.5 

methanol: 1 formic acid). Denatured ATIII was incubated with Arixtra at a molar ratio of 1:3 for 

12h and sprayed in denaturing solution (Figure 4). A wide distribution of higher charge states 

from + 47 to +23 were observed, in contrast to the narrow distribution of lower charge states 

under non-denaturing conditions. No peaks corresponding to the formation of ATIII-Arixtra 

complex were observed for these higher charge states, indicating that the fully denatured ATIII 

loses its capability to bind with Arixtra. This control eliminates the concern that the 

complexation of ATIII and Arixtra is non-specific, and results from the columbic attraction of a 

Charge 
State 

Free ATIII CCS 
(Å2) 

Arixtra-bound ATIII 
CCS (Å2) 

CCS increase 
(Å2) 

CCS 
increase% 

14 3467.9±14.5 3607.1±16.6 123.5±6.6 3.4 

15 3439.8±8.1 3573.1±7.0 133.2±2.3 3.7 

16 3462.3±17.6 3591.4±15.9 133.0±8.4 3.7 
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positively charged protein with an anionic carbohydrate. A mass scale expansion of the higher 

mass range of the denatured ATIII saw Arixtra-bound ATIII peaks for charge states lower than 

+20 (Figure 4, inset). It is possible that these relatively low charge states may represent some 

partially folded structures of ATIII. 

Figure 4  Electrospray ionization mass spectra of denatured ATIII with (upper) and without 
(lower) addition of Arixtra; The inset shows an expansion of the mass range (2500 m/z-3000 
m/z) of the two spectra. Unbound ATIII peaks were labeled with green and Arixtra-bound peaks 
were labeled with purple. 

 

A broad drift time distribution with multiple features was observed for each charge state 

of denatured ATIII (data not shown) while a single sharp peak was observed for native ATIII. 
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This observation indicates that the fully extended or partially unfolded structures of ATIII have 

higher flexibility than the folded structures, and adopt multiple conformations in the gas phase.  

Previous studies have collected evidence that Hp binding sites on proteins are more than 

clustered basic amino acid residues. Instead, several structural elements (loops, α-helices and β-

strands) have been found in Hp binding sites, implying that specific spacing and spatial patterns 

of the Hp-binding basic residues are essential in Hp-protein interactions (49, 239, 273). As in the 

case of ATIII-Hp binding, the folded, compact conformation of ATIII allows a spatial alignment 

of the Hp-binding basic residues which were widely distributed in the sequence (244, 274). This 

alignment facilitates the formation of a basic patch over several helices and the N-terminal 

region of ATIII, which provides a binding site for Hp. In this control experiment, denaturing the 

protein led to a substantial alternation of the topology of the Hp binding sites (8), therefore 

disrupting the high affinity binding interaction between ATIII and Hp. Our observation revealed 

the importance of a folded, compact structure of ATIII to maintain its biological activity. 

A second control experiment was performed to test the binding specificity between ATIII 

and Arixtra induced by the pattern of sulfation. Arixtra has eight sites of sulfation, with a 

sequence of: GlcNSO3, 6SO3-GlcA-GlcNSO3, 3SO3, 6SO3*-IdoA2SO3-GlcNSO3, 6SO3, as 

shown in Figure 5. The ATIII binding behavior of a Hp hexasaccharide and a Hp tetrasaccharide, 

with the structures shown in Figure 5, were examined. The sulfation pattern of the Hp 

hexasaccharide closely resembles that of Arixtra, minus the 3-O-sulfo group on the central 

glucosamine. The Hp tetrasaccharide lacks two sulfate groups and a monosaccharide on the non-

reducing end, compared to the structure of Arixtra. 
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Figure 5  Structures of Arixtra (dp5 with 8 SO3) (upper), modified Arixtra (dp6 with 7 SO3) 
(middle) and the Hp tetrasaccharide (dp4 with 6 SO3) (below). 
 

After incubating ATIII and the hexasaccharide, peaks corresponding to the 

hexasaccharide-bound ATIII complex, Figure 2d, were observed, but in much lower abundance 

compared to Arixtra, for the same incubation time and Hp concentration. Increasing the Hp 

concentration produced only a small increase in the intensity of the hexasaccharide-bound ATIII 

complex peaks. This reaction never went to completion, as can be inferred from the presence of 

unbound ATIII ions which dominated the mass spectra, even after longer incubation time. All of 

these observations indicate that the binding affinity of the hexasaccharide towards ATIII is much 

lower than Arixtra, consistent with previous studies (275). Similar results were observed for the 

binding between ATIII and the tetrasaccharide, with the peaks corresponding to ATIII-

tetrasaccharide complex in even lower abundance (results not shown). Our results suggest that 

the hexasaccharide and tetrasaccharide both have reduced binding affinities for ATIII. The data 

confirms the significant contribution of the rare 3-O-sulfation in Hp-protein interaction. 
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The drift time distributions of ATIII-negative control complexes were measured and only 

the results for +15 charge state were shown in Figure 6. For the complex of ATIII and 

hexasaccharide, a narrow drift time distribution was observed (Figure 6b), almost identical to 

that measured for ATIII-Arixtra complex (Figure 6c). The drift time measured for 

hexasaccharide-bound ATIII was the same as that measured for Arixtra-bound ATIII, which 

agrees with a previous study that concluded that removing the 3-O-sulfo group affected the 

equilibrium of native ATIII and activated ATIII but not the conformational change associated 

with the equilibrium (276). In other words, this control Hp oligosaccharide retains the specificity 

of binding, but has a reduced binding affinity. 

 

Figure 6  Drift time distributions (ms) of the +15 charge state of ATIII in complex with 
compounds, shown in Figure 5, the Hp tetrasaccharide (a), modified Arixtra (b) and Arixtra (c), 
at a wave height of 17V. 
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In strong contrast, the Hp tetrasaccharide-ATIII complex revealed a very different 

behavior, exhibiting a broad peak with many features in the drift time spectrum, Figure 6a, 

suggesting several structures for the complex. We interpret these as reduced specificity in the 

binding of the Hp ligand. The drift times measured for Hp tetrasaccharide-bound ATIII were 

smaller than that measured for Arixtra-bound ATIII, suggesting that the binding of the Hp 

tetrasaccharide may induce less of a conformational change within ATIII, due to the loss of 

several essential components from the specific pentasaccharide sequence (277).  

The results of these control experiments are consistent with the known high-affinity, 

specific interaction between ATIII and Hp. It requires more than the existence of negatively 

charged functional groups on the Hp and positively charged residues on the protein. Instead, a 

well-defined three-dimensional presentation of the negatively charged groups in the Hp and a 

well-defined tertiary structure of the protein are critical to the specificity of ATIII-Arixtra 

binding. 

 

Gas phase stability of ATIII and ATIII in complex with Arixtra 

Previous studies have shown that the addition of a ligand or counter ions brings in additional 

conformational stability of protein ions against collisional activation (278, 279). To test whether 

the specific binding of Arixtra has altered the conformational stability of ATIII, we performed a 

series of experiments with incremental changes in trapping collisional energy (CE) from 5V to 

30V being applied to ATIII with and without Arixtra in the trap ion guide prior to ion mobility 

separation. This probes the susceptibility to collision-induced unfolding for native ATIII and the 

ATIII-Arixtra complex. 
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Figure 7  Experimental drift time distributions (ms) of +15 charge state of ATIII (left panels) 
and ATIII-Arixtra complex (right panels) as a function of trapping CE varying from 20V to 
27.5V are shown in 2.5 V increments. The normalized experimental drift time distribution is 
shown by the blue dots. The fit of the data to a series of Gaussian distributions is shown in green, 
and the sum of the component Gaussians is shown in red. 
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The resulting drift time distributions of +15 charge state of both ATIII and ATIII-Arixtra 

complex are shown in Figure 7. Each drift time distribution was fitted with a minimum numbers 

of Gaussian distributions according to its shape using the peak analyzer in OriginPro 8.5.0 

software (OriginLab Corporation, MA), as described previously (280). Each Gaussian 

distribution generated as part of the fitness represents a potentially stabilized gas-phase 

conformation. 

At a trapping CE of less than 20V (data not shown) or equal to 20V, a single, narrow 

peak was observed for both ATIII and ATIII-Arixtra complex, suggesting a single conformation 

of the protein and its Hp-bound complex.  

The behavior of ATIII and ATIII-Arixtra complex started to deviate at elevated activation 

energy. For ATIII, a shoulder appeared on the high-drift-time side of the original peak when the 

trapping CE was raised to 22.5V. Four Gaussian distributions fit this drift time distribution, 

indicating that several partially unfolded or unfolded conformations of gas-phase ATIII ions 

were present at this collision energy. At a CE of 25 V, the abundance of the shoulder peak 

clearly increased. Two distinct populations of higher mobility (from 10.37 to 14.10 ms) and 

lower mobility (from 14.24 to 18.11 ms) conformations were observed, each modeled by two or 

three Gaussian distributions. At a CE of 27.5 V, a broad drift time distribution resolved by eight 

Gaussian distributions was observed, indicating the presence of a series of protein conformations 

of different degree of unfolding.  

In contrast, for a range of trapping CE from 0 to 25V, the drift time distributions of 

ATIII-Arixtra complex remained unaffected, evidenced by a single, narrow peak in the drift time 

spectrum. A lower mobility peak corresponding to partially unfolded conformation of ATIII 

complex was not formed until a trapping CE as high as 27.5V was applied, while the higher 
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mobility peak corresponding to the folded structure was still the dominant peak. Clearly, ATIII, 

when complexed with Arixtra, is more stable than ATIII itself, also consistent with solution-

phase behavior of this system (281).  

Previous studies showed that the binding of Hp/HS improves conformational stability of 

some proteins against heat and proteolysis (282). The additional stability is also related to the 

activity of proteins.58 Our results showed that ATIII in complex with Arixtra evidently possesses 

higher conformational stability than ATIII itself, indicating that the stability of Hp-activated 

ATIII may be a driving factor for its biological activity, which is responsible for shifting the 

conformational equilibrium towards greater stability. 

 

Comparison of experimental CCS with theoretical CCS 

Theoretical CCSs estimated from X-ray crystal structures of ATIII and Arixtra-bound ATIII 

were compared with experimentally measured CCSs. The PDB files of ATIII and ATIII-Arixtra 

complex display two ATIII molecules, one in the inhibitory form and the other in the latent form 

(265). Only the inhibitory structure was used for the CCS calculation. In addition, N-linked 

oligosaccharide chains are present in the structures in both PDF files. We chose to leave the 

oligosaccharides out of the CCS calculation. The N-linked oligosaccharides are not thought to 

participate in Hp binding, so they are expected to contribute equally to the CCS of ATIII and 

ATIII-Arixtra complex. As we are interested in the conformation change within the protein 

rather than the absolute measurement of CCSs, the glycosylation-free estimation of CCS should 

allow us a direct and simple observation of the conformational change. We added the missing H-

atoms to the crystal structures since their effect may not be ignored in the accurate estimation of 

the subtle conformational change.  
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Table 3  CCSs calculated using MOBCAL 

System PA method (Å2) TM method (Å2) 
AT III – Arixtra complex 3120.2±3.2 4033.3±14.5 
AT III 3010.1±2.7 3900.5±9.7 

 

The calculated CCSs of native ATIII were 3010.1 Å2 estimated using PA and 3900.5 Å2 

estimated using TM. The calculated CCSs of Arixtra-bound ATIII were 3120.2 Å2 estimated 

using PA and 4033.3 Å2 estimated using TM (Table 3). The experimental CCSs for the lowest 

charge state of native ATIII and ATIII-Arixtra complex were 3467.9 Å2 and 3607.1 Å2, 

respectively, comparable with those theoretical measurements. 

The experimental CCS is approximately 12.1% less than the theoretical CCSs estimated 

using TM and 15.4 % higher than that estimated using PA. These observations are consistent 

with previous studies on other proteins, which found that reasonable experimental CCSs should 

lie in between the theoretical estimates made using PA and TM. The experimental CCSs should 

be smaller than TM results, due to the collapsed structure of protein ions in the gas-phase in 

response to desolvation (247, 283, 284). Ignoring the long-range interaction with the neutral gas, 

collision effect and scattering process, PA results are on average 15% smaller than the 

experimental CCSs (285), in agreement with our observation. 

It is noteworthy that there is close agreement between the relative changes in the CCS 

measured experimentally versus calculated theoretically. The averaged experimental 

conformational change was 3.6%, while the calculated conformational change was 3.7% for PA 

results and 3.4% for TM results, respectively. These results show that the TWIMS experiment 

generates gas-phase ATIII and Arixtra-bound ATIII ions with a conformation that matches the 

solution structure close enough, so that the conformational change due to the binding of Arixtra 

can be accurately measured. 
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Conclusions 

TWIMS was found to provide data that is consistent with the known details of ATIII-Arixtra 

binding. Our mass spectra showed the formation of a 1:1 complex of ATIII with Arixtra, and the 

corresponding IM spectra were consistent with a single, folded gas-phase conformation of ATIII 

in its free and Arixtra-bound form, evidenced by a single narrow drift time distribution in both 

cases. CCSs derived from these data showed that the binding of Arixtra to ATIII caused a 3.6 % 

increase of ATIII’s CCS. Both the absolute CCSs of ATIII and Arixtra-bound ATIII ions as well 

as the degree of CCS change were in agreement with theoretical CCSs calculated based on their 

X-ray crystal structures.  

Furthermore, the selectivity and specificity of Hp-ATIII binding known from solution 

measurements appeared to survive the translation of the ions into the gas-phase, as revealed by 

the control experiments. Disrupting the folded structure of ATIII caused the loss of its binding 

affinity towards Arixtra. Removing the 3-O-sulfo group from the known Hp binding sequence 

resulted in substantial reduction of the abundance of ATIII-Hp complex but did not change the 

drift time behavior, as expected based on known solution behavior. These two control 

experiments not only confirmed the biological relevance of the native ATIII and Arixtra-bound 

ATIII ions that we observed, but also provided evidence to support the existence and 

significance of the specificity of the ATIII-Hp interaction. A control experiment using a Hp 

tetrasaccharide with a different pattern of sulfation than the known consensus sequence also 

showed greatly reduced affinity for ATIII, but also showed a reduction in specificity of binding, 

evidenced by a broad drift time distribution, consistent with a variety of structures for the 

complex. Moreover, the TWIMS measurement showed the stabilizing effect of Arixtra binding 
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on the ATIII folded structure. This result also matched solution studies of ATIII and its Hp 

complexes. 

Collectively, these results highlight the advantages of TWIMS for investigating GAG–

protein interactions at the molecular level. Future applications of this approach will be useful for 

gaining a better understanding of the biological processes mediated by GAG-protein interactions. 
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SUPPLEMENTARY INFORMATION CHAPTER 4 

 

Equation S4.1 

𝐽! !! = 13.24 cos! 𝜃 − 0.91 cos𝜃 + ∆𝜒! 0.53− 2.41 cos! 𝜉!𝜃 + 0.27 ∆𝜒!  

 

Table S4.1  Bond & Angle terms  

Bond Ro 
(Å) 

kr 
(kcal/mol) 

C –Ck 1.466 214.0 
S -N  1.675 238.0 
S -Osa 1.589 206.0 
S -O2a 1.440 620.0 
Cg-Oab 1.460 285.0 
Cg-Oeb 1.460 285.0 
 
 
Angle θo 

(°) 
kΘ 

(kcal/mol) 
C -Ck-Ck 126.0 48.0 
O2-C-Ck 113.4 49.5 
O2-S -N  108.0 84.0 
O2-S -O2 113.9 123.0 
O2-S -Os 106.9 104.0 
OS-Ck-C  109.5 73.0 
H1-Cg-N3c 109.5 50.0 
H -N -Sd  121.2 37.5 
S -N -Cg 110.0 31.0 
S -Os-Cg 118.9 50.0 
C -Cg-Oab 112.4 63.0 
Cg-Cg-Oab 108.5 70.0 
Cg-Cg-Oeb 108.5 70.0 
Cg-Oa-Cgb 111.6 50.0 
Cg-Oe-Cgb 111.6 50.0 
Oh-Cg-Oab 112.0 110.0 
Os-Cg-Oab 112.0 100.0 
Os-Cg-Oeb 112.0 100.0 
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Oa-Cg-Oeb 112.0 100.0 
H1-Cg-Oab 110.0 60.0 
H1-Cg-Oeb 110.0 60.0 
H2-Cg-Oab 110.0 60.0 
H2-Cg-Oeb 110.0 60.0 
aEquilibrium value from Theochem 395/396 (1997) pp 107-122 
bCopied from GLYCAM06 (97) 
cCopied from parm99 HP-CT-N3 (96) 
dFrom HF/6-31++g(2d,2p) ethylsulfamate 
 

 

Table S4.2  Torsion terms  

Torsion V1 V2 V3 Source 
Cg-Os-Ck-C   -1.40 0.67 2-Methoxyacrylate 
Cg-Ck-Ck-C  -11.00  But-2-enoate 
Oh-Cg-Cg-Ck -1.06 -0.60 -0.11 3-Butenol*/Molecule 4 
Os-Cg-Os-Ck 0.75 0.50  2-(Methoxymethoxy) acrylate 
Os-Cg-Cg-Ck -0.27 0.40  4-Methoxybut-1-ene*/Molecule 3 

O2-C -Ck-Ck  -0.80  (2R,3S,4S)-3,4-dihydroxy-2-methoxy-3,4-
dihydro-2H-pyran-6-carboxylate** 

O2-C -Ck-Os  -0.80  (2R,3S,4S)-3,4-dihydroxy-2-methoxy-3,4-
dihydro-2H-pyran-6-carboxylate** 

O2-S -N -Cg   0.11 Methylsulfamate 
Ha-Ck-Ck-C  -11.00  Acrylate 

H1-Cg-N -S  2.00   ((2S,3R)-2-methoxytetrahydro-2H-pyran-3-
yl)sulfamate*** 

H1-Cg-N3-H   0.16 X-CT-N3-Xa 

H2-Cg-Os-Ck 1.00 0.50 0.10 2-(1-Methoxyethoxy) acrylate/2-
(Methoxymethoxy) acrylate 

H2-Cg-Cg-N3   0.10 H2-CT-CT-Na 

S -N -Cg-Cg 0.50 0.50  ((2S,3R)-2-methoxytetrahydro-2H-pyran-3-
yl)sulfamate*** 

Oa-Cg-Cg-Cg 0.19 -0.11 0.14 1,1-dimethoxypropaneb 
Oe-Cg-Cg-Cg -0.27   Os-Cg-Cg-Cgc  
Oa-Cg-Cg-Oe  0.40  Os-Cg-Cg-Osd 
Oe-Cg-Cg-Oe  0.40  Os-Cg-Cg-Osd  
Oa-Cg-Cg-Os  0.40  Os-Cg-Cg-Osd 
Oe-Cg-Cg-Os  0.40  Os-Cg-Cg-Osd 
Oa-Cg-Cg-Oh -1.10 0.25  Os-Cg-Cg-Ohc 
Oe-Cg-Cg-Oh -1.10 0.25  Os-Cg-Cg-Ohc 
Oa-Cg-Oe-Cg 1.08 1.38 0.96 Os-Cg-Os-Cge 
Oa-Cg-Os-Cg 1.08 1.38 0.96 Os-Cg-Os-Cge 
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Os-Cg-Oa-Cg 1.08 1.38 0.96 Os-Cg-Os-Cge 
Oe-Cg-Oa-Cg -0.25 0.76 1.20 Dimethoxymethaneb 
O2-C -Cg-Oa 0.04 -1.45 0.04 O2-C -Cg-Ose 
C -Cg-Oa-Cg -0.60 0.45 0.32 C -Cg-Os-Cge 
Cg-Oa-Cg-Cg -0.70 -0.30 -0.33 2,2-dimethoxypropaneb 
Cg-Oe-Cg-Cg   0.16 Cg-Os-Cg-Cgc 
N -Cg-Cg-Oa -1.30   N -Cg-Cg-Osc 
N -Cg-Cg-Oe -1.30   N -Cg-Cg-Osc 
H1-Cg-Cg-Oa   0.05 N -Cg-Cg-Osc 
H1-Cg-Cg-Oe   0.05 H1-Cg-Cg-Osc 
H1-Cg-Oa-Cg   0.27 H1-Cg-Os-Cgc 
H1-Cg-Oe-Cg   0.27 H1-Cg-Os-Cgc 
H2-Cg-Cg-Oe   0.05 H2-Cg-Cg-Osc 
H2-Cg-Oa-Cg -1.20 0.10 0.02 1,1-dimethoxyethaneb 
H2-Cg-Oe-Cg  0.60 0.10 H2-Cg-Os-Cgc 

     
Improper 
Torsion 

V2 

Ck-Ha-Ck-Cg 1.0 
Os-C -Ck-Ck 1.0 
Cg-S -N -H  5.5 
*Used for an initial fit 
**Fitting equally split between O2-C-Ck-Ck & O2-C-Ck-Os 
***Fitting to both 2S and 2R epimers  
aPARM99 (96) 
bPublished in (138)  
cCopied from GLYCAM06 (97) 
dCopied from GLYCAM06g  
eCopied from GLYCAM06e 
 
 
 
Table S4.3  Δχi Substituents by torsion for Δ4,5-unsaturated uronates for Equation S4.1 

Substituent* ξi H1-C1-C2-H2 H2-C2-C3-H3 H3-C3-C4-H4 
S1 1 1.25 

O2 (-OH, -OSO3
-) 

1.25 
O3 (-OH) 

1.25 
O3 (-OH, -OSO3

-) 
S2 -1 0.35 

C3 (-C) 
0.35 
C4 (-C) 

0.35 
C2 (-C) 

S3 1 1.26 
O1 (-OR) 

0.35 
C1 (-C) 

0.35 
C4 (-C) 

S4 -1 1.26 
O5 (-OR) 

1.25 
O2 (-OH) 

0.35 
C4 (-C) 

*Substituent numbers defined in Haasnoot et al. (125)  
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Table S4.4  Ensemble averaged charges/prep files for new residues. 

Transferable N- & O- Sulfate 
SO3    INT  0 
CORRECT     OMIT DU   BEG 
-0.8370 
 1 DUMM DU  M  0 -1 -2  0.000    0.000     0.000    0.00000 
 2 DUMM DU  M  1  0 -1  1.449    0.000     0.000    0.00000 
 3 DUMM DU  M  2  1  0  1.522  111.100     0.000    0.00000 
 4 O1   O2  M  3  2  1  1.540  111.208   180.000   -0.69400 
 5 S1   S   M  4  3  2  1.432   92.882  -123.335    1.24500 
 6 O3   O2  E  5  4  3  1.425  115.334   -51.093   -0.69400 
 7 O2   O2  M  5  4  3  1.432  113.544    85.155   -0.69400 
 
 
DONE 
 
Δ4,5-unsaturated uronate 
045  INT 0 
CORRECT OMIT DU BEG 
-0.8060 
 1 DUMM DU  M  0 -1 -2  0.000    0.000     0.00     0.0000 
 2 DUMM DU  M  1  0 -1  0.500    0.000     0.00     0.0000 
 3 DUMM DU  M  2  1  0  1.296   74.264     0.00     0.0000 
 4 C1   Cg  M  3  2  1  4.744  133.011   147.97     0.2500 
 5 H1   H2  E  4  3  2  1.085   27.079   135.14     0.0000 
 6 O5   Os  S  4  3  2  1.381  117.101  -148.90    -0.2540 
 7 C5   Ck  B  6  4  3  1.374  116.893   142.43    -0.0040 
 8 C6   C   B  7  6  4  1.552  114.268   153.78     0.9370 
 9 O6B  O2  E  8  7  6  1.226  114.187   -23.82    -0.8300 
10 O6A  O2  E  8  7  6  1.227  114.136   158.53    -0.8300 
11 C4   Ck  B  7  6  4  1.262  123.414   -22.88    -0.1140 
12 H4   Ha  E 11  7  6  1.072  117.772  -179.54     0.0000 
13 C3   Cg  3 11  7  6  1.506  122.995     1.71     0.3200 
14 H3   H1  E 13 11  7  1.084  110.770  -130.68     0.0000 
15 O3   Oh  S 13 11  7  1.411  112.274   112.08    -0.7190 
16 H3O  Ho  E 15 13 11  0.950  106.837   -56.81     0.4030 
17 C2   Cg  B 13 11  7  1.532  109.784   -12.10     0.3570 
18 H2   H1  E 17 13 11  1.081  109.778   161.03     0.0000 
19 O2   Oh  S 17 13 11  1.405  111.472   -80.76    -0.7130 
20 H2O  Ho  E 19 17 13  0.950  108.097    63.37     0.3910 
 
LOOP 
C2 C1 
 
DONE 
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α-D-Glucosamine 

0YNP  INT  0 
CORRECT     OMIT DU   BEG 
 1.1940 
 1 DUMM DU  M  0 -1 -2  0.000     0.0       0.0     0.0000 
 2 DUMM DU  M  1  0 -1  1.522     0.0       0.0     0.0000 
 3 DUMM DU  M  2  1  0  1.430   109.5       0.0     0.0000 
 4 C1   Cg  M  3  2  1  1.390   109.2    -178.5     0.5290 
 5 H1   H2  E  4  3  2  1.090    99.8     -58.1     0.0000 
 6 C2   Cg  M  4  3  2  1.534   108.4    -170.8     0.1800 
 7 H2   H1  E  6  4  3  1.090   107.9     173.1     0.0000 
 8 N2   N3  3  6  4  3  1.457   111.1      54.0    -0.0850 
 9 H1N  H   E  8  6  4  0.990   117.6     -59.2     0.2310 
10 H2N  H   E  8  6  4  1.346   122.2     140.9     0.2310 
11 H3N  H   E 10  8  6  1.235   123.1      -9.6     0.2310 
12 C3   Cg  M  6  4  3  1.530   110.1     -68.5     0.2120 
13 H3   H1  E 12  6  4  1.090   105.9      65.7     0.0000 
14 O3   Oh  S 12  6  4  1.430   109.7    -174.9    -0.6410 
15 H3O  Ho  E 14 12  6  0.950   109.2    -118.3     0.4360 
16 C4   Cg  M 12  6  4  1.521   110.9     -54.6     0.2570 
17 H4   H1  E 16 12  6  1.090   108.2     -62.9     0.0000 
18 O4   Oh  S 16 12  6  1.435   110.1     175.4    -0.6960 
19 H4O  Ho  E 18 16 12  0.949   112.0      43.3     0.4570 
20 C5   Cg  M 16 12  6  1.528   108.7      56.8     0.3450 
21 H5   H1  E 20 16 12  1.090   110.7      59.8     0.0000 
22 O5   Os  E 20 16 12  1.448   108.4     -58.4    -0.5470 
23 C6   Cg  3 20 16 12  1.514   114.7    -177.5     0.2940 
24 H61  H1  E 23 20 16  1.090   107.4     179.3     0.0000 
25 H62  H1  E 23 20 16  1.090   107.3     -62.6     0.0000 
26 O6   Oh  S 23 20 16  1.416   110.4      59.4    -0.6710 
27 H6O  Ho  E 26 23 20  0.950   103.2    -159.6     0.4310 
 
LOOP 
O5 C1 
 
IMPROPER 
 
DONE 
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β-D-Glucosamine  

0YNp  INT  0 
CORRECT     OMIT DU   BEG 
 1.1940 
 1 DUMM DU  M  0 -1 -2  0.000     0.0       0.0     0.0000 
 2 DUMM DU  M  1  0 -1  1.522     0.0       0.0     0.0000 
 3 DUMM DU  M  2  1  0  1.422   109.5       0.0     0.0000 
 4 C1   Cg  M  3  2  1  1.400   113.3     180.0     0.4580 
 5 H1   H2  E  4  3  2  1.102   111.6      56.2     0.0000 
 6 O5   Os  M  4  3  2  1.412   112.9     -68.7    -0.4070 
 7 C5   Cg  M  6  4  3  1.435   114.3    -179.7     0.1510 
 8 H5   H1  E  7  6  4  1.105   109.1     -60.7     0.0000 
 9 C6   Cg  3  7  6  4  1.517   106.6    -177.2     0.3300 
10 H61  H1  E  9  7  6  1.092   108.3    -178.0     0.0000 
11 H62  H1  E  9  7  6  1.093   108.8     -59.0     0.0000 
12 O6   Oh  S  9  7  6  1.413   112.7      65.2    -0.6740 
13 H6O  Ho  E 12  9  7  0.955   108.1     -58.1     0.4360 
14 C4   Cg  M  7  6  4  1.528   110.8      59.1     0.3260 
15 H4   H1  E 14  7  6  1.100   107.9      66.4     0.0000 
16 O4   Oh  S 14  7  6  1.430   109.8    -174.0    -0.6630 
17 H4O  Ho  E 16 14  7  0.958   109.2    -139.6     0.4390 
18 C3   Cg  M 14  7  6  1.519   110.1     -54.4     0.1230 
19 H3   H1  E 18 14  7  1.101   108.4     -66.7     0.0000 
20 O3   Oh  S 18 14  7  1.421   108.7     173.5    -0.6410 
21 H3O  Ho  E 20 18 14  0.976   108.5      51.3     0.4480 
22 C2   Cg  M 18 14  7  1.529   110.6      52.8     0.2670 
23 H2   H1  E 22 18 14  1.105   104.4      63.4     0.0000 
24 N2   N3  3 22 18 14  1.415   109.5    -174.5    -0.1400 
25 H1N  H   E 24 22 18  1.011   111.0    -180.0     0.2470 
26 H2N  H   E 24 22 18  1.011   111.0     -60.0     0.2470 
27 H3N  H   E 24 22 18  1.011   111.0      60.0     0.2470 
 
LOOP 
C2 C1 
 
IMPROPER 
 
DONE 
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Protonated β-D-Glucuronic acid 

0ZBP INT 0 
CORRECT OMIT DU BEG 
0.1940 
 1 DUMM DU  M  0 -1 -2  0.000     0.0       0.0     0.0000 
 2 DUMM DU  M  1  0 -1  1.522     0.0       0.0     0.0000 
 3 DUMM DU  M  2  1  0  1.422   109.5       0.0     0.0000 
 4 C1   Cg  M  3  2  1  1.400   113.3     180.0     0.4450 
 5 H1   H2  E  4  3  2  1.102   111.6      56.2     0.0000 
 6 O5   Os  M  4  3  2  1.412   112.9     -68.7    -0.5210 
 7 C5   Cg  M  6  4  3  1.435   114.3    -179.7     0.2150 
 8 H5   H1  E  7  6  4  1.105   109.1     -60.7     0.0000 
 9 C6   C   B  7  6  4  1.517   106.6    -177.2     0.7840 
10 O6A  O2  E  9  7  6  1.230   120.0      59.0    -0.5600 
11 O6B  Oh  S  9  7  6  1.230   120.0    -125.0    -0.6470 
12 H6O  Ho  E 11  9  7  0.976   108.5     180.0     0.4360 
13 C4   Cg  M  7  6  4  1.528   110.8      59.1     0.2730 
14 H4   H1  E 13  7  6  1.100   109.8      66.4     0.0000 
15 O4   Oh  S 13  7  6  1.430   107.9    -174.0    -0.7330 
16 H4O  Ho  E 15 13  7  0.958   109.2    -139.6     0.4520 
17 C3   Cg  M 13  7  6  1.519   110.1     -54.4     0.3040 
18 H3   H1  E 17 13  7  1.101   108.4     -66.7     0.0000 
19 O3   Oh  S 17 13  7  1.421   108.7     173.5    -0.7080 
20 H3O  Ho  E 19 17 13  0.976   108.5      51.3     0.4310 
21 C2   Cg  M 17 13  7  1.529   110.6      52.8     0.3040 
22 H2   H1  E 21 17 13  1.105   104.4      63.4     0.0000 
23 O2   Oh  S 21 17 13  1.415   109.5    -174.5    -0.7260 
24 H2O  Ho  E 23 21 17  0.957   110.0    -149.4     0.4450 
 
LOOP 
C2 C1 
 
IMPROPER 
 C5  O6A  C6   O6B 
 
DONE  
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Protonated α-L-Iduronic acid (1C4) 

YuAP  INT 0 
CORRECT OMIT DU BEG 
-0.1940 
 1 DUMM DU  M  0 -1 -2  0.000     0.0       0.0     0.0000 
 2 DUMM DU  M  1  0 -1  1.522     0.0       0.0     0.0000 
 3 DUMM DU  M  2  1  0  1.422   109.5       0.0     0.0000 
 4 C1   Cg  M  3  2  1  1.400   113.3     180.0     0.3600 
 5 H1   H2  E  4  3  2  1.102   111.6      56.2     0.0000 
 6 O5   Os  M  4  3  2  1.412   112.9     -68.7    -0.4270 
 7 C5   Cg  M  6  4  3  1.435   114.3    -179.7     0.2790 
 8 H5   H1  E  7  6  4  1.105   109.1     -60.7     0.0000 
 9 C6   C   B  7  6  4  1.517   106.6    -177.2     0.7440 
10 O6A  O2  E  9  7  6  1.230   120.0      59.0    -0.6180 
11 O6B  Oh  S  9  7  6  1.230   120.0    -125.0    -0.6350 
12 H6O  Ho  E 11  9  7  0.976   108.5     180.0     0.4350 
13 C4   Cg  M  7  6  4  1.528   110.8      59.1     0.2760 
14 H4   H1  E 13  7  6  1.100   109.8      66.4     0.0000 
15 C3   Cg  3 13  7  6  1.519   110.1     -54.4     0.2640 
16 H3   H1  E 15 13  7  1.101   108.4     -66.7     0.0000 
17 O3   Oh  S 15 13  7  1.421   108.7     173.5    -0.6940 
18 H3O  Ho  E 17 15 13  0.976   108.5      51.3     0.4080 
19 C2   Cg  B 15 13  7  1.529   110.6      52.8     0.3360 
20 H2   H1  E 19 15 13  1.105   104.4      63.4     0.0000 
21 O2   Os  E 19 15 13  1.415   109.5    -174.5    -0.4700 
22 O4   Os  M 13  7  6  1.430   107.9    -174.0    -0.4520 
 
LOOP 
C2 C1 
 
IMPROPER 
 C5  O6A  C6   O6B 
 
DONE 
STOP  
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SUPPLEMENTARY INFORMATION CHAPTER 6 

 

Mass spectrometry analysis 

Tetrasaccharide 1 : [ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA2OS-α-(1-4)-GlcNS] and 

Tetrasaccharide 3 : [ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA-α-(1-4)-GlcNS6OS] 

Extensive fragmentation of the precursor ion [M-5H+Na]4- and [M-6H+2Na]2- produced highly 

informative and structurally relevant ions. From these ions, two structures were determined to 

have the highest level of agreement with the ions in the MS. All possible glycosidic product ions 

were observed, and cross-ring products aided in assigning sites of sulfation. Accurate mass 

measurement of the B2 ions suggests the positions of the three sulfate groups to be on the non-

reducing end disaccharide. The mass difference between cross ring products 2,4A2 and 0,2A2 

positioned a sulfate group on the 6-O position while the mass difference between B2 and 0,2A2 

was used to assign the N-sulfation on the middle amino sugar.  The two isomeric penta-sulfated 

tetrasaccharides were differentiated using the glycosidic products B3, C3, Z1,  and Y1. Accurate 

mass measurement of B3 and C3 ions showed that 1 has 1 more sulfate group compared to 3, 

while Z1 and Y1 showed it had only one sulfo group. Cross-ring products again confirmed the site 

of sulfation of the reducing end glucosamine. A list of product ions used in structural assignment 

is provided below.  

 

Tetrasaccharide 2: ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA2OS-α-(1-4)-GlcNS6OS 

The addition of an extra sulfate group makes 3 even more prone to sulfate decomposition.  To 

decrease the effect of SO3 loss, precursor ion [M-7H+3Na]4-
, was subjected to both EDD and 
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CID activation.  At this charge state, 7 out of the 8 possible ionizable protons were deprotonated, 

providing an excellent platform to curb sulfate group decomposition.  Product ions observed in 

the MS/MS due to charge reduction span over the mass range of approximately 150-700 m/z.  

The coverage of cross ring cleavages and glycosidic product ions with their sulfate groups intact, 

allows for the assignments of all 6 sulfate positions. 

 

Tetrasaccharide 4: [ΔUA2OS-(1-4)-GlcNS6OS-α-(1-4)-IdoA-α-(1-4)-GlcNAc6OS] and 

Tetrasaccharide 5: ΔUA2OS-(1-4)-GlcNS-α-(1-4)-IdoA-α-(1-4)-GlcNS6OS]  

Ionization of all sulfate and carboxylate groups produced sufficient cross-ring cleavages with 

glyosidic product ions required for sulfate position location.  Precursor ions isolated for EDD 

fragmentation were [M-5H+2Na]3- and [M-5H+Na]4- for 4 and 5 respectively. 

 

Tetrasaccharide 6: ΔUA2OS-(1-4)-GlcNS-α-(1-4)-IdoA-α-(1-4)-GlcNAc6OS   

MS/MS analysis on tri-sulfated tetrasaccharide was carried out on the [M-3H]3- precursor ion. 

Most fragmentation of the precursor ion was observed in the internal uronic acid, with very 

important cross-ring cleavages on the amino sugars, essential for locating all three sulfates 

groups. Glycosidic product ions Z1 and Y1 established a sulfate group on the reducing end amino 

sugar, the mass difference between cross-ring products 0,2A4 and 2,4X0 positioned the sulfate 

group at the 6-O position, and N-sulfation on the middle amino sugar was un-ambiguously 

assigned with 0,2A2 and B2 fragments ions. 

All uronic acid assignments for the tetrasaccharides were based on diagnostic ratios of 

synthetically produced standards. 
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Mass-to-charge/intensity table for tetrasaccharides 
 

Tetrasaccharide 1 

m/z Intensity Ion 
333.4727 2431075 3,5A3

+Na 
347.0089 2217152 [2,4X2-SO3]2- 
386.9873 3450791 2,4X2

2- 
279.496 2229337 [2,4A3+Na-SO3]2- 
319.4747 3.13E+07 [2,4A3+Na]2- 
560.0003 911022 2,4A3+Na-SO3 
271.3245 2.72E+07 [2,4A4+Na-SO3]3- 
296.9922 883224 2,4A2 
297.9767 4999005 [2,4A4+Na]3- 
318.974 3405522 2,4A2+Na 
270.5026 8430150 1,5X2

2- 
563.9959 1877812 1,5X2+Na 
260.3411 4909828 [1,5X3-SO3]3- 
294.3206 3330858 [1,5X3+Na]3- 
363.483 7013531 [1,5A3+Na-SO3]2- 
208.9757 1551544 1,5A1+Na 
230.9577 715496 1,5A1 
189.4938 596654 0,2X1

2- 
300.0405 840276 0,2X1-SO3 
322.0199 1340903 0,2X1+Na-SO3 
379.9979 3.53E+07 0,2X1 
401.9785 3146775 0,2X1+Na 
316.9962 1.38E+07 0,2X2

2- 
223.9922 1095759 [0,2X3+Na-SO3]4- 
243.9817 3938072 [0,2X3+Na]4- 
272.3403 1.80E+07 [0,2X3+Na-2SO3]3- 
291.6661 4.84E+07 [0,2X3-SO3]3- 
298.9926 3.32E+08 [0,2X3+Na-SO3]3- 
318.3185 8.64E+07 0,2X3

3- 
325.6456 2965959 [0,2X3+Na]3- 
228.972 2253494 [0,2A4-SO3]3- 
284.0042 2563157 [0,2A4+Na-SO3]3- 
291.3316 1.87E+08 [0,2A4+Na]3- 
317.984 3.87E+08 [0,2A4+Na] 
357.0137 4685444 0,2A-SO3 
378.9956 6.90E+07 [0,2A2+Na-SO3]2- 
437.5017 6509538 [0,2A4+Na-SO3]2- 
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458.953 2628100 0,2A2+Na 
477.481 828565 [0,2A4+Na]2- 
240.018 5.58E+07 Z1 
245.0059 7528803 [Z3-2SO3]3- 
247.4997 6376984 Z2

2- 
252.333 878741 [Z3+Na-SO3]3- 
258.4907 3.64E+07 [Z2+Na]2- 
271.659 5449872 Z3

3- 
328.0345 3998477 [Z3-2SO3]2- 
339.0254 3157506 [Z3+Na-2SO3]2- 
379.0051 6504145 [Z3+Na-SO3]2- 
416.0508 4492925 Z2-SO3 
438.0334 4132660 Z2+Na-SO3 
517.9903 1.03E+07 Z2+Na 
170.6672 643264 Y2

3- 
216.5264 2832216 [Y2-2SO3]2- 
251.0094 2.13E+07 [Y3-SO3]3- 
256.505 8.26E+07 Y2

2- 
258.0286 7.46E+07 Y1 
267.496 2.97E+08 [Y2+Na]2- 
277.6618 1758295 Y3

3- 
284.9891 6.81E+07 [Y3+Na]2- 
377.0198 5184818 [Y3-SO3]2- 
388.0094 1.87E+07 [Y3+Na-SO3]2- 
434.0614 1441788 Y2-SO3 
456.0441 5538288 Y2+Na-SO3 
536.0007 4798615 Y2+Na 
247.4997 6376984 [C3-SO3]4- 
254.9814 3.72E+07 C1 
257.3209 2788492 [C3+Na-SO3]3- 
258.4907 3.64E+07 [C2+Na-SO3] 
276.9634 3.62E+07 C1+Na 
283.9733 2984116 [C3+Na]3- 
298.4692 4.05E+07 [C2+Na]2- 
346.5072 1.28E+07 [C2+Na-2SO3]2- 
386.4858 1.70E+07 [C3+Na-SO3]2- 
416.0508 4492925 C2-2SO3 
438.0334 4132660 C2+Na-2SO3 
517.9903 1.03E+07 C2+Na-SO3 
157.0137 931340 B1-SO3 
198.5159 2107428 [B2-2SO3]2- 
236.9708 2.32E+07 B1 
238.4944 4.37E+08 [B2-SO3]2- 
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243.9897 1888338 [B3-SO3]3- 
249.4854 3.44E+07 [B2+Na-SO3]2- 
251.3174 6.90E+07 [B3+Na-SO3]3- 
258.9528 1.21E+07 B1+Na 
277.9698 4.02E+07 [B3+Na]3- 
278.473 9278216 B2

2- 
289.4639 2.68E+07 [B2+Na]2- 
337.502 8153033 [B3+Na-2SO3]2- 
377.4803 2.86E+07 [B3+Na-SO3]2- 
398.0403 2.08E+07 B2-2SO3 
420.0219 2700897 B2+Na-2SO3 
499.9801 4123466 B2+Na-SO3 

 

Tetrasaccharide 2 

m/z Intensity Ion 
344.4625 1204980 [3,5A3+2Na]2- 
364.9564 2711971 [2,5X3+2Na]3- 
408.9686 4266533 [2,4X2+2Na-SO3]2- 
437.9552 1182048 [2,4X2+Na]2- 
448.9478 5253160 [2,4X2+2Na]2- 
581.9803 1680743 2,4A3+2Na-SO3 
683.9234 1612308 2,4A3+3Na 
429.4725 3.96E+07 [2,4A4+3Na-SO3]2- 
312.6308 2054621 [2,4A4+3Na]3- 
469.4512 9.51E+07 [2,4A4+3Na]2- 
318.975 7370662 2,4A2+Na 
387.962 2782092 1,5X1+Na 
665.9349 1453397 1,5X2+2Na 
213.9788 1256837 [1,5X2+Na]3- 
391.0159 6502567 [1,5X3-2SO3]2- 
463.9682 959878 [1,5X3+3Na-SO3]2- 
335.6276 1753207 [1,5X3+3Na]3- 
328.3001 4806872 [1,5X3+2Na]3- 
503.9445 1121187 [1,5X3+3Na]2- 
385.4655 1049666 [1,5A3+3Na-SO3]2- 
374.4735 1731915 [1,5A3+2Na-SO3]2- 
425.4423 1686556 [1,5A3+3Na]2- 
414.452 1202804 [1,5A3+2Na]2- 
545.9553 3810846 [1,5A4+3Na-SO3]2- 
585.9329 1275054 [1,5A4+3Na]2- 
230.9577 1875589 1,5A1+Na 
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208.9757 3124121 1,5A1 
190.9624 1396998 1,4X0+Na 
168.9808 4586108 1,4X0 
401.9787 1164212 0,2X1+Na-SO3 
423.9594 1698573 0,2X1+2Na-SO3 
481.9377 5648710 0,2X1+Na 
159.9681 3015303 0,2X0+Na 
137.9863 3.53E+07 0,2X0 
306.3192 944740 [0,2X4+2Na-2SO3]3- 
325.6452 1571457 [0,2X4+Na-SO3]3- 
340.2989 3.28E+07 [0,2X4+3Na-SO3]3- 
332.9723 2.39E+07 [0,2X4+2Na-SO3]3- 
274.9621 1488030 [0,2X4+3Na]4- 
352.2988 4312272 [0,2X4+Na]3- 
366.952 3.43E+07 [0,2X4+3Na]3- 
359.6248 2.66E+08 [0,2X4+2Na]3- 
344.9716 1250264 0,2X4

3- 
539.9404 2176111 [0,2X4+2Na]2- 
332.6381 6.63E+07 [0,2A4+3Na-SO3]3- 
325.3107 4283711 [0,2A4+2Na-SO3]3- 
499.4616 3537453 [0,2A4+3Na-SO3]2- 
359.2904 7.83E+08 [0,2A4+3Na3- 
351.9628 7155409 [0,2A4+2Na]3- 
539.4396 6251639 [0,2A4+3Na]2- 
458.9513 5519062 0,2A2+Na 
480.9307 9838277 0,2A2+2Na 
240.0178 6298926 Z1-SO3 
341.9565 1.82E+07 Z1+Na 
363.9403 1018961 Z1+2Na 
319.9762 1573174 Z1 
539.9711 2364589 Z2+2Na-SO3 
440.9636 4816395 [Z3+3Na-SO3]2- 
429.974 1.39E+07 [Z3+2Na-SO3]2- 
641.9122 2852458 Z2+3Na 
619.9296 2853514 Z2+2Na 
309.4596 4697566 [Z2+2Na]2- 
320.2919 2892922 [Z3+3Na]3- 
312.9651 1148688 [Z3+2Na]3- 
480.9443 1.03E+07 [Z3+3Na]2- 
469.9528 3.05E+07 [Z3+2Na]2- 
258.0282 957228 Y1-SO3 
337.9875 1452850 Y1 
168.4889 2553235 Y1

2- 



 

166 

557.9813 1216621 Y2+2Na-SO3 
449.9685 3406671 [Y3+3Na-SO3]2- 
307.4739 1.44E+07 [Y2+Na]2- 
318.4651 5.28E+07 [Y3+2Na]3- 
326.2956 4.30E+07 [Y3+3Na]3- 
318.9678 1.65E+07 [Y3+2Na]3- 
489.9477 1666493 [Y3+3Na]2- 
478.9585 1429483 [Y3+2Na]2- 
539.9711 2364589 C2+2Na-SO3 
641.9122 2852458 C2+3Na2- 
619.9296 2853514 C2+2Na 
309.4596 4697566 [C2+2Na]2- 
408.4671 1.35E+07 [C3+3Na-SO3]2- 
283.9749 1.21E+07 [C3+Na]3- 
298.6272 2668033 [C3+3Na]3- 
426.4643 4251808 [C3+Na]2- 
448.4453 1.99E+07 [C3+3Na]2- 
276.963 5462769 C1+Na 
254.9811 6002621 C1 
521.961 2223516 B2+2Na-SO3 
249.4852 5319634 [B2+Na-SO3]2- 
238.494 1150590 B2-SO3 
623.8996 1024906 B2+3Na 
289.4635 8447862 [B2+Na]2- 
300.4544 1.08E+07 [B2+2Na]2- 
399.461 1.66E+07 [B3+3Na-SO3]2- 
388.4705 4583231 [B3+2Na-SO3]2- 
285.2963 3841507 [B3+2Na]3- 
439.4399 6.76E+07 [B3+3Na]2- 
428.448 2808781 [B3+2Na]2- 
157.0139 4410909 B1-SO3 
258.9525 1.08E+07 B1+Na 
236.9706 6002360 B1 

 

Tetrasaccharide 3 

m/z Intensity Type 
333.4714 1360213 3,5A3

3- 
HS 5 654307 [3,5A4+Na]3- 
347.0076 1521739 [2,4X2-SO3]2- 
386.9851 1833877 2,4X2 
279.4956 1819485 [2,4A3+Na-SO3]2- 
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319.4737 1.11E+07 [2,4A3+Na]2- 
217.0358 661325 2,4A2-SO3 
244.6717 664189 [2,4A4+Na-SO3]3- 
271.3241 6805839 [2,4A4+Na]3- 
296.9912 862778 2,4A2 
286.0232 2404545 1,5X1-SO3 
270.5021 1466935 1,5X2

2- 
563.9954 1314945 1,5X2+Na 
260.3404 1253964 [1,5X3-SO3]3- 
294.32 1643931 [1,5X3+Na]3- 
363.4814 2987281 [1,5A3+Na]2- 
208.9757 2050555 1,5A1 
230.9577 672497 1,5A1+Na 
168.9809 1045789 1,4X0 
190.9627 1104006 1,4X0+Na 
300.3253 1086438 1,4A4

3- 
300.0386 860436 0,2X1-SO3 
379.9961 1.68E+07 0,2X1 
137.9864 2.89E+07 0,2X0 
159.9683 2540262 0,2X0+Na 
243.982 711154 [0,2X3+Na]4- 
272.3398 6879106 [0,2X3+Na-2SO3]3- 
291.6655 1.42E+07 [0,2X3-SO3]3- 
298.9919 9.03E+07 [0,2X3+Na-SO3]3- 
318.3175 4.26E+07 0,2X3

3- 
438.0016 2187978 [0,2X3-SO3]2- 
228.9721 1244268 [0,2A2+Na]2- 
284.0033 840480 [0,2A4-SO3]3- 
291.331 4.19E+07 [0,2A4+Na-SO3]3- 
317.983 1.39E+08 [0,2A4+Na]3- 
357.0126 2646054 0,2A2-SO3 
378.9939 2.97E+07 0,2A2+Na-SO3 
458.9514 1783540 0,2A2+Na 
240.0178 2.17E+07 Z1-SO3 
245.0051 1671386 [Z3-SO3]3- 
247.4992 1946629 Z2

2- 
258.4902 1.08E+07 [Z2+Na]2- 
271.6588 2768642 Z3

3- 
278.9857 1094795 [Z3+Na]3- 
319.9753 3231493 Z1-SO3 
328.0328 1466623 [Z3-2SO3]2- 
339.0241 1614568 [Z2+Na-SO3]2- 
341.9561 1.74E+07 Z1+Na 
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416.05 2062717 Z2-SO3 
418.9818 798035 [Z3+Na]2- 
438.0306 2401536 Z2+Na-SO3 
517.988 5032927 Z2+Na 
170.6677 500446 Y2

3- 
216.526 1006356 [Y2-SO3]2- 
251.0088 5624073 [Y3-SO3]3- 
256.5045 1.86E+07 Y2

2- 
258.0283 1.95E+07 Y1-SO3 
258.3364 2223404 [Y3+Na-SO3]3- 
267.4955 7.19E+07 [Y2+Na] 
284.9884 2.26E+07 [Y3+Na]3- 
337.9865 1.47E+07 Y1 
348.0292 837791 [Y3+Na-2SO3]2- 
359.967 1511038 Y1+Na 
377.0181 2940516 [Y3-SO3]2- 
388.008 9819544 [Y3+Na-SO3]2- 
456.0418 2683026 Y2+Na-SO3 
535.9991 2266567 Y2+Na 
175.0245 2490803 C1-SO3 
247.4992 1946629 [C2-SO3]2- 
254.9809 1.35E+07 C1 
257.3207 1265177 [C3+Na]3- 
258.4902 1.08E+07 [C2+Na-SO3]2- 
276.9628 1.45E+07 C1+Na 
298.4685 1.32E+07 [C2+Na]2- 
346.5058 5528174 [C3+Na-SO3]2- 
386.484 8038797 [C3+Na]2- 
416.05 2062717 C2-2SO3 
438.0306 2401536 C2+Na-2SO3 
517.988 5032927 C2+Na-SO3 
157.014 5715306 B1-SO3 
198.5158 894808 [B2-SO3]2- 
236.9705 7579200 B1 
238.4941 8.62E+07 [B2-SO3]2- 
243.9896 829266 B3

3- 
249.4851 1.06E+07 [B2+Na-SO3]2- 
251.3169 1.73E+07 [B3+Na]3- 
258.9523 4850051 B1+Na 
278.4726 2722096 B22- 
289.4634 7756332 [B2+Na]2- 
337.5008 4551964 [B3+Na-SO3]3- 
377.4788 1.82E+07 [B3+Na]2- 
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398.0386 9389777 B2-2SO3 
420.0199 1830413 B2+Na-2SO3 
499.9785 2481302 B2+Na-SO3 

 

Tetrasaccharide 4 

m/z Intensity Type 
344.4627 2794286 [3,5A3+2Na]2- 
309.9759 945061 [3,5A4+2Na]3- 
358.0443 1.36E+07 2,5X1 
220.9733 3655505 [2,5A2+2Na]2- 
416.0495 946092 2,4X1 
438.0314 1519124 2,4X1+Na 
240.0178 4397136 2,4X0 
261.9999 1146487 2,4X0+Na 
330.4652 2797451 2,4A3

2- 
581.9835 2471625 2,4A3+2Na-SO3 
458.0607 2.51E+07 2,4A3-2SO3 
480.043 9930864 2,4A3+Na-2SO3

- 
340.9554 2937025 2,4A2+2Na 
318.9736 1.12E+07 2,4A2+Na 
837.97 6674572 2,4A4+2Na 
378.5028 7221381 [2,4A4+2Na-SO3]2- 
758.0107 1459624 2,4A4+2Na-SO3 
678.0557 1958639 2,4A4+2Na-SO3 
328.0342 2443028 1,5X1 
526.0481 4235780 1,5X2+Na 
434.0022 9569726 [1,5X3+2Na]2- 
423.0125 2203005 [1,5X3+Na]2- 
374.4731 1229431 [1,5A3+Na]2- 
749.9554 1587874 1,5A3+Na 
208.9756 2802620 1,5A1 
230.9576 1576908 1,5A1+Na 
168.9808 5180401 1,5X1 
190.9629 1268596 1,5X1+Na 
459.0099 3695017 0,2X3

2- 
320.3231 1615901 0,2X3

2- 
441.0102 1.78E+07 [0,2X3+2Na]3- 
367.4652 1546438 [0,2A3+2Na]2- 
327.4868 3223823 [0,2A3+2Na-SO3]2- 
480.9339 1.97E+07 0,2A2+2Na 
458.9519 6336015 0,2A2+Na 
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357.0127 3276534 0,2A2-SO3 
378.9948 1.89E+07 0,2A2+Na-SO3 
488.4702 1.36E+08 [0,2A4+2Na]2- 
325.3114 1.76E+08 [0,2A4+2Na]3- 
448.4918 1.17E+08 [0,2A4+2Na-SO3]2- 
298.6585 5.34E+07 [0,2A4+2Na-SO3]2- 
410.9994 2.62E+07 [Z3+2Na]2- 
400.0093 4215256 [Z3+Na]2- 
823.0059 3488893 Z3+2Na 
743.0502 1396009 Z3+2Na-SO3 
458.0607 2.51E+07 Z2 
480.043 9930864 Z2+Na 
378.1032 1741020 Z2-SO3 
282.0283 3050848 Z1 
304.01 932006 Z1+Na 
420.0048 8.53E+07 [Y3+2Na]2- 
409.0148 1.78E+07 [Y3+Na]2- 
358.0443 1.36E+07 [Y3-SO3]2- 
369.0353 3451347 [Y3+Na-SO3]2- 
476.0717 1.06E+07 Y2 
498.0536 1.95E+07 Y2+Na 
396.1142 4948821 Y2-SO3 
300.039 4389503 Y1 
254.9811 3339959 C1 
276.963 4692061 C1+Na 
175.0244 4532207 C1-SO3 
397.4763 2.20E+07 [C3+2Na]2- 
386.4844 1132050 [C3+Na]2- 
357.4973 2087489 [C3+2Na-SO3]2- 
309.4598 1.15E+07 [C2+2Na]2- 
619.9286 1.73E+07 C2+2Na 
539.971 5241288 C2+2Na-SO3 
438.0314 1519124 C2+Na-2SO3 
236.9705 1.26E+07 B1 
258.9525 1.26E+07 B1+Na 
157.0139 6147230 B1-SO3 
388.4706 8048353 [B3+2Na]2- 
377.4793 7874860 [B3+Na]2- 
243.9895 1080355 B3

3- 
348.4922 972468 [B3+2Na-SO3]2- 
300.4546 1.35E+07 [B2+2Na]2- 
289.4638 2185730 [B2+Na]2- 
601.9171 1034700 B2+2Na 
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249.4852 4414877 [B2+Na-SO3]2- 
521.9612 3267805 B2+Na-2SO3 

 

Tetrasaccharide 5 

m/z Intensity Type 
282.5018 506037 3,5A3

2- 
293.4931 644955 3,5A3+Na 
219.9889 444972 2,4X0+Na-SO3 
268.5049 3011025 2,4A3

2- 
279.4958 3.45E+07 [2,4A3+Na]2- 
318.9739 9169035 2,4A2+Na 
367.5139 3313673 [2,4A4+Na]2- 
736.0312 681139 2,4A4+Na 
286.0231 901854 1,5X1-SO3 
260.3409 1793728 1,5X3

3- 
230.9576 495364 1,5A1 
300.04 622537 0,2X1-SO3 
322.0205 666637 0,2X1+Na-SO3 
379.9975 1042287 0,2X1 
401.978 874227 0,2X1+Na 
137.9864 5367006 0,2X0+Na 
159.9683 1280122 0,2X0 
223.9923 493462 [0,2X3+Na]4- 
291.6661 1.68E+07 0,2X3

3- 
298.9925 4125438 [0,2X3+Na]3- 
284.004 6487862 0,2A4

3- 
291.3315 6.51E+07 [0,2A4+Na]3- 
357.0132 1.68E+07 [0,2A2 
437.5007 677397 [0,2A4+Na]2- 
240.0178 1232384 Z1-SO3 
247.4997 1510353 Z2

2- 
252.3334 1585878 [Z3+Na]3- 
258.4905 1.84E+07 [Z2+Na]2- 
319.9769 749118 Z1 
368.0156 619403 Z3

2- 
379.0048 1734723 [Z3+Na]2- 
416.0509 3919888 Z2-SO3 
438.0336 1906689 Z2+Na-SO3 
517.9907 2.88E+07 Z2+Na 
168.4889 9497846 Y1

2- 
251.0095 7774123 Y3

3- 
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258.0285 2098118 Y1-SO3 
267.4956 4639643 [Y2+Na]2- 
359.9675 3871987 Y1+Na 
388.009 1293063 [Y3+Na]2- 
247.4997 1510353 C2

2- 
254.9814 762253 C1 
258.4905 1.84E+07 [C2+Na]2- 
276.9633 4250172 C1+Na 
346.5068 1281894 [C3+Na]2- 
416.0509 3919888 C2-SO3 
438.0336 1906689 C2+Na-SO3 
517.9907 2.88E+07 C2+Na 
157.014 1365344 B1-SO3 
236.9704 842422 B1 
249.4853 2011587 [B2+Na]2- 
258.9523 3649373 B1+Na 
297.5228 1949424 [B3+Na-SO3]2- 
326.5102 3576159 B3

2- 
337.5012 1.91E+07 [B3+Na]2- 
398.04 761988 B2-SO3 
420.0225 1507521 B2+Na-SO3 
499.9797 1873528 B2+Na 

 

Tetrasaccharide 6 

m/z Intensity Type 
282.5022 5954455 3,5A3

2- 
311.0071 958528 3,5A2 
358.0442 2.16E+07 2,5X1 
336.0933 1356075 2,4X1-SO3 
416.0502 7228771 2,4X1 
240.0178 2.56E+07 2,4X0 
268.5041 821863 2,4A3 
316.5426 2815127 [2,4A4-SO3]2- 
356.5208 3171952 2,4A4

2- 
424.1096 1883701 1,5X2-SO3 
372.042 3758260 1,5X3

2- 
312.5128 1120309 1,5A3 
208.9755 1692749 1,5A1 
168.9807 1121880 1,4X1 
298.0232 955730 0,2X2

2- 
379.0492 2.56E+07 [0,2X3-SO3]2- 
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277.0561 2.05E+07 0,2A2-SO3 
357.0125 3379999 0,2A2 
284.0037 1.42E+07 0,2A4

3- 
346.553 1178946 [0,2A4-2SO3]2- 
386.5312 7.18E+08 [0,2A4-SO3]2- 
426.5096 3.83E+08 0,2A4

2- 
282.0284 1.40E+07 Z1 
349.0389 2979704 Z3

2- 
378.1034 3.02E+07 Z2-SO3 
458.0591 1685640 Z2 
619.1256 1450245 Z3-SO3 
300.0389 1643163 Y1 
358.0442 2.16E+07 Y3

2- 
396.114 1.19E+08 Y2-SO3 
476.0709 1305532 Y2 
175.0243 1.94E+07 C1-SO3 
223.341 996944 C3

2- 
247.4994 7423082 C2 
254.9811 1.36E+07 C1 
335.5151 9356111 C3

2- 
336.0933 1356075 C2-2SO3 
416.0502 7228771 C2-SO3 
157.0138 1.65E+07 B1-SO3 
198.5161 924110 [B2-SO3]2- 
236.9705 1.09E+07 B1 
238.4941 8.65E+07 B2

2- 
286.5317 1442611 [B3-SO3]2- 
318.0823 4265602 B2-SO3 
326.5102 7054038 B32- 
398.0395 2.84E+07 B2-SO3 
477.9963 7227486 B2 
574.0716 1408488 B3-SO3 

 

 

 


