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Abstract

In the age of information, social media plays a vital role facilitating information

flow. Unfortunately players with political agenda intervene and affect the infor-

mation flow by spreading disinformation, that in turn affects our day to day life

considerably. One recent such incident is the use of trolls - players who are paid to

spread disinformation by agencies with intention to meddle with political events -

that has affected the information flow significantly. This thesis focuses on a crucial

problem of identifying the trolls, especially on twitter, from regular accounts by

analyzing the user behavior. To the end, we also propose a pipeline to identify

tweets that may potentially belong to a troll account by classifying how likely the

tweet is a misinformation.
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Chapter 1

Introduction

While advances of Internet technology and the evolution of social media have

considerably altered our way of life for good, they, as well, come with a hefty cost,

primarily due to spread of disinformation by a few players involved. In recent

years, the spread of disinformation has been quite prevalent, and in fact to the

extent that it affects the overall information ecosystem. Players involved, in most

cases spread disinformation in order to accomplish a political agenda of sorts,

sometimes directly or at most times indirectly via coordinated set of users called

trolls. In this thesis, we specifically focus on developing a method to isolate such

troll accounts from the rest in twitter.

We focus our work primarily on identifying the troll twitter accounts that can

possibly be linked to agencies that have been accused of meddling with the 2016

US Presidential elections. It has been believed that social media platforms such

as twitter has been used extensively for propagating disinformation by concerned
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agencies with the intention to affect the elections. From a set of recently released

reports, it has been believed that such agencies have hired people from within

the country, solely for the purpose of spreading misinformation, in order to affect

the outcome of the then ongoing election. Such hired participants have been

actively posting tweets that aim to spread disinformation, misrepresent data and

often make politically biased statements. In addition, they also involve in re-

tweeting tweets and articles of such sorts. There have been several reports [1] even

recently, more than an year after the elections, that such troll accounts may still

be actively participating in flooding the twitter with misinformation. While such

troll accounts and the associated agencies have been reported to be associated

with various other cases, we restrict the scope of our work to focus only on their

possible interference and effects during the elections.

Over an year after the case of interest of our study, there has been several

advancements concerning the issue. In 2016 twitter has removed over 200,000

troll tweets [2] that has been believed to be indulging malicious activities and

are connected to the agencies that are accused of interfering with the elections.

The report [2] also states that twitter has emailed 700,000 as they fear they

may have exposed them to the trolls, and expect the numbers to be much higher.

Subsequently, in February 2017 twitter have handed over a list of 3,814 accounts to

the congress that are identified as trolls. While we are able to obtain the account

names that are identified as trolls, unfortunately the tweets posted by the account

are not available as twitter has deleted those accounts and also have removed the

data associated with them. But [2] have been able to recover partial information
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from those suspended accounts, and have made them available publicly. We use

the available data to perform our analysis where we train classifiers to learn to

identify troll accounts from true ones.

Despite identifying and removing several of such troll accounts by twitter, it

is quite obvious that several more troll accounts continue to exist and spread

disinformation regarding several other similar affairs. Identifying them is of at

most importance given the damage that they have incurred over the period of

time. The objective of this thesis: given a set of tweets posted by an account

collected for over a few months, we analyze the behavior of the user, and provide

a likelihood of (1) the user being a troll or not, and (2) how likely a given tweet is

a misinformation.
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Chapter 2

Related Work

In recent times, as social media has revolutionized the spread of information, in

parallel, the spread of misinformation has surpassed the tolerable limits. Curbing

Internet trolls or spammers is the need of the hour as these corrupt players have

been affecting our day to day life, such as the Russian Trolls in the 2016 US

Presidential Election. Fortunately, there has been a considerable progress in that

direction. Fourney et al. [2017] proposed a method that analyses the traffic to

websites that were explicitly known to spread fake news before the 2016 US election

and concluded that social media has in fact played a vital role in spreading fake

news, that in turn altered voting patterns considerably. It has also determined

that the voting patterns was in correlation with the traffic to these known websites.

Shao et al. [2017] studied the role of bots in spreading misinformation on 14 million

tweets were collected both during the 2016 elections and after that. It made a key

observation that bots in fact played a key role in spreading misinformation and
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biased and untrue claims, which to be noted, that later on went viral due to

re-tweeting in the targeted geographic locations. Similarly Allcott and Gentzkow

[2017] explored the behavior of the sites known to spread fake news and how crucial

a role it played in the elections for the sake of determining the effect of the fake

news spread in the outcome of the election. Later on Howard et al. [2018] analyzed

whether the spread of misinformation and its correlation with the swing states.

They in fact concluded that there was a positive correlation between the fake news

and the outcome of the elections.

Much after the election, NBC (National Broadcasting Company) [2] network

published an article releasing the tweets and user information of the known Russian

trolls released by Twitter. Not only the elections, but the trolls have been reported

to continue to operate much after the elections. This is an article [1] published by

NBC where it specifically discusses the role of Russian trolls in parkland shooting.

Analysis of Zannettou et al. [2018] on Russian trolls during the elections, on several

parameters such as geolocation, account evolution, content analysis such as top

hashtags, top urls used. Though they concluded that the influence was limited,

they also mention that the analysis was done only on partial data, and was done

much earlier than when twitter released more accounts. Another such approach

is Badawy et al. [2018] which in detail explored the role of trolls, that analyzed

parameters like geolocation, discussion topics like red vs. blue, whether the account

was a bot or not.

The recent availability of data from trolls accounts made the exploration easier.

Galan-Garcia et al. [2016] did a supervised learning of collected tweets of cyber-
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bullies and non-cyberbullies to identify fake profiles. Mihaylov et al. [2015] also

focused on the very same problem of identifying trolls vs non-trolls by learning

discriminative classifier using supervised data, but worked on a different case of

interest in Bulgaria. Subsequently Mihaylov and Nakov [2016] explored a Logistic

Regression-based method for profile detection.

6



Chapter 3

Datasets

3.1 Russian Trolls

In the wake of the developments in investigations on Russian meddling of the Pres-

idential Elections 2016, especially pertaining the misuse of twitter as a platform

to propagate misinformation, Twitter released an official list of 2752 accounts that

were believed to be involved in the false propaganda, while the tweets posted by

the account were not released by Twitter. The list of identified troll accounts,

was then handed over to the Congress. Aftermath of the news, twitter also sub-

sequently took action by suspending the user accounts and removing their tweets.

While only the user profiles are available and the tweets by them are not, NBC was

able to acquire a partial list of the tweets and have released them to public. To

do that NBC hired three sources that are familiar with the twitter’s data systems

which were able procure the data from the suspended accounts. NBC then cross-
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referenced the tweets and user accounts and to recover a partial list of 202,973

tweets from 454 twitter accounts from the list of the 2752 accounts released ear-

lier by twitter, excluding any accounts that were mistakenly confused for a Troll

profile and were later restored. The sources used by NBC, however, are to remain

anonymous in order to avoid being identified to violating the twitter’s developer

policy. According to Dr. Jonathan Albright, Research Director Tow Center for

digital Journalism, Columbia University, the procured database comprising the

identified suspended accounts and their tweets, is one of the largest repositories of

the deleted Russian Twitter troll activity till date.

Our goal is to learn the behavior of troll twitter accounts specifically pertaining

to the presidential election 2016, we use the datasets collected by [2], which consist

of 454 twitter accounts with 203,452 tweets, averaging 450 tweets for each twitter

account —the tweets recovered by [2] after twitter has suspended the accounts and

removed all associated data of the troll users. Among the total number of tweets

175,185 were unique, rest are repetitions or retweets. The tweets were collected

between 2014-07-14 and 2017-9-26. Using the data, we learn to model the nature of

tweets of the troll accounts, as well as the troll account behavior analysis. Sample

tweets from the identified Russian Troll dataset is shown in figure 3.1.

3.2 Elections 2016

On the other hand, in order to model the nature of a regular tweet pertaining

to the election 2016 —that does not belong to the troll user account —we use
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the dataset collected and made available from Paragon Science. The tweets are

collected during the 2016 elections, and are made publicly available. The dataset

comprises of 1126 tweets from various users (after removing duplicates and troll

user tweets). Sample tweets collected that are related to the US presidential

elections of 2016 is shown in figure 3.2.

3.3 Elections 2018

In addition, we collected tweets for more recent activities. One of such events

is the ongoing Midterm Elections 2018. Since there are speculations concerning

the Russians could again meddle with the ongoing elections, we thought it will

be an interesting exploration to gather twitter data of the ongoing process and

evaluate the method. For that purpose, we have collected tweets from 2018-02-14

to 2018-07-05 using hashtags midtermelections, bluewave and redwave. These are

the hashtags that are commonly trending in the twitter trends over the past few

months, and are pertaining to the elections. In total we have collected 29,660

tweets from 11,930 unique users. Figure 3.4 shows sample of collected tweets that

are relevant to the ongoing mid-term elections.

3.4 Parkland shooting

In addition, one of the recent incidents that had speculations that the Russian

Trolls again tried to meddle with, this time, the public opinions is the parkland

shootings. Parkland shootings is one of the most important incidents where there
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Figure 3.1: Example tweets from troll twitter accounts.
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Figure 3.2: Example tweets related to the presidential election 2016.
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Figure 3.3: Sample tweets from dataset gathered with keywords related to parkland
shooting.
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Figure 3.4: Sample tweets from recently dataset gathered with keywords related
to the ongoing Midterm Elections 2018.
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has been several protests and uproar against several groups within the US. There

has been several reports that the Russian trolls are trying to spread misinforma-

tion. So we collected tweets related to the incident from dates 2018-02-14 to 2018-

07-05, and with hashtags emma4change, roadtochange, march4ourlives, march-

forourlives, parkland and parklandshooting. Again, these are the most trended

hashtags during the time, so we have used them to collect data. We have col-

lected in total 885,149 tweets from 311,322 users where 829,570 tweets among the

total are unique. Figure 3.3 shows sample tweets that we collected related to the

parkland shooting incident, using the above keywords.

For all our data collections, we scrap data from twitter using tweepy. The

Tweepy, a tool that allows us to scrap the data of twitter accounts from the past

as well. The advantage of using tweepy is that, unlike twitter API where we can

collect data only for the past 7 days, tweepy allows us to collect data in an non-

realtime fashion; data from the past can also be crawled so long as they were not

removed. Since the goal of the work is to identify troll from rest of twitter accounts,

the baseline must be a set of twitter accounts that have tweeted considerably about

the topic of interest, the presidential elections, at the same time does not contain

troll users. Other datasets as well are collected in pretty much the same way.

While experimenting, we also noticed that the Russian troll dataset, compris-

ing of the tweets from the identified user accounts, is not gathered the same way as

the others that are used in this thesis. The other three datasets —Election 2016

dataset, the parkland shooting dataset and the midterm elections dataset —are

collected based on the then trending keywords pertaining to the respective occur-
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rences, which means the tweets will be very likely relevant to the event, excluding

cases where the keywords are used for some other purposes. On the other hand,

the official release of the Russian troll dataset comprised of all tweets by the troll

accounts over a period of time. Thus the collection tends to be more noisy than

others. To counter that, we prune the dataset by removing the tweets that are

irrelevant. To do that, we use the topic models learned (described in detail in

Chapter 4), that discovers most relevant set of topics (each topic is comprised of

a set of words) that are being discussed in the tweets. If a tweet has no overlap

to any of the topics learned from all 4 datasets, then the tweet is identified to be

irrelevant and removed thusly.

Also, all the tweets that used throughout the experiments, both for training

and testing, are pruned to remove unnecessary words such as ”http/https:”, other

keywords such as ”rt”, any stop words, any word of length lesser than or equal to

2, and punctuation and special characters.
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Chapter 4

Proposed Method for Automatic

Identification of Russian Troll

Twitter Accounts

4.1 Proposed Approach

In this thesis, our goal is to design an automated system that learns to identify

troll accounts that indulge in spreading of disinformation concerning the 2016 US

presidential elections, from rest of the twitter accounts. For that purpose, we use

the tweets of troll accounts identified and collected by [2], to learn a classifier that

could classify troll users and tweets against tweets of a regular twitter account. In

order to identify a twitter account as a troll account, we analyze the tweets posted

and retweeted by the account over a period of time. We consider a number of

16



parameters including keywords that the troll account have been using and their

frequency, the distribution of the type of information they have been posting over

time, along with a few metadata such as the date of creation of the account, the

frequency of tweets posted etc. to make the decision.

The objective of our research is to identify parameters that account for the

behavior of the troll accounts, and use them to identify more such existing accounts

in the twitter. In addition to identifying the accounts, we also attempt to analyze

individual tweets and identify how similar they are to the tweets by troll accounts.

We use the collection of tweets of the troll accounts collected by [2] for our

analysis. To model the baseline user behavior or the behavior of non-troll twitter

accounts we use the publicly available dataset comprising the tweets about the

elections from the general twitter community. Also we prune users who talk too

little about politics using a set of keywords that we identify are specific to politics

or about the election. Doing so allows us to identify uses who generally talk about

politics, and explore questions such as how frequently a regular user talk about

the election in comparison to the trolls.

We begin by introducing the methodologies used briefly followed before ex-

panding on our proposed framework.

4.1.1 Latent Dirichlet Allocation

The Latent Dirichlet Allocation (LDA) Blei et al. [2003], is a generative probabilis-

tic model for discovering topics from a set of documents. Given a set of textual

documents (interchangeably referred to as text corpus), LDA learns to represent

17



Figure 4.1: Latent Dirichlet Allocation: The outer layer represents documents and
the inner layer represents the topics and words with in the topic Blei et al. [2003],
where α & β are the hyperparameters.

them as a mixture of topics that outputs a sets words with the associated prob-

abilities. The technique relies on the following assumption: when a document is

created in the first place, we decide a set of topics that will represent the document,

followed by writing words that explain each topic, along with a number of words

for each document. The above method of writing the document can be mathe-

matically formulated as follows: Each word in the document is (1) generated by

picking the topic of interest follows a multinomial distribution (2) followed by each

topic containing a set of words is in turn represented by a different multinomial

distribution, where (3) the total number of words in the document is modeled

by a Poisson distribution, and (4) the topic mixture is modeled by a Dirichlet

distribution.

18



The qualitative representation of LDA is shown in figure 4.1, where, given

hyperparameters α and β, LDA Blei et al. [2003] computes the joint distribution

comprising of the latent variables θ, φ & ω where θ is the topic mixture that

is modeled using a Dirichlet distribution, φ models the set of K topics using

a multinomial distribution and ω models the set of N words using multinomial

distribution. The learning is done by maximizing the likelihood of p(θ, ψ, ω|α, β),

which algorithmically implies that given a set of documents, we learn a to identify

a set of topics that the document discusses about where each topic is a set of

actual words from the document that indeed makes up the topic itself, all in an

unsupervised fashion.

In our framework, we use LDA to learn representative topics and keywords

that makes up a normal user’s twitter data over a longer time span, and compare

them against a recognized troll accounts’, to infer key insights into what differences

they have in comparison. In other words, say an average twitter use may spend

one-tenth of the tweets talking about a specific topic of interest such as the 2016

Presidential election, in contrast a troll twitter account may spend much more

of their tweets in doing that. Moreover, the topics and their associated words

estimated by LDA, if are significantly different between a regular and the troll

users, will provide vital information about the set of topics that a troll focuses

on. Further down the line, such information can help twitter to identify such troll

accounts, and restrict them preemptively from spreading disinformation.

The reason behind choosing LDA as our classifier is that, it is primarily an

unsupervised approach. In our dataset, despite the fact that the tweets belong to
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troll accounts, not all of them are identified to be disinformation. A good pro-

portion of the tweets do not contain information relevant to the topic of interest.

Thus training a discriminative classifier such as Support Vector Machines (SVM)

Cortes and Vapnik [1995] is rather tricky as the amount if noise in the data is high,

discriminative classifier is not a viable option. Also SVM may not work due to an-

other reason, twitter since not all troll accounts pertaining to the current case have

been identified or removed, in there may still be more troll accounts spreading dis-

information. Another advantage is that LDA is primarily a generative probabilistic

model, and the size of the datasets allows for a more comprehensive modeling of

topics. In addition, the representation of LDA is only partially latent unlike SVM

classifiers where all representations are meant to be latent. This property comes

in handy as parameters such as ω are actual words from the document and φ are

actual topics or related set of text that talks about a specific subject. Such tan-

gible representations of the learned model is quite advantageous for obtaining a

better insight into the data as well as for the inference.

4.2 Methodology

4.2.1 Identification of Troll Users/Accounts

Given a set of tweets by a twitter account, we analyze the behavior of the user

over a span of time to conclude whether the twitter account is a troll account or

a regular account. In order to do that, we gather and store a collection of tweets

tweeted over time by each user into a document, for both troll users and regular

20



users. While learning, we primarily intend to focus on the following questions

1. Is there a considerable disproportion in the keywords that these two groups

use? (Q1)

2. How often they tweet about the topic of interest in comparison with a regular

user (who also tweets about the topic)? (Q2)

3. Do they consistently post politically biased views? (Q3)

4. Is the metadata significantly different across the two groups, say are most

accounts recently created? have their tweeting frequency increased consid-

erably during the time of interest? (Q4) (for future work)

Learning

The default way to learn LDA will be to learn to unsupervisedly classify from

a corpus where the LDA algorithm generates topics, in a simplistic setting, troll

or not a troll. But the problem with the approach is that, such a classification is

more semantic, which cannot be attributed to the LDA’s topic modeling. The topic

generation is modeled by learning the underlying distribution, but the distribution

may not necessarily comply with the human way of interpreting the topics, in this

case troll or not a troll. Due to the availability of the tweets belonging to the

troll accounts, we intent to learn a independent set of topics for both troll and

average twitter accounts. We compute two sets of topics, T tr is a set of topics

computed using the LDA from the tweets by the troll accounts. Similarly another

set of topics T reg are computed from the text corpus collected from the tweets

21



posted by the non-troll twitter accounts. Figure 4.4 shows the results of topics

recovered by LDA for troll data. And and Figure 4.4 shows the topics recovered

by LDA along with the set rt, implying the significant proportion of retweeting

involved in comparison to the rest of the twitter population. The LDA models for

our experiments are trained to extract 10 topics each containing 10 words, for 20

passes each, for 20 iterations, where the chunk size is set to 2000. In addition, the

decay, offset and the gamma threshold are set to 0.5, 1.0 and 0.001 respectively.

These parameters remain constant for all our experiments unless stated otherwise.

For computing the LDA models, Genism Python library was used.

Testing

To perform testing, we use the 10% of tweets by the troll users, whose tweets were

not used for training. At test time, given a set of tweets, we compute weighted

scores of word overlaps along with the learned likelihoods. Topics T tr is the set of

topics recovered from the troll tweets via LDA, and similarly T reg is recovered from

the tweets of average twitter accounts, where {ptri |i = 1...N} & {pregi |i = 1...N} are

the probabilities corresponding to ith word of N words of each topic respectively. A

tweet is comprised of a a set of words given as y ∈ Y , while a topic T is comprised

of N words and there are t ∈ T topics. Based on the words y ∈ Y in the tweets, we

computed a weighted score that represents the overlap. Each user has |Z| tweets,

thus we average them.

Str =
1

Z

Z∑
z=1

{
max
t∈T tr

{ N∑
i=1

ptri (t̂) ∗ F T tr

(t, Y )

}}
(4.1)
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where t̂ = |t ∩ Y |, the Jaccard similarity is given as,

F (t, Y ) =
|t ∩ Y |
|t ∪ Y |

(4.2)

where F T |∗|
i is the Jaccard similarity (equation 4.2) the of the ith word that

overlaps. And similarly, the similarity between the user tweets and the LDA

model learned for Election 2016 corpus is given as,

Save =
1

Z

Z∑
z=1

{
max
t∈T tr

{ N∑
i=1

pregi (t̂) ∗ F T reg

(t, Y )

}}
(4.3)

Class C represents the class that obtained maximum likelihood among the two.

C = max(Str,Sreg) (4.4)

The quantitative analysis of the experiment is shown in table 4.1. From the num-

bers that it is evident that the Russian troll accounts are clearly differentiable from

the rest as they tend to have a clear positive correlation than the other categories

that discuss the same topic as the Russian trolls. We also qualitatively demon-

strate the performance of the system in figures 4.9 and 4.10 with sample tweets

from each user.
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Figure 4.2: Pipeline of the proposed architecture for classification of a troll account
as troll vs. not-a-troll.

Figure 4.3: LDA Topics computed from the training split (90% of the data) of the
Russian troll dataset.
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Figure 4.4: LDA Topics computed for Behavior analysis of troll accounts without
pruning the tweets. *-rt to show that there is a disproportionate amount of retweets
in comparison to regular twitter users.

Figure 4.5: LDA Topics computed from the training split (90% of the data) of the
Election 2016 dataset.

Table 4.1: Quantitative evaluation of tweet classification: The rows represent the
test set that is used for classification and the columns represents the LDA topic
models learnt.

(Learned LDA Models →)
(User Tweets From ↓) Russian Trolls Elec. 2016 Elec. 2018 Parkland Shootings

Russian Trolls 0.055235 0.035238 0.026828 0.035238
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Figure 4.6: LDA Topics computed for Behavior analysis of the election 2016 ac-
counts prior to pruning. *-rt to show that there is a disproportionate amount of
retweets in comparison to regular twitter users.

Figure 4.7: LDA Topics computed from the training split (90% of the data) of the
gathered parkland shooting dataset.
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Figure 4.8: LDA Topics computed from the training split (90% of the data) of the
ongoing Election 2018 dataset.

4.2.2 Identification of Troll Tweets

In addition to classifying a twitter user into troll or not based on his activities, we

dive into a slightly more challenging problem of classifying a single tweet being

a troll or not. The reason why this is more challenging than identifying the troll

user is that, with the latter we have a rich temporal information that allows us to

model a slightly more complex behavioral model, that can keep track of the user’s

activities over time, have access to the time-progressed data associated with the

user account. But in this problem, we use only a single tweet of any random user

to score how likely it is to be a troll account.

While the previous model has a sophisticated user behavior-based reasoning,

it becomes a real issue when the troll users, to avoid from being spotted, try

intentionally to behave more like regular users; post tweets about various general

topics, tweets that does not represent biased views of theirs, in order to confuse

the detection systems. In such cases, it becomes a real challenge, as they can easily
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Figure 4.9: Sample users and their tweets from the Russian Troll dataset with
their corresponding similarity scores computed for each of the learned model.
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Figure 4.10: Sample users and their tweets from the Russian Troll dataset with
their corresponding similarity scores computed for each of the learned model.
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Figure 4.11: Pipeline of the proposed architecture for classification of a single
tweet as troll vs. not-a-troll.
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go undetected. It is very likely that such troll accounts pertaining to the case of

interest in this paper, are certainly out there, continuing to spread misinformation.

In order to tackle this we extend our classification method to classify single tweet.

Given a tweet, our method computes a score for how likely it is being tweeted by a

troll account, based on the similarity in the textual space, between the tweet and

learned topics, considering word overlap as well as the likelihood of the overlapping

word with respect to the topic.

Learning

Similar to 4.2.1, we primarily learn two different topic models, T tr is a set of topics

computed using the LDA from the tweets by the troll accounts where another set

of topics T reg are computed from the text corpus comprising tweets gathered from

regular twitter accounts who discussed the election 2016. Unlike the previous

section, where we split the train and test sets using the user IDs, in this section,

as the goal is to classify individual tweets, we split the tweets randomly without

considering the user IDs. Figure 4.4 shows the learned topic model using LDA

for the troll data, and also Figure 4.4 shows the topics recovered along with the

set rt, implying the significant proportion of retweeting involved in comparison to

the rest of the twitter population that talked about election as shown in Figures

4.4 and 4.4. In addition to differences in the topics that the two groups discuss,

it is also evident that the number of retweets among the two populations are

disproportionate; the Russian troll accounts retweet much more than the regular

twitter users that tweeted regarding the elections.
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4.3 Results and Evaluation

Unlike 4.2.1, at test time, in this section we deal with a single tweet than a set

of tweets of an user collected over time. Given a tweet, we perform filtering

as discussed in 3, then compute a Jaccard similarity measure that embeds word

matching scores and the likelihoods learned via LDA. Topics T tr is the set of topics

recovered from the troll tweets, and T reg is recovered from the tweets of regular

twitter accounts, where {ptri |i = 1...N} & {pregi |i = 1...N} is the probability corre-

sponding to ith word of N words of each topic respectively. A tweet is comprised

of a a set of words given as y ∈ Y , while a topic T is comprised of N words and

there are t ∈ T topics. Based on the words in the tweets, we computed a weighted

score that represents the overlap

Str = max
t∈T tr

{ N∑
i=1

ptri (t̂) ∗ F T tr

(t, Y )

}
(4.5)

where t̂ = |t ∩ Y | and F T ∗
i is the Jaccard similarity the of the ith word that

overlaps. And similarly, the similarity between the tweet and the LDA model

learned for Election 2016 corpus is given as,

Sreg = max
t∈T tr

{ N∑
i=1

pregi (t̂) ∗ F T reg

(t, Y )

}
(4.6)

Class C represents the class that obtained maximum score among the two.

C = max(Str,Sreg) (4.7)
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The quantitative analysis of the experiment is shown in tables 4.2 & 4.3. The

aim of the analysis is to show that the Russian trolls have a specific behavior that

can be contrasted from the rest of the twitter users, given they discuss the same

topic, the US presidential elections 2016. The table 4.2 shows that the similarity

between the test tweets that belong to Russian Trolls (ground truth) and the Model

learned from Russian Trolls is significantly higher compared to the general twitter

community that discussed the same topic (0.0469 > 0.0286). Likewise, the tweets

of the general twitter community and the Russian trolls is significantly dissimilar

(0.0629 < 0.1171). Given a general twitter community’s discussions and a Russian

troll’s tweets (identified by authentic sources), we are able to isolate them and

show that the dissimilarity between them is not marginal, but rather considerable.

In other words, the magnitude of differences demonstrate that the dissimilarity

arises not simply from the difference in the data, but from the nature of the users

themselves. This is further strengthened by extending the analysis to compare

with the tweets pertaining to the recent occurrence of the Parkland Shootings and

the ongoing Midterm Elections as well. It is evident that the degree of dissimilarity

is considerably high. Also we demonstrate our results on the pruned Russian Troll

dataset; the Russian troll dataset comprises all tweets which may not be relevant

to the 2016 election whereas the other datasets is made of tweets that belong to

the respective events. Thus we pruned the dataset as discussed in 3 to remove

irrelevant tweets. The results are even better as the extent of dissimilarity is

further increased 4.3. Also in addition to the quantitative evaluation, qualitative

evaluations are included where we show the tweets and their corresponding scores
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Table 4.2: Quantitative evaluation of tweet classification: The rows represent the
test set that is used for classification and the columns represents the LDA topic
models learnt.

(LDA Models →)
(Tweets From ↓) Russian Trolls Elec. 2016 Elec. 2018 Parkland Shootings

Russian Trolls 0.0469 0.0286 0.0232 0.0201
Elections 2016 0.0629 0.1171 0.0337 0.0354

Midterm Elections 0.0330 0.0258 0.1044 0.0539
Parkland Shootings 0.0340 0.0214 0.0437 0.0848

w.r.t. each learned LDA model in figures 4.12, 4.13, 4.14 and 4.15.

In the qualitative results, we can observe that the values at times are close

especially for example in Figure 4.12. The reason for such closer values is that, the

similarity measure is based on a few factors, the most important one is the length

of the tweet. The varying lengths of the tweets constitutes to the inconsistency in

the scale of the similarity, thus the variance in the similarities. In the qualitative

results, it has to be noted that with tweets that contain words such as ”fake” and

other biased statements are evidently categorized as trolls. Also to populate the

tables in the qualitative results, we randomly chose tweets from each dataset than

cherry pick them, for fair comparison, thus the results are not all in favor. But

the quantitative results suggests that the overall classification is in agreement with

our hypothesis.
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Figure 4.12: Sample tweets from the Russian troll dataset with their corresponding
similarity scores computed for each of the learned model (w.r.t. each of the four
category/datasets on which models are learned on)
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Figure 4.13: Sample tweets from the Election 2016 dataset with their correspond-
ing similarity scores computed for each of the learned model.
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Figure 4.14: Sample tweets from the parkland shooting dataset with their corre-
sponding similarity scores computed for each of the learned model.
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Figure 4.15: Sample tweets from the Election 2018 dataset with their correspond-
ing similarity scores computed for each of the learned model.
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Table 4.3: Quantitative evaluation of tweet classification on pruned Russian troll
dataset: The rows represent the test set that is used for classification and the
columns represents the LDA topic models learnt.

(LDA Models →)
(Tweets From ↓) Russian Trolls Elec. 2016 Elec. 2018 Parkland Shootings

Russian Trolls 0.0884 0.0565 0.0440 0.0377
Elections 2016 0.0677 0.1260 0.0366 0.0381

Midterm Elections 0.0556 0.0348 0.1065 0.0553
Parkland Shootings 0.0567 0.0287 0.0480 0.0917
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Chapter 5

Further Extension to Encode

Semantic similarity

While the Latent Dirichlet Annotation (LDA) Blei et al. [2003] in chapter 4 pro-

vides us a consensus of words as topics, which enables us to match words and

compute a similarity score for a tweet or even a user behavior for over a period

of time. At the same time it has to be noted that, they only allow us for di-

rect matching of words and ignores the underlying semantic similarity between

the words or sets of words. Capturing semantic similarity would imply that the

topics and tweets match semantically than just the word similarity. But what

are the advantage of semantic similarity? Given a pair of set of words, Humans

infer higher level contextual similarity and be able to derive a more meaningful

information, and not merely a measure of overlap. Lets take a look at a famous

example used in the Natural Language Processing (NLP) community. A king to
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a man is what a woman to a queen. So, assuming we can represent each word

in a hypothetical space, where each word will be denoted by a vector, the dis-

tance between the word King and the word Queen and the distance between the

words man and woman should be approximately the same. And King - Man +

Woman = Queen. Such semantic similarity measure has been observed with the

recent word2vec Mikolov et al. [2013] models. Word2vec is a tool that implements

the continuous bag-of-words and skip-gram architectures that allows the words be

represented as vectors. The word2vec is learned to map each word to a hypothet-

ical space as embeddings in a linguistic-context preserving manner, thus at test

time, given a word they generate a vector representation. More details about the

semantic properties, with examples, can be found at Mikolov et al. [2013] and [3].

For our experiment, we intend to leverage the semantic properties via word

embeddings and exploit the similarities/dissimilarities between them to reason

the proximity of a tweet or a series of user tweets to belong to Russian troll or

not. The word2vec is a shallow 2-layer neural networks that groups semantically

similar words into proximal regions in the word embedding space. The concept of

synonymy is represented as a distance measure in the continuous space. For a given

word in a tweet, we compute the distance between the word and the each word of

each topic, and an average of distances is then used to choose the topic to which

the tweet belongs to. We use cosine distances as they capture the vector distance

thus a better measure of dissimilarity especially in the vector space. In addition

they are normalized by nature and does not require additional normalization, thus

is easily comparable to distances between any other pair of word vectors.
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5.1 Methodology

In order to compute the similarity between tweets and learned topics, through

the word2vec space, we take a slightly altered approach. Given a set of topics T

learned via LDA, and the tweet Y containing y words, the similarity is given as,

Str =
1

Z

Z∑
z=1

{
max
t∈T tr

{
DT tr

(t, Y )

}}
(5.1)

where |Z| is the number of tweets. Also in the same way Sreg is calculated as

described in sections above. The formulation in equation 5.1, remains the same for

most part except here the distance is not similarity or overlap of the words, rather

a more sophisticated distance in a vector space learned via word2vec. To compute

the vector similarity we use cosine distance metric 5.2 which can be given as,

DT tr

=
t · Y
||t|| ||Y ||

(5.2)

The primary reason behind the use of cosine similarity is that, other distances

such as euclidean distances captures the distances between magnitudes whereas

the cosine distances calculates the cosine angle between the vectors. Thus the

metric quantifies orientation of vectors in the vector space rather than differences

in magnitudes.
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Table 5.1: Quantitative evaluation of tweet classification via semantic similarity
(using Word2vec) on the Russian troll dataset: The rows represent the test set
that is used for classification and the columns represents the LDA topic models
learnt.

(LDA Models →)
(Tweets From ↓) Russian Trolls Elec. 2016 Elec. 2018 Parkland Shootings

Russian Trolls 0.1678907 0.132171 0.152742 0.129949

5.2 Results and Evaluation

Table 5.1 shows quantitative evaluation of the word2vec based similarity estimation

for classifying tweet. The results are quite in correlation with the ones we had

earlier in chapter 4. As mentioned in the above sections, we hypothesize that the

behavior of the troll users are differentiable from the rest of the twitter community

given they tweet about the same events over time, thus allows us to categorize a

new user or even a tweet to belong to one of the categories. The numbers in table

5.1 strengthens our argument, as it is evident that the troll accounts are more

easily identifiable and exhibit a strong positive correlation toward the topic model

learned form the troll data (0.1678 > 0.1321), than other topic models which are of

relevance; especially the Election 2016 where the topic of interest (of both parties,

troll and regular tweeps) is quite the same.
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Chapter 6

Chinese 50-cent army

Another popular incident of this sort is the Chinese 50-cent army, a colloquial

term for such players that were hired by the Chinese Authorities in an attempt to

manipulate the public opinion to be in favor of the Communist party of China [8].

Unlike the trolls that were used in the 2016 US Elections, these commentators write

contents that are in a way propaganda of the Communist party of China. While

that appears normal, the issue is that the players have been indulging in a massive

spreading of misinformation. Also according to [7], the propaganda is state funded

and these commentators are hired and paid for by Chinese authorities. It has also

been believed that the players had been paid 50-cent each for doing so, thus the

name 50-cent army[10]; a claim which is also argued to be incorrect by King et al.

[2017]. Also some party members have been used to spread the propaganda, as

a part of their party duties. The main goal of these 50-cent army ”officers” is to

write comments favorable and also derail discussions that are unfavorable to the
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Communist party [9]. They also have spread narratives in favor of the ruling

governments and write derogatory comments against their political opponents to

undermine the opponents and critics [9].

King et al. [2017] claims that, on contrary for the 50-cent army to be a state

sponsored propaganda, most commentators were paid for by the bureaucrats who

were merely responding to the government by spreading pro-government talks by

doing so, during the times of crisis. King et al. [2017] also found that most of the

commentators ( 80% of them) were merely cheerleading for the government with

inspirational slogans and around 13% indulging in praising the government and its

policies, and have rarely engaged in direct arguments. Later on in December 2014,

an archive of the emails to and from the account that is responsible for the inter-

net propaganda, is released by a anonymous blogger (Xiaolan xiaolan.me/). The

administrative account from which the transactions have been released, belong to

the propaganda department of Zhanggong district of Jiangxi province, a country-

level administrative unit. The archive from the email had contents ranging from

reporting activities of the 50-cent army to claiming credit for completing the com-

mentators’ assignments among various other communications. While the reports

and journals have managed to peek into the data, by reporting a few important

documents, the archive by itself, is quite large and contains data of diverse types

including raw text, text from other emails, screenshots, along with word and excel

formatted attachments. Such diverse formats of data along with several other links

to external information has deemed impossible to consume the data even by some

of the most advanced available text analysis techniques. Thus no systematic and
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complete interpretation has been done to the best of our knowledge on the data

when our team began the work.

For our analysis of the 50-cent army, we identified 2,341 emails sent between

2/11/2013 and 11/28/2014. Of the identified emails, 1,208 contained usually mul-

tiple 50-cent posts; easily processable by text processing methods. Overall, we

extracted 43,757 known 50-cent posts from these emails and their respective at-

tachments, that form a basis for our analyses where we use them as our training

set, and learn models that help identify other known 50c posts, and potentially be

able to identify more that are to be posted - a generalized model that can identify

such propaganda posts in the future.

The goal of the project was to learn if the 50-cent army had known any com-

ments and use them repeatedly or across users, as such similarity would strengthen

the argument that they were a group of organized servants that indulged in pro-

paganda of misinformation. The scope of my work in the project, for most part, is

limited to gathering data and doing primitive analysis, where I collected data from

three government sites [11] for over a period of time. The problem is currently be-

ing pursued by another member of our team. The data is collected in a similar way

as detailed in Chapter 3, where we identified keywords that the users are known

to use via the released email dataset. One of the major issue that we faced was

that, several comments were getting censored within a few hours of publication,

thus the data collection has to be continuous and seamless in order to gather data

without much loss.

While my primary contribution to the project is with data with minimal anal-
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ysis, the method devised and demonstrated above is almost directly applicable to

the dataset and the problem as well; to analyze user behavior, analyze comments

and categorize them.
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Chapter 7

Conclusion

We have proposed a framework that successfully demonstrates its ability to identify

troll accounts from a regular twitter account. The thesis addressed one of the most

crucial problems affecting the information space by propagating disinformation.

As promised the proposed approach performs considerably well, in identifying the

troll accounts. We also proposed a troll tweet identification, that addresses the

same problem but instead of learning sophisticated models that reasons the user

behavior over time, the approach focuses only on the tweet to identify troll user.

The goal is not to identify but rather provide a predictive score of how likely a

user can be a troll.
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Chapter 8

Future Work

In future, to improve the classification accuracy of the system, as a primary ex-

tension, we intend to combine the tweets of an individual user instead of reasoning

each tweet separately, to then apply a LDA model and extract a set of topics. In

order to model the user behavior, our current system classifies individual tweet and

then averages the score of each tweet. The technique lacks the ability to reason

the user tweet as a set of topics and uncover the common topics that are discussed

over time by the user. By applying LDA model on the collection of tweets, we

can do a detailed analysis of the user behavior, reasoning the tweets of the user as

a document, than a average similarity of individual tweets. Also the use of LDA

allows us to only reason over the set of words that are used, but does not model

the conditional dependence between words. Modeling conditional dependence be-

tween words used will be crucial for a robust inference, so in the future, we also

plan to use n-grams along with LDA to address this issue.
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Though the nature of the problem and the lack of required supervision in the

dataset heavily accounted for the choice of the unsupervised generative model,

we still have not ruled other learning models out in the future. With more data

available and better data pruning techniques, we will be able to reliably train

discriminative classifiers to perform as well or even better. But as immediate

extensions, we intend to compare our methods with other generative techniques

such as Naive Bayes. Though Naive Bayes relies on a less flexible distributional

model than LDA, it will serve as a concrete baseline to evaluate our model.

We also intend to extend our evaluation section to include more metrics for

better representation of the learned model. While the relative similarity score

captures the relevance that a tweet or a user account holds over each model, it

still does not completely justify how well the model is learned. Use of metrics

such as precision-recall or the F-score will allow us to obtain better insight into

the method learned.
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