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Urban areas are particularly vulnerable to flood hazards due to impervious surfaces 

altering the runoff response and socio-economic pressures increasing the number of individuals 

residing in areas at risk for flooding. Despite the rich body of literature that has focused on urban 

flood hazards, the physical and social dimensions of this vulnerability are frequently analyzed 

independently of one another. This dissertation utilized a holistic and integrative human-

environment interactions framework to simultaneously assess both the physical and social factors 

that enhanced urban flooding vulnerability throughout the Charlanta megaregion. Analyzing the 

entire megaregion enabled an assessment of how consistent these factors were across a variety of 

metropolitan areas. Developing a better understanding of the physio-social dimensions of urban 

flooding vulnerability is imperative to ensure the future sustainability of cities because urban 

population growth is projected to continue, and cities will be subjected to increased precipitation 

intensity due to climate change. 
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CHAPTER 1 

INTRODUCTION 

1.1 Literature Review and Research Motivation 

Urban development is one of the most influential and readily apparent mechanisms 

responsible for anthropogenic alterations of the natural environment [Grimm et al., 2008]. 

Increasing urban populations and expanding urban footprints have altered the energy balance, 

atmospheric composition, precipitation patterns, and hydrologic systems within cities [Hollis, 

1975; Oke, 1982; Jacobson, 2010; Shepherd et al., 2010]. With approximately 54% of the 

world’s population already residing in urban areas as of 2014 and this proportion projected to 

approach 66% by 2050 [United Nations, 2014], the pressures placed on the natural environment 

by urban expansion will likely become magnified in the near future (Figure 1.1). Continued 

urbanization poses substantial environmental challenges, which highlights the importance of 

implementing more sustainable forms of urban development. 

 This dissertation focused specifically on the complex relationships between urbanization 

and the hydrologic system. Cities are particularly prone to flooding, as made evident by the 

recent, devastating floods that occurred in Ellicott City, Maryland; Columbia, South Carolina; 

and Houston, Texas. The heightened vulnerability of urban areas to flooding is partly due to the 

introduction of impervious surfaces, storm drainage systems, and enhanced soil compaction 

[Burian and Pomeroy, 2010]. It is widely recognized that urbanization typically increases peak 

discharge, runoff volume, and the flashiness of the runoff response [Leopold, 1968; Sauer et al., 

1984] (Figure 1.2). Additionally, urbanization can alter low flow regimes, which have notable 
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ecological implications, although these linkages are more complex and typically less 

generalizable across cities [Meyer, 2005; Bhaskar et al., 2016].  

 Researchers have traditionally documented the impacts of urban development on 

streamflow though temporal trend analysis [e.g. Ferguson and Suckling, 1990; Velpuri and 

Senay, 2013], but more recent studies have begun focusing on how the spatial arrangement and 

positioning of urban land use influences the hydrologic response within watersheds [e.g. Olivera 

and DeFee, 2007; Mejia and Moglen, 2009]. This dissertation aimed to improve the 

understanding of the effects of urban development configuration and positioning on high, peak, 

and low flow regimes by using robust multivariate statistical techniques. The findings could 

potentially help advance urban planning measures beyond overly simplistic estimates of land use 

change impacts [e.g. Harbor, 1994] and inform more nuanced policies aimed at minimizing 

hydrologic disturbances related to urbanization. Such progress appears imperative, given that 

cities will likely be exposed to both an increased frequency of extreme rainfall and drought in the 

future due to global climate change [Groisman et al., 2004; Sheffield and Wood, 2008; Pryor et 

al., 2009; Andersen and Shepherd, 2013; Fischer and Knutti, 2015]. 

 Urban environments not only impact streamflow characteristics but can also influence 

precipitation patterns [Burian and Shepherd, 2005]. Urban-induced alterations of precipitation 

have generally been attributed to one or a combination of the following mechanisms [Shepherd, 

2005]: 1) the increased surface roughness within urban environments enhancing surface 

convergence [Thielen et al., 2000], 2) the different thermal properties of the city producing 

unstable atmospheric conditions through the creation, enhancement, and/or displacement of 

mesoscale circulations [Shepherd and Burian, 2003], 3) elevated aerosol concentrations altering 

cloud microphysical processes by providing an abundant source of cloud condensation nuclei 
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(CCN) [Molders and Olson, 2004; Schmid and Niyogi, 2017], 4) urban irrigation and industrial 

activities increasing low-level atmospheric moisture availability [Shepherd et al., 2002; Diem 

and Brown, 2003], and 5) the built environment acting as a barrier that bifurcates existing storm 

systems [Bornstein and Lin, 2000]. This dissertation sought to clarify the capability of these 

mechanisms to influence rainfall during synoptically driven events by analyzing potential urban 

precipitation effects during the major flood that occurred during 2009 in Atlanta. 

 Beyond altering the surface characteristics that largely govern the hydrometeorological 

response [Schueler et al., 2009], the agglomeration of individuals in urban areas simultaneously 

increases the population exposed to urban flood hazards. The threat of urban flooding is 

unfortunately documented by fatality statistics. Unlike deaths related to other meteorological 

hazards, such as tornadoes and lightning, there has been no significant decrease in flood fatalities 

during the second half of the 21st century [Ashley and Ashley, 2008]. This implies that the 

advancements made in forecasting urban flood events, warning systems, and emergency 

recovery procedures have to some extent been overwhelmed by rapid urban population growth 

[Terti et al., 2017]. Although urban residents are clearly susceptible to flood hazards, the social 

dimensions of this vulnerability and the potential for environmental injustices are infrequently 

acknowledged in flood risk assessments [Tapsell et al., 2002; Koks et al., 2015]. This 

dissertation was designed to provide a detailed assessment of urban flood hazard environmental 

injustices, which could potentially help direct resources to those communities that are most in 

need and enhance their adaptive capacity to flood threats. Additionally, a greater awareness of 

flood hazard inequities could inform emergency management plans and help ensure more 

equitable recovery efforts when flooding occurs. 
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1.2 Research Study Area, Framework, and Objectives 

 The overarching goal of this dissertation was to comprehensively address both the 

physical and social aspects of urban flooding vulnerability throughout the Charlanta megaregion. 

A megaregion consists of numerous metropolitan areas across which labor and capital can be 

reallocated with minimal cost [Gottman, 1957; Florida et al., 2008]. Megaregions share a 

common economic system and are linked by transportation infrastructure. Located in the 

Southeastern portion of the United States, the Charlanta megaregion includes the Atlanta, 

Charlotte, Greenville, and Spartanburg Metropolitan Statistical Areas (MSA) [Florida et al., 

2008]. Atlanta and Charlotte are the most populous MSAs within their respective states while 

Greenville ranks third in South Carolina. The individual MSAs that comprise Charlanta are 

economically integrated via the I-85 corridor. Charlanta contains over 20 million people and is 

responsible for an estimated economic output of $730 billion [Florida et al., 2008]. Due partly to 

the relatively low cost of living, the urban footprint of Charlanta is projected to continue 

expanding [Terando et al., 2014], which will likely further exacerbate urban flooding issues. 

A holistic human-environment interactions framework was used to address the 

multidimensionality of flood hazards in the Charlanta megaregion (Figure 1.3). The framework 

emphasized the reciprocal nature of the relationships connecting humans and the natural 

environment. Specifically, several portions of the dissertation addressed anthropogenic 

influences, primarily through urbanization and land use change, on components of the hydrologic 

system. Conversely, the research also focused on the differential impacts of hydrometeorological 

hazards, such as extreme precipitation and flooding, on certain communities. This specific part of 

the dissertation explored how urban flood hazards potentially effect certain vulnerable 

populations disproportionately and present environmental justice issues.  
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The individual research objectives, which collectively explored the two-way interactions 

between humans and the environment, were united by a shared emphasis on quantitative 

geospatial data analysis (Figure 1.3). The work relied largely upon GIS, landscape metrics, 

statistical modeling, numerical weather modeling, and dasymetric mapping. As suggested by 

Bloschl et al. [2007], the dissertation incorporated both statistically and physically-based 

modeling techniques to provide a more comprehensive assessment of urban flooding 

vulnerability. Additionally, a standardized methodology was employed across the entire 

megaregion, which helped assess potential differences in urban flooding vulnerability between 

the individual metropolitan areas that comprise the megaregion. Each objective also sought to 

inform urban policy efforts designed to enhance the sustainability of urban environments by 

reducing the impacts of urbanization on the hydrologic system and increasing the resiliency of 

urban residents, particularly within communities that are disproportionality at risk to flood 

hazards. 

Specifically, the dissertation explored the following three research objectives, which are 

described further below: 

1. Quantify the influence of the composition, positioning, and configuration of urban 

development on various streamflow characteristics 

2. Model the effects of urbanization on the hydrometeorological characteristics of the 2009 

Atlanta flood 

3. Analyze flood zone occupation at multiple scales to assess the degree of environmental 

injustice related to urban flood risk. 

The first research objective aimed to elucidate the influence of urban development patterns on 

streamflow characteristics. Therefore, it was situated within the portion of the human-
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environment interactions research framework that addressed anthropogenic effects on the 

hydrologic system (Figure 3.1). The urban development patterns were quantified using the public 

domain software FRAGSTATS [McGarigal et al., 2012] and data obtained from the 2011 

National Land Cover Database (NLCD) [Homer et al., 2015] while the streamflow 

characteristics were evaluated using mean daily discharge and annual peak streamflow data 

gathered from the USGS National Water Information System (NWIS). The relationships between 

the urban development patterns and streamflow characteristics were evaluated through a case 

study of 119 watersheds within Charlanta using bivariate and multivariate statistical modeling. 

The specific research questions addressed in Chapter 2 were: 

1. What is the relative influence of the extent, spatial configuration, and positioning of 

urban development on low, high, and annual peak flows? 

2. How consistent are these relationships across the Charlanta megaregion and what factors 

explain any observed differences? 

The second research objective also addressed anthropogenic influences on the 

hydrometeorological system. However, it focused explicitly on the effects of urbanization during 

the high impact flood that occurred in 2009 throughout Atlanta. The 2009 flood event was 

historic and resulted in catastrophic damage throughout the metropolitan area. The flood was the 

product of several hydrometeorological processes including moist antecedent conditions, ample 

atmospheric moisture, and mesoscale training. Previous studies also hypothesized that the urban 

environment of Atlanta altered the location and/or overall quantities of precipitation and runoff, 

which ultimately produced the flood [Shepherd et al., 2011]. This hypothesis was quantitatively 

evaluated by conducting a series of numerical modeling experiments that utilized the Weather 

Research and Forecasting (WRF) model. WRF is a fully compressible, non-hydrostatic, 
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mesoscale model with advanced dynamics, physics, and numerical schemes that is supported by 

the National Center for Atmospheric Research (NCAR) [Skamarock et al., 2008]. Two model 

runs were performed: 1) a base run designed to accurately depict the flood event, and 2) a non-

urban simulation where the urban footprint of Atlanta was replaced with natural vegetation. 

Chapter 3 specifically addressed the following research questions: 

1. How did the urban environment of Atlanta influence the spatiotemporal characteristics of 

runoff and precipitation during the 2009 flood? 

2. What physical mechanisms were potentially responsible for any urban influences? 

3. Can urban environments influence precipitation during heavy rainfall events with 

prominent synoptic scale forcing? 

Unlike Objectives 1 and 2, the final research objective addressed the impact of 

hydrologic hazards on urban communities. Therefore, Objective 3 considered the opposite 

directional pathway within the human-environment interactions framework (Figure 1.3). 

Although previous studies have utilized an environmental justice lens to address the socio-

economic aspects of urban flooding vulnerability, they have produced contrasting results due to 

the different dasymetric mapping techniques used to estimate urban flood zone population 

characteristics, the various scales at which the estimates are calculated, and the specific 

geographical context of the individual study cities. Objective 3 evaluated the sensitivity of urban 

flood risk environmental injustices to these parameters by analyzing flood zone occupation with 

three different dasymetric mapping techniques at four scales for numerous metropolitan areas 

within the Charlanta megaregion. Specifically, 2010 US Census block group data, FEMA flood 

zones, and risk ratios were used to evaluate if African Americans were overrepresented in areas 

at risk for flooding. The specific research questions addressed in Chapter 4 included: 
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1. What is the degree of environmental injustice regarding urban flood risk within the 

Charlanta megaregion? 

2. How sensitive are any observed environmental injustices to the dasymetric mapping 

technique, scale of analysis, and the specificities of individual metropolitan areas? 

Overall, the three research objectives collectively provided a comprehensive assessment of urban 

flooding vulnerability by emphasizing the reciprocal nature of human-environment interactions 

within a more holistic research framework. 
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Figure 1.1. Urban and rural population trends [United Nations, 2014]. 

 

 
 
Figure 1.2. Theoretical hydrograph highlighting the influence of urbanization [Harbor, 1994]. 
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Figure 1.3. Human-Environment interactions research framework. 
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Abstract 

Although it is widely recognized that urbanization has a notable impact on streamflow 

characteristics, the relative influence of the extent, spatial configuration, and positioning of urban 

development on low, high, and peak flow regimes is still not fully understood. The overarching 

research objective of this study was to clarify these relationships by analyzing 119 watersheds 

throughout the Charlanta megaregion, which stretches from Charlotte, NC to Atlanta, GA. 

Spatial metrics were derived from land use/land cover datasets to quantify the urban 

development patterns of each watershed while the streamflow characteristics were evaluated 

using mean daily discharge and annual peak streamflow data. Analysis of variance tests, 

bivariate correlations, and multivariate regression models were used to identify intra-regional 

variability and quantify the impact of urban development patterns on streamflow characteristics 

while controlling for the physical differences between watersheds. The statistical analysis 

revealed that increasing the extent of urban development enhanced high and low flow frequency 

as well as annual peak unit discharge. Therefore, urbanization within Charlanta generally 

produced a more extreme streamflow regime. In terms of the spatial configuration of urban 

development, the models indicated that more contiguous developed open space increased high 

and low flow frequency. Finally, the positional analysis suggested that clustering impervious 

surfaces in source areas distant from streams increased the frequency of high flows. The study 

highlights the overall importance of considering the extent, configuration, and positioning of 

urban development when devising land use policies aimed at minimizing streamflow alteration 

due to urbanization. 

Key Words: Urban Hydrology, Urban Flooding, Low flows, Spatial Metrics, Urban Planning, 

Charlanta 
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2.1 Introduction 

 With over half the world’s population currently residing in urban areas and this 

proportion projected to approach 66% by 2050 [United Nations, 2014], the pressures placed on 

the natural environment by urban development are widely evident and likely to increase in the 

future. The hydrologic regimes of rivers are no exception, as continued urbanization has 

produced notable and widespread alterations of streamflow characteristics [DeWalle et al., 2000; 

Poff et al., 2006; Burian and Pomeroy, 2010]. The impervious surfaces, stormwater drainage 

systems, and compacted soils common throughout urban environments typically increase peak 

flows, runoff volumes, and flashiness [Leopold, 1968; Sauer et al., 1984]. These alterations not 

only endanger urban infrastructure and human lives but also threaten the ecological sustainability 

of urban river systems [Ashley and Ashley, 2008; Brown et al., 2009]. Consequently, moderating 

such impacts via effective land use planning appears imperative. 

 One of the original techniques utilized to encourage sustainable levels of development 

was the identification of total and/or effective impervious area thresholds above which 

urbanization noticeably degraded natural streamflow characteristics [Klein, 1979; Schueler, 

1994; Booth and Jackson, 1997; Wang et al., 2001; Shuster et al., 2005; Schueler et al., 2009]. 

Although such thresholds can inform best management practices, they often fail to explicitly 

address how the urban development is configured spatially and positioned within watersheds 

[Brabec, 2009]. Therefore, studies have begun exploring the influence of the spatial 

configuration of urban land use and the positioning of impervious surfaces, either near watershed 

outlets or in more distant headwaters, on streamflow characteristics to guide more precise land 

use planning measures. 
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Developing watershed headwaters is theorized to produce larger peak discharges because 

the time of concentration is reduced, which superposes the peaks observed in the distant portions 

of the watershed with those closer to the outlet [Beighley and Moglen, 2002]. However, studies 

based upon stream gage observations have largely been unable to establish clear statistical 

relationships between the positioning of urban development and streamflow responses [Sauer et 

al., 1984; Beighley and Moglen, 2002; Beighley and Moglen, 2003; Wright et al., 2012; ten 

Veldhuis et al., 2017; Zhou et al., 2017]. Modeling efforts evaluating hypothetical distributions 

of imperviousness have more successfully revealed that clustering urban development in 

headwater locations and source areas increases peak flows on an annual and individual storm 

basis [Mejia and Moglen, 2009; Mejia and Moglen, 2010]. The hydrologic influence of the 

spatial configuration of urban development, rather than its relative positioning within 

watersheds, has been analyzed less frequently, with more fragmented and less connected urban 

land use configurations generally found to minimize the impacts of urbanization on streamflow 

[McMahon et al., 2003; Olivera and DeFee, 2007; Kim and Park, 2016].  

Although past studies have highlighted the importance of urbanization in governing 

streamflow characteristics, this paper aims to address several notable gaps present within the 

literature. Firstly, the inability of observational studies to identify consistent statistical 

relationships between the positioning of urban development and streamflow responses highlights 

the necessity of developing more nuanced methodologies for quantifying the relative positioning 

of impervious surfaces within watersheds. Relying upon simplistic measures, such as calculating 

the percentage of urban development within each quarter of a given watershed, may explain why 

modeling efforts have largely been more successful in elucidating these relationships. Secondly, 

the generalizability of the findings from previous studies may be limited because they often 
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analyze a small number of watersheds [e.g., Beighley and Moglen, 2003; Olivera and DeFee, 

2007; Roberts, 2016]. The lack of substantial sample sizes has also prevented the widespread 

usage of rigorous multivariate statistical techniques, as the measures evaluating the positioning 

and spatial configuration of urban development are commonly used as qualitative aides when 

interpreting various streamflow responses [e.g., Olivera and DeFee, 2007; Wright et al., 2012]. 

These concerns have led to numerous calls for studies with larger sample sizes to evaluate the 

generalizability of the relationships between urban development patterns and streamflow 

characteristics [Olivera and DeFee, 2007; Roberts, 2016]. 

 Finally, apart from McMahon et al. [2003], previous research has focused primarily on 

how urban development patterns influence peak flows [Ferguson and Suckling, 1990; Hamel et 

al., 2015]. Although peak flows are relevant to damaging flood events, baseflow alterations can 

have equally important ecological ramifications [Poff et al., 2006]. Additionally, the 

relationships between urbanization and low flow patterns remain unclear [Meyer, 2005; Brown et 

al., 2009; Bhaskar et al., 2016]. Urban areas have traditionally been hypothesized to reduce 

baseflow due to the increased runoff from impervious surfaces limiting infiltration and 

groundwater recharge [Leopold, 1968; Rose and Peters, 2001; Price, 2011]. Conversely, leaky 

water infrastructure and irrigation can increase groundwater recharge and help sustain baseflow 

in certain urban settings [Bhaskar et al., 2016]. Conflicting results have also emerged regarding 

the influence of urban development on annual peak streamflow. Urbanization is generally 

theorized to have less influence on annual peak discharges, relative to more frequent high flows, 

because the natural land cover is often saturated and effectively impervious during such events 

[Hollis, 1975; Sauer et al., 1984; Smith et al., 2002]. However, several studies have detected 

increasing trends in annual peak discharge due to urbanization [Sheng and Wilson, 2009; Yang et 
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al., 2013] while others have reaffirmed that urbanization has no significant influence on annual 

peak streamflow [Villarini et al., 2013]. 

The overarching goal of this study was to provide a comprehensive assessment of the 

relationships between urban development patterns and streamflow characteristics by addressing 

the shortcomings discussed above. Spatial metrics were utilized in conjunction with multivariate 

regression modeling to quantitatively describe the relative influence of the extent, spatial 

configuration, and positioning of urban development on low, high, and annual peak flows. The 

following section outlines the study watersheds in more detail as well as the data and 

methodologies used to quantify the streamflow characteristics and urban development patterns. 

The results are discussed in Section 2.3. Finally, Section 2.4 summarizes the main findings and 

explores the potential urban planning implications of the research. 

2.2 Data and Methods 

2.2.1 Study Watersheds 

 In total, 119 watersheds were analyzed throughout the Charlanta megaregion, which 

incorporates the Atlanta (ATL), Greenville, Spartanburg, Anderson (GSP), and Charlotte (CHA) 

Metropolitan Statistical Areas (MSAs) along the I-85 corridor [Florida et al., 2008; Shepherd et 

al., 2013; Mitra and Shepherd, 2016] (Figure 2.1). The study focused on Charlanta because its 

impervious footprint is projected to expand notably [Terando et al., 2014] and heighten the 

pressures placed on river systems if additional land use guidelines are not implemented. Future 

urban expansion is particularly problematic given that Charlotte and Atlanta are already ranked 

as the 5th and 7th flashiest cities in the contiguous United States, respectively [Smith and Smith, 

2015]. Finally, analyzing the entire Charlanta megaregion also helped assess the generalizability 

of the relationships between urban development patterns and streamflow characteristics. 
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 The individual watersheds included in the analysis were selected primarily based upon 

continuous United States Geological Survey (USGS) stream gage data availability between 2009 

and 2013 (Figure 2.1). The timeframe of the analysis was centered on 2011 because it was the 

vintage of the land use dataset used to quantify the patterns of urban development. Importantly, 

the five-year study period enabled a climatologically representative precipitation sample and was 

brief enough to reasonably assume that the 2011 land use was representative for the entire 

timeframe. Specifically, the average annual precipitation over the five-year period was 2.14 cm 

and 5.75 cm greater than the climatological normal value for Charlotte (105.74 cm) and Atlanta 

(126.26 cm), respectively [NWS, 2017a; NWS, 2017b]. The stream gages included in the study 

were also required to be in the Geospatial Attributes of Gages for Evaluating Streamflow 

(GAGES-II) dataset [Falcone, 2011], as it provided an extensive suite of variables describing the 

physical characteristics of the watersheds and delineated the watershed boundaries. 

Characteristics of the study watersheds are detailed in Table 2.1. The study watersheds had a 

median area of 77 km2 because large rivers highly regulated by dam infrastructure, such as the 

Chattahoochee, Savannah, and Catawba, were avoided. Overall, the watersheds evaluated a 

gradient of urban intensities, with the GSP watersheds generally exhibiting lower levels of urban 

development.  

2.2.2 Quantifying Streamflow Characteristics 

 Mean daily discharge and annual peak streamflow data were obtained from the USGS 

National Water Information System for each study watershed. A peaks-over-threshold (POT) 

technique was used to analyze the mean daily discharge because it allows for multiple high and 

low flow events within a given year [Villarini et al., 2013]. This was particularly appropriate for 

analyzing the effects of urbanization since they are often most pronounced during more frequent, 
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lower magnitude high flow events [Hollis, 1975]. High and low flow frequency were evaluated 

by calculating the number of days during which the daily mean discharge remained above the 

75th and below the 25th percentile for a given gage, respectively. The percentile values were 

based upon daily mean discharge data during the 2009–2013 study period. Threshold 

exceedances on consecutive days were considered only once to avoid double counting the same 

event. The number of exceedances was summarized from 2009 to 2013 and divided by five, 

producing a long-term annual average that minimized the influence of climatic variability. 

Although the POT analysis was likely sensitive to the specific thresholds selected, the 75th and 

25th percentiles have been successfully used previously to identify high and low flow frequency 

[Hamel et al., 2005; Hopkins et al., 2015].  

Figure 2.2 provides an example of the thresholding approach for one year of daily 

streamflow data at Peachtree Creek, which is a highly-urbanized watershed in Atlanta. Utilizing 

mean daily streamflow may potentially underestimate the influence of urban development in 

certain cases, but POT analysis of mean daily discharge is a widely adopted technique used to 

quantify the effects of urbanization on streamflow characteristics [e.g., Villarini et al., 2013; 

Yang et al., 2013; Hamel et al., 2015; Hopkins et al., 2015; Diem et al., 2017]. The annual peak 

streamflow data required less processing, as it was converted to cubic meters per second, 

averaged over the five-year study period, and standardized by watershed area to produce annual 

average peak unit discharge [Choi et al., 2016]. 

2.2.3 Quantifying Urban Development Patterns 

 The metrics used to quantify the extent, spatial configuration, and positioning of urban 

development within each watershed were derived from the 2011 National Land Cover Database 

(NLCD) [Homer et al., 2015]. The 2011 NLCD was selected due to its relatively high spatial 
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resolution of 30 meters and detailed urban classification scheme. Specifically, the variables 

describing the positioning of urban development were derived from the 2011 NLCD percent 

developed raster, which specifies an imperviousness value ranging from 0 to 100 for each cell. 

Four positioning variables were calculated to explore the potential differences between 

traditional and more complex approaches. First, a partitioning technique similar to past studies 

was performed [Beighley and Moglen, 2002]. Each watershed was partitioned into a top and 

bottom half using one half of the longest drainage path length as the dividing threshold. The 

difference between the mean imperviousness of the top and bottom half was calculated, with 

positive values indicating that the headwaters were more heavily developed. The second 

positioning variable was the outlet imperviousness gradient. It was determined by measuring the 

distance of each pixel to the watershed outlet and calculating the relationship between those 

distances and the cell imperviousness values using ordinary least squares (OLS) regression. 

Larger positive values indicate that imperviousness increased more notably with distance from 

the watershed outlet. Thus, the outlet imperviousness gradient was conceptually analogous to the 

watershed partitioning technique although its calculation was more complex and less sensitive to 

arbitrary partitioning thresholds. 

The third approach was a river imperviousness gradient designed specifically to evaluate 

the degree to which the positioning of urban development mirrored the hypothetical source 

clustering scenario of Mejia and Moglen [2010], which according to their modeling experiments 

increased peak flows more substantially than clustering development near river channels. The 

river imperviousness gradient was calculated by measuring the distance of each pixel to the 

nearest river feature, as defined by the National Hydrography Dataset (NHD) flowlines, and 

determining the relationship between those distances and the cell imperviousness values using 
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OLS regression. Larger positive values suggest that imperviousness increased more notably with 

distance from the river features, which would be indicative of source clustering. The 

methodology of this approach was similar to the outlet imperviousness gradient, but it evaluated 

a fundamentally different positioning pattern. The final positioning variable evaluated the 

intensity of urban development within the riparian zone of each watershed by calculating the 

average imperviousness within 150 meters of the NHD flowlines. The 150-meter threshold was 

selected because it is the maximum recommended width of riparian buffers for flood attenuation 

purposes [Fischer and Fischenich, 2000]. 

To determine the extent and spatial configuration of urban development, spatial metrics 

were calculated using the FRAGSTATS software package [McGarigal et al., 2012]. The spatial 

metrics were derived from the 2011 NLCD land cover dataset, which includes 20 land use/land 

cover (LULC) categories with four devoted to urban land uses of various intensities. Although a 

wide variety of spatial metrics exist, those most frequently utilized in studies focusing on urban 

development were selected [Debbage et al., 2016]. Table 2.2 describes the six class-level metrics 

included in the analysis, which evaluated different aspects of urban morphology. Percentage of 

the landscape (PLAND) is a basic composition metric that quantifies the relative extent of urban 

development as a percentage of the total watershed area. The shape complexity of the urban land 

use was evaluated by the area-weighted mean shape index (AWMSI) and edge density (ED). 

AWMSI uses a modified perimeter-area ratio to evaluate shape complexity while ED compares 

the total urban edge length to the watershed area. In both cases, larger values are indicative of 

increasingly complex and irregular urban forms.  

The degree of urban fragmentation in the watersheds was determined by the patch density 

(PD), largest patch index (LPI), and percentage of like adjacencies (PLADJ). PD counts the 
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number of urban patches within the watershed, which is subsequently standardized by watershed 

area. LPI evaluates the dominance of the largest urban patch by dividing its area by the 

watershed area. Finally, PLADJ provides a pixel-based measure of fragmentation by calculating 

the number of like adjacencies involving urban pixels relative to the total number of adjacencies 

involving urban pixels. Smaller LPI and PLADJ values as well as larger PD values are associated 

with less contiguous and more fragmented urban morphologies. Although this study focused 

primarily on the metrics calculated for the four NLCD urban land uses, the spatial metrics in 

Table 2.2 were derived for all the LULC categories present within each watershed. 

2.2.4 Statistical Analysis 

Several statistical tests were used to analyze the variability of streamflow within the 

Charlanta megaregion and determine the influence of urban development patterns on streamflow 

characteristics. Firstly, analysis of variance (ANOVA) tests were conducted with MSA as the 

grouping variable to identify if the streamflow characteristics varied across the Charlanta 

megaregion. ANOVA tests were performed for the three streamflow metrics as well as the 

variables describing the patterns of urban development and physical characteristics of the 

watersheds to explain any observed dissimilarities in streamflow. Tukey’s honest significant 

difference (HSD) tests were subsequently used to identify the specific MSAs that exhibited 

statistically significant differences [Tukey, 1949].  

The variables that characterized the physical properties of the watersheds in the ANOVA 

tests and additional statistical analysis described below were obtained from the GAGES-II 

dataset [Falcone, 2011]. Although numerous variables were considered, several were central to 

the study including the: percentage of watershed surface area covered by lakes, ponds, and 

reservoirs (Lake Storage), ratio of baseflow to total streamflow (Baseflow Index), percentage of 
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soils in hydrologic soil groups A and B (Soil Groups A & B), mean annual precipitation within 

the watershed (Mean Ann. Precip.), and percentage of total streamflow produced by Horton 

overland flow. 

To gain a further understanding of the relationships, bivariate Pearson correlation 

coefficients were calculated between the three streamflow variables and each of the measures 

evaluating the extent, spatial configuration, and positioning of urban development. Correlations 

were also calculated between the streamflow metrics and the potential control variables extracted 

from the GAGES-II dataset. More complex multivariate modeling was then explored to quantify 

the relative influence of urban development patterns on streamflow characteristics while 

controlling for potential confounding factors. The high threshold exceedances per year, low 

threshold exceedances per year, and annual average peak unit discharge were the dependent 

variables in the three OLS regression models estimated. The independent variables considered 

for inclusion in the models described the urban development patterns as well as the physical 

differences between the watersheds. The variables ultimately included in the models were 

selected manually based upon the bivariate analysis and regression diagnostics to avoid the 

potential issues associated with stepwise regression [Ssegane et al., 2012]. The error terms of the 

models were assessed for heteroscedasticity, normalcy, and spatial autocorrelation using the 

Breusch-Pagan [Breusch and Pagan, 1979], Shaprio-Wilk [Shapiro and Wilk, 1965], and 

Moran’s I tests [Moran, 1950], respectively. The degree of multicollinearity amongst the 

independent variables was evaluated through variable inflation factors (VIFs) [Marquardt, 

1970]. Finally, potential outliers were detected using Cook’s D [Cook and Weisberg, 1982] and 

DFBETAs [Belsley et al., 1980]. 
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The model diagnostics revealed that the assumptions of OLS regression were appropriate 

in most cases. Outliers were not a concern, as the Cook’s D values of the three multivariate 

regression models were all less than 0.20 and the DFBETAs remained below 0.80. 

Multicollinearity amongst the independent variables was also not detected since the VIFs never 

exceeded 2. The p-values of the Breusch-Pagan and Shapiro-Wilk tests never fell below 0.05 so 

the null hypotheses of homoscedastic and normally distributed residuals were not rejected. 

However, the low threshold exceedances and annual average peak unit discharge models were 

estimated using a natural logarithm transformation of the dependent variables. The original 

statistical distribution of these dependent variables exhibited positive skewness, which resulted 

in the non-transformed models failing the diagnostic test for normally distributed residuals. 

Finally, Moran’s I tests were performed to evaluate the degree of spatial autocorrelation amongst 

the residuals. A k-nearest neighbors approach was used to conceptualize the spatial relationships 

due to the varying density of stream gages across the megaregion. Specifically, the four gages 

nearest the gage of interest were considered its neighbors. This small neighborhood was utilized 

since spatial autocorrelation was most apparent at local rather than regional scales, which was 

likely attributable to the inclusion of nested watersheds in the sample. The Moran’s I tests 

revealed that only the residuals of the annual average peak unit discharge model exhibited 

significant spatial autocorrelation. Therefore, a spatial error model (SEM) was also estimated for 

the annual peak unit discharge to enable comparisons with the OLS results [Anselin, 1988]. 

2.3 Results and Discussion 

2.3.1 Spatial Distribution of Streamflow Characteristics and Intra-Charlanta Variability 

The streamflow variables were initially mapped to gain a basic understanding of their 

spatial distributions throughout Charlanta. Figures 2.3-2.5 illustrate that the high and low 
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threshold exceedances were greatest proximate to the urban cores of each MSA. Therefore, 

urban development throughout Charlanta appeared to increase both high and low flow frequency, 

although the spatial distribution of low threshold exceedances did not align with urban land uses 

as consistently. The overall spatial patterns also suggest that the specific percentiles selected for 

the POT analysis were generally sensitive to the degree of urbanization. Unlike the threshold 

exceedances, annual average peak unit discharge generally exhibited a more ambiguous 

qualitative relationship with urbanization. This highlights the potential weaker influence of 

impervious surfaces on annual peak streamflow [e.g., Hollis, 1975; Sauer et al., 1984]. In the 

case of Atlanta, the spatial mismatch between urbanized areas and large peak unit discharge 

values was partially attributable to the average peak streamflow being influenced by the extreme 

2009 flood event [Shepherd et al., 2011]. 

A quantitative examination of the spatial distributions was achieved by calculating 

correlation coefficients between the threshold exceedances and the distance to the central 

business district (CBD) of each MSA (Figure 2.6). The city halls of Atlanta, Charlotte, and 

Greenville served as proxies for the CBD locations [U.S. Census Bureau, 2012]. The high 

threshold exceedances exhibited a significant negative correlation with distance to the CBD for 

each MSA. Loess curves fitted to the scatterplot revealed a substantial upturn in high threshold 

exceedances between 15 and 30 km away from the CBDs, which corresponds roughly with the 

location of the perimeter highways of each city (i.e. I-285, I-485, and I-185). The increase in 

high threshold exceedances was most gradual for Atlanta, likely reflecting the expansive low-

density urban development beyond the I-285 perimeter. 

The low threshold exceedances displayed weaker negative correlations with distance 

from the CBD that were significant for Atlanta and Charlotte. The lack of a statistically 
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significant relationship in Greenville was largely due to the Reedy River stream gage near 

Waterloo, SC, which exhibited numerous low threshold exceedances despite its distance from the 

CBD. The enhanced low flow frequency near Waterloo likely occurred because the large areal 

extent of the watershed actually incorporated the urban core of Greenville. This highlights a 

shortcoming of using distance to the CBD as a proxy for urbanization, particularly for larger 

watersheds. When the Reedy River outlier was omitted, the correlation was significant (r = -0.57; 

p = 0.03) and similar to the coefficients calculated for the other MSAs. Finally, the low threshold 

exceedances demonstrated a less pronounced upturn within the 15-30 km window, as the 

relationships between distance to the CDB and low flow frequency appeared more linear. 

The ANOVA and Tukey HSD tests revealed additional intra-regional variability. 

Charlotte exhibited a significantly higher number of low and high threshold exceedances 

compared to Atlanta and Greenville (Figure 2.7a). Furthermore, the number of high threshold 

exceedances observed in Atlanta was significantly greater than in Greenville. These findings 

suggest that urban development in Charlotte altered the natural streamflow regime more 

substantially than in Greenville or Atlanta. The differences in annual average peak unit discharge 

were less notable, as Charlotte and Atlanta displayed a similar range of values (Figure 2.7b). 

Greenville exhibited a significantly lower annual peak unit discharge than Charlotte and Atlanta. 

This was largely attributable to the greater areal extent of the Greenville watersheds, which 

resulted in smaller values when standardizing annual peak discharge by watershed area. The raw 

annual peak streamflow values were also analyzed and revealed no significant intra-regional 

differences.  

The dissimilarities in the number of threshold exceedances between the Charlanta MSAs 

can be partly explained by differing urban development patterns. Specifically, the Greenville 
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watersheds appeared to be less urbanized than their counterparts in Atlanta and Charlotte across 

all urban intensity categories (Figure 2.8a), although these differences were only statistically 

significant (p-value < 0.05) for low and medium intensity development. The lower levels of 

urbanization within Greenville watersheds likely contributed to the smaller number of threshold 

exceedances. Disparities in the extent of urban development did not explain the greater number 

of threshold exceedances observed in Charlotte relative to Atlanta, as the two MSAs exhibited no 

significant differences in the percentage of watershed area developed. Considering the contiguity 

of urban development helped further elucidate the variability of threshold exceedances between 

the MSAs (Figure 2.8b). The significantly less contiguous low and medium intensity 

development within Greenville watersheds likely further moderated high and low flow 

frequency. Differences in the contiguity of urban development were also observed between 

Atlanta and Charlotte. Specifically, Charlotte exhibited significantly higher levels of contiguity 

for developed open space, which likely contributed to the greater number of threshold 

exceedances observed in Charlotte relative to Atlanta. The important role of developed open 

space in governing the flood response of urbanized watersheds in Charlotte has also been 

identified by Zhou et al. [2017] and may potentially be related to the hydrologic properties of 

urban soils. These results highlight the importance of analyzing both the extent and configuration 

of urban development across a range of intensity levels to better understand the variable effects 

of urbanization on streamflow and potentially inform more detailed land use policies. 

In addition to the disparate urban development patterns, differences in the natural 

properties of the watersheds also likely influenced the number of threshold exceedances 

observed in each MSA. Mean annual precipitation was significantly lower for Charlotte 

watersheds relative to Atlanta and Greenville (Figure 2.9a). Although less precipitation may have 
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contributed to the elevated number of low threshold exceedances in Charlotte, due to the 

increased likelihood for prolonged dry periods, it did not explain the greater number of high 

threshold exceedances. This apparent discrepancy was likely due to the mean annual 

precipitation not fully resolving the warm season thunderstorms that are primarily responsible for 

floods in Charlotte [Zhou et al., 2017]. The percentage of Horton overland flow and baseflow 

provided more consistent explanations of the elevated threshold exceedances observed in 

Charlotte. The percentage of Horton overland flow was significantly higher in Charlotte relative 

to the other MSAs while baseflow contributions were significantly lower (Figure 2.9b-c). A 

greater propensity for Horton overland flow (i.e., infiltration excess flow) in Charlotte likely 

produced a more consistent rapid runoff response, resulting in more frequent high threshold 

exceedances. Additionally, the lower percentage of baseflow in Charlotte suggests that 

streamflow becomes stressed during prolonged dry periods, which would enhance low flow 

frequency. These hydrologic properties that potentially influenced the threshold exceedances are 

related to underlying geological differences between the watersheds. Charlotte watersheds 

contained a significantly lower percentage of hydrologic group A and B soils, which are 

characterized by moderate to high infiltration rates (Figure 2.9d). Overall, the natural factors 

likely worked in tandem with the differing urban development patterns to produce variable POT 

results within the megaregion. 

2.3.2 Correlations between Streamflow Characteristics and Urban Development Patterns 

To initially identify the aspects of urban development that were influential in governing 

streamflow, correlations were calculated between the streamflow characteristics and the 

variables describing the urban development patterns. The POT correlation analysis revealed that 

more urbanized watersheds exhibited a significantly greater number of high and low threshold 



32 
 

exceedances (Figure 2.10). This suggests that urbanization within Charlanta not only enhanced 

high flow frequency but also low flow frequency. Therefore, the reduction of groundwater 

recharge and baseflow throughout the megaregion due to impervious surfaces inhibiting 

infiltration appeared to outweigh urban contributions to baseflow (e.g., water infrastructure 

leakage, irrigation). The low threshold exceedances did exhibit weaker correlations than the high 

threshold exceedances with the percentage of the watershed developed, which was likely 

indicative of the more complex pathways through which urbanization influences low flow 

regimes [Bhaskar et al., 2016].  

The extent of the intermediate urban classes displayed the strongest correlations with 

both the low and high threshold exceedances (Figure 2.10b, 2.10c). The weaker relationships for 

developed open space were likely attributable to the larger quantities of natural vegetation 

allowed within the category obfuscating the connections between urbanization and enhanced low 

and high flow frequency. Additionally, developed open space often incorporates forms of low-

density residential development that rely upon septic tanks, which further complicates the 

relationship between urbanization and low threshold exceedances [Burns et al., 2005]. At the 

opposite end of the urban intensity spectrum, high intensity development displayed weaker 

correlations because many of the sampled watersheds contained small percentages of such 

development (Figure 2.10d). The dotted loess curves in the scatterplot suggest that the 

relationships were perhaps more exponential in nature, as the number of threshold exceedances 

increased notably with the percentage of high intensity development until roughly 5% after 

which the relationships weakened. Importantly, this implies that urban modifications of high and 

low flow regimes may even occur in watersheds with small quantities of high intensity 
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development (e.g., 5% of the watershed area), which highlights the potential tenuous nature of 

threshold-based land use policies [Mejia and Moglen, 2009]. 

The urban configuration metrics were also significantly (p < 0.05) correlated with the 

threshold exceedances, but they were sensitive to the extent of urban development within the 

watersheds (PLAND). Table 2.3 provides the correlations, averaged over the four NLCD urban 

intensity classes, of each configuration metric with the high and low threshold exceedances as 

well as PLAND. ED exhibited the strongest correlations with the threshold exceedances, but it 

evaluated an aspect of urban configuration heavily influenced by PLAND (r = 0.97). Although 

there is often some degree of redundancy between composition and configuration spatial metrics, 

the small areal extent of the watersheds potentially exacerbated this issue for ED. PD and PLADJ 

displayed stronger relationships with the threshold exceedances while being less influenced by 

PLAND. The positive correlations suggest that more contiguous urban development and a 

greater number of urban patches enhanced both high and low flow frequency. The large average 

correlation with the threshold exceedances exhibited by PD was driven by the patchiness of high 

intensity development whereas for PLADJ it was due to the contiguity of developed open space 

and low intensity development. This implies that the number of high intensity urban patches has 

a notable influence on low and high flow frequency because each patch substantially alters 

natural runoff processes regardless of its contiguousness. Conversely, the contiguity of less 

intense urban development was more relevant because a certain degree of contiguousness likely 

must be achieved before urbanization incorporating greater quantities of natural vegetation alters 

streamflow characteristics considerably.  

The relationships between urban development patterns and annual average peak unit 

discharge were analyzed as well. The majority of the spatial metrics failed to exhibit significant 
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correlations with the raw peak streamflow values due to the differences in watershed area, but 

more urbanized watersheds displayed significantly higher annual average peak unit discharge 

(Figure 2.11). The correlations, however, were smaller than those calculated for the threshold 

exceedances, which highlights the weaker influence of urban development on the magnitude of 

larger, more infrequent floods [e.g., Hollis, 1975]. Additionally, this suggests that utilizing a 

higher threshold to quantify high flow frequency in the POT analysis would yield weaker 

correlations as well. The urban configuration metrics also generally exhibited smaller 

correlations with annual peak unit discharge that were occasionally not statistically significant 

across all four urban categories (Table 2.3). Nevertheless, these results indicate that urbanization 

within Charlanta increased the magnitude of annual peak streamflow in addition to enhancing 

low and high flow frequency. This supports the notion that positive temporal trends in annual 

peak streamflow may be due to watersheds undergoing urbanization [Sheng and Wilson, 2009; 

Yang et al., 2013]. Collectively, the significant correlations imply that urban land use policies 

designed to manage the extent and configuration of urban development could potentially reduce 

urban alterations of low, high, and peak flows.  

The final urban development pattern evaluated was the positioning of impervious 

surfaces throughout the watersheds. Correlations between the streamflow characteristics and the 

positioning variables were analyzed individually for each MSA because the results varied 

throughout the megaregion. Only Atlanta displayed a significant correlation between high 

threshold exceedances and the imperviousness difference between the top and bottom half of the 

watersheds (Figure 2.12a). The positive correlation suggests that in Atlanta clustering urban 

development in distant headwaters increased high flow frequency as hypothesized by previous 

studies [Beighley and Moglen, 2002]. However, the insignificant correlations for Greenville and 
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Charlotte highlight the inconsistent nature of this relationship, which may partly explain the 

inconclusive findings of past studies using similar positioning measures [e.g., Beighley and 

Moglen, 2003]. The relationship in Atlanta was likely significant because several of the 

watersheds exhibited simplistic distributions of imperviousness with distinct divisions between 

the top and bottom halves. Most notable were the Proctor Creek and Intrenchment Creek 

watersheds, which each contain a large portion of Atlanta’s CBD in their headwaters (Figure 

2.13). The urban development in the other MSAs appeared to be more complexly distributed 

throughout the watersheds and was thus less suitably described by mean imperviousness 

difference. Overall, this suggests that simplistic difference measures may be useful when the 

observed positioning of urban development closely mirrors idealistic scenarios, such as in 

Atlanta, but they may fail to capture the influence of more complex positioning patterns on high 

flow frequency.  

The correlations between the outlet imperviousness gradient and high threshold 

exceedances (Figure 2.12b) largely mirrored the mean imperviousness difference results, which 

was anticipated given that it evaluated the same fundamental positioning pattern albeit via a 

more complex methodology. Conversely, mean imperviousness of the riparian zone was more 

consistently related to the high threshold exceedances and exhibited statistically significant 

positive correlations for each MSA (Figure 2.12c). The correlations were also stronger than those 

calculated between the extent of urban development and high flow frequency, illustrating the 

importance of the positioning of urban development within watersheds. Highly vegetated 

riparian zones likely provided a critical buffering mechanism by attenuating surface runoff, 

which emphasizes the need to preserve and expand existing riparian corridors throughout 

Charlanta. 
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The river imperviousness gradient, which evaluated how rapidly imperviousness within 

the watersheds increased with distance from the nearest river feature, was the final positioning 

metric considered. It exhibited significant positive correlations with the high threshold 

exceedances for each MSA (Figure 2.12d). This suggests that enhancing the imperviousness 

gradient by clustering urban development in source areas distant from river features would 

increase high flow frequency. Therefore, these findings support the hypothesis that developing 

source areas increases high flows because the time of concentration is reduced, superposing the 

peaks observed in the distant portions of the watershed with those closer to the outlet [Beighley 

and Moglen, 2002]. The river imperviousness gradient overall appeared to be a more robust and 

informative positioning metric from an urban land use planning perspective than the 

imperviousness difference calculation because it better acknowledged the complexity of urban 

land use distributions throughout the watersheds. 

 The relationships between the positioning variables and low threshold exceedances as 

well as annual peak unit discharge were also considered (Table 2.4). Generally, the results were 

similar to those observed for high flow frequency. The mean imperviousness difference and 

outlet imperviousness gradient only exhibited significant correlations for Atlanta, further 

demonstrating their inability to capture urban positioning patterns broadly relevant to streamflow 

characteristics. Conversely, mean imperviousness of the riparian zone and the river 

imperviousness gradient exhibited more consistent relationships with both the low threshold 

exceedances and annual peak unit discharge. The imperviousness of the riparian zone displayed 

significant positive correlations with the low threshold exceedances of each MSA and with 

annual peak unit discharge for each MSA except Greenville. This implies that the storage 

provided by highly vegetated riparian corridors can help sustain low flows during dry periods 
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and attenuate extreme flood events, which emphasizes the importance of land use policies 

protecting these corridors. Similarly, the river imperviousness gradient was significantly 

correlated with the low threshold exceedances and annual peak unit discharge for all the 

Charlanta MSAs except annual peak unit discharge in Greenville. The positive correlations 

indicate that clustering urban development in source areas and enhancing the river 

imperviousness gradient would increase annual peak streamflow and low flow frequency. While 

annual average peak unit discharge is potentially enhanced by a greater river imperviousness 

gradient due to mechanisms similar to those outlined for high threshold exceedances, the 

physical linkages for low flow frequency are less clear. 

2.3.3 Multivariate Regression Models 

Multivariate regression models were used to control for potential confounding factors, 

such as the physical differences between the watersheds, and better understand the relative 

influence of the extent, spatial configuration, and positioning of urban development on 

streamflow characteristics. Overall, the models performed well as they explained between 56 and 

90 percent of the variability in streamflow characteristics (Tables 2.5-2.6). The explanatory 

power of the models largely mirrored the bivariate correlation results, as the R-squared was 

largest for the high threshold exceedances model and smallest for the annual average peak unit 

discharge model.  

The partial slope coefficients of the high threshold exceedances model indicated that the 

extent, configuration, and positioning of urban development all had significant effects on high 

flow frequency even when controlling for physical differences between the watersheds (Table 

2.5). A ten-percentage point increase in the extent of medium intensity development (PLAND 

Class 23) was predicted to enhance high threshold exceedances per year by 8.1 while a ten-
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percentage point increase in the contiguity of developed open space (PLADJ Class 21) was 

estimated to enhance high threshold exceedances per year by 2.8. A greater river imperviousness 

gradient (River Imp. Gradient) was also predicted to significantly elevate high flow frequency 

although the coefficient magnitude was modest, as a 0.01 increase in the gradient was estimated 

to enhance high threshold exceedances per year by 0.59. The standardized regression coefficients 

also suggested that the positioning of urban development was of secondary importance relative 

to the extent and contiguity of urbanization. Finally, the control variables had a significant 

moderating influence on high flow frequency. A one-percentage point increase in the watershed 

area covered by lakes and/or reservoirs (Lake Storage) was predicted to reduce high threshold 

exceedances per year by 3.3, which was likely due to the increased storage capacity delaying 

runoff. Additionally, a ten-percentage point increase in the Baseflow Index was estimated to 

decrease high threshold exceedances per year by 1.9 because a larger baseflow proportion is 

associated with a greater propensity for runoff to reach streams via slower subsurface pathways. 

For the low threshold exceedances model, the unstandardized coefficients were much 

smaller in magnitude and interpreted differently due to the natural logarithm transformation of 

the dependent variable (Table 2.5). Importantly, the river impervious gradient was not 

significantly related to low flow frequency in the multivariate analysis and was excluded from 

the final model. The extent of medium intensity development (PLAND Class 23) exhibited a 

significant partial slope coefficient, as a ten-percentage point increase was estimated to enhance 

low threshold exceedances by 24%. The contiguity of developed open space (PLADJ Class 21) 

also significantly influenced low flow frequency with a ten-percentage point increase predicted 

to enhance low threshold exceedances by 11%. The partial slope coefficients of the control 

variables were significant and moderated low flow frequency. A 10 cm increase in mean annual 



39 
 

precipitation (Mean Ann. Precip.) was estimated to decrease low threshold exceedances by 7%. 

Finally, an increase in the percentage of soils within hydrologic groups A and B (Soil Groups A 

& B) by ten-percentage points was predicted to decrease low threshold exceedances by 2%, 

which was expected since these soils are characterized by moderate to high infiltration rates and 

help sustain baseflow.  

The annual average peak unit discharge results from both the OLS model and SEM are 

provided in Table 2.6. The SEM likely provided more robust estimates, as the spatial 

autoregressive coefficient lambda was significant and the Akaike Information Criterion (AIC) 

was lower. However, since the coefficient values estimated using the OLS model and SEM were 

similar, particularly when considering their standard errors, only the results from the OLS model 

are discussed further to enable more direct comparisons with the POT models. The partial slope 

coefficient for the extent of low intensity development (PLAND Class 22) was significant, as a 

ten-percentage point increase was estimated to enhance annual peak unit discharge by 29%. 

However, the standardized regression coefficient for the extent of urban development in the 

annual peak unit discharge model (0.33) was smaller than its counterparts in the high (0.54) and 

low (0.44) threshold models. This suggests that the extent of urban development significantly 

influences peak streamflow, but the magnitude of this impact is modest relative to urban effects 

on more frequent high and low flow events. Additionally, the variables describing the spatial 

configuration and positioning of urban development were not significantly related to annual peak 

unit discharge within the multivariate context. This lack of significant relationships may be 

partly due to evaluating peak streamflow only at the watershed outlet, which likely emphasized 

the importance of the extent of urban development rather than its positioning or spatial 

configuration.  
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The remaining variables included in the model accounted for important natural 

differences between the watersheds that moderated annual peak unit discharge. Increasing the 

contiguity of woody wetlands (PLADJ Class 90) ten-percentage points was predicted to reduce 

peak unit discharge by approximately 46%, as more contiguous woody wetlands were often 

indicative of unfragmented and heavily vegetated riparian zones. Finally, a greater quantity of 

lake/reservoir storage (Lake Storage) and a larger proportion of baseflow (Baseflow Index) also 

significantly reduced annual average peak unit discharge. 

2.4 Conclusions and Urban Planning Implications 

 By analyzing the statistical relationships between urban development patterns and 

numerous streamflow characteristics across the Charlanta megaregion, this study aimed to 

further elucidate the role of urbanization in altering streamflow. The correlation analysis  

revealed that greater levels of urban development not only increased high threshold but also low 

threshold exceedances. Thus, urbanization within Charlanta appeared to produce a more extreme 

streamflow regime where both high and low flows were more frequent. This twofold impact of 

urban development has clear societal and ecological ramifications. Increased high flows enhance 

the potential for flood damage and stream bank erosion while more frequent low flows increase 

the likelihood of high water temperatures and contaminant concentrations that can ultimately 

alter in-stream species assemblages [Welty, 2009; O’Driscoll et al., 2010; Bhaskar et al., 2016]. 

The findings also indicated that more urbanized watersheds in Charlanta exhibited significantly 

greater annual average peak unit discharge, challenging the traditional notion that larger, more 

infrequent flooding events are not substantially influenced by urban development [Hollis, 1975]. 

However, the correlations between the relative extent of urban development and annual peak unit 
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discharge were weaker than the relationships with the threshold exceedances, which reaffirms 

that the impact of urbanization diminishes as flood recurrence interval increases.  

The positioning of impervious surfaces within the watersheds emerged as an additional 

factor that governed streamflow characteristics. The river imperviousness gradient exhibited 

significant positive correlations with the threshold exceedances, highlighting its capability to 

describe hydrologically relevant positioning patterns. Conversely, the difference in 

imperviousness between the top and bottom half of a watershed, which has been commonly used 

to quantify the positioning of urban development, was not consistently related to the threshold 

exceedances. The simplistic partitioning technique largely failed to capture the complex 

positioning of urban land use within the watersheds, which potentially explains the inconclusive 

findings produced by studies utilizing similar measures [e.g., Beighley and Moglen, 2002]. 

Finally, the imperviousness of the riparian buffer was also a critical characteristic, as watersheds 

with highly developed riparian zones exhibited a larger number of high and low threshold 

exceedances.  

 The multivariate models indicated that the extent, configuration, and positioning of 

urban development significantly influenced certain streamflow characteristics even when 

controlling for potential confounding factors. Furthermore, the moderate to high explanatory 

power of the statistical models suggests that the results can be used to inform urban land use 

policies aimed at minimizing the impacts of urbanization on streamflow. In terms of the extent of 

urban development, the findings highlighted that increasing the urbanized percentage of a 

watershed enhances high and low flow frequency as well as annual average peak unit discharge. 

Although based upon these findings imperviousness thresholds appear to be a simple approach 

that could moderate streamflow alterations due to urbanization, studies have suggested that 
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threshold-based policies can have the unintended consequence of encouraging sprawl-like 

development that enhances the spatial extent of hydrological impacts [e.g., Mejia and Moglen, 

2009]. These complexities emphasize the importance of also considering the configuration and 

positioning of urban development, in addition to its extent, when devising land use policies 

aimed at minimizing streamflow alteration due to urbanization.  

The models revealed that the configuration of LULCs can likely be optimized to reduce 

impacts on streamflow. For high and low threshold exceedances, the models indicated that 

decreasing the contiguity of developed open space would reduce high and low flow frequency. 

Such a configuration could be achieved via policies that encourage a greater interspersion of 

natural vegetation in areas of low density residential development. The configuration of urban 

development was less influential for annual peak unit discharge, but the modeling results 

suggested that the annual peaks were moderated by the presence of highly contiguous woody 

wetlands. This finding emphasizes the critical importance of protecting contiguous wetlands 

from development due to their substantial storage capacity. Finally, the positioning of urban 

development was most important for high flow frequency. The results indicated that enhancing 

the river imperviousness gradient by developing source areas distant from rivers would increase 

high threshold exceedances. Given that urbanization proximate to rivers also increased high flow 

frequency, positioning urban land use outside the riparian zone while avoiding headwater regions 

distant from rivers may potentially provide an optimal arrangement. 

Although achieving the ideal extent, configuration, and positioning of urban development 

within a watershed is unlikely in reality, the overarching importance of these findings from an 

urban planning perspective is that all three facets of urban development patterns did significantly 

influence streamflow characteristics. Each aspect therefore provides one potential avenue 
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through which land use policies can moderate the impacts of urbanization on streamflow. For 

example, although minimizing the total extent of urbanized land use is one technique for 

reducing streamflow alteration, the imposition of and adherence to an imperviousness threshold 

may be challenging in certain cases due to urban development pressures. In such scenarios where 

urbanization is deemed unavoidable, the results suggest that policies guiding the spatial 

configuration and/or positioning of impervious surfaces can effectively moderate streamflow 

alteration.  

Of course, caution must be taken when extrapolating the urban planning implications of 

these findings to cities outside the Southeastern United States since hydrological processes are 

sensitive to different physiographical settings. This study also analyzed the hydrological impacts 

of urban development patterns largely in isolation without fully addressing the potential 

ramifications for other aspects of the urban system. Future research employing a broader 

perspective that considers the urban system in its entirety could identify potential synergies 

amongst land use management strategies. For example, decreasing the contiguity of urban 

development may not only reduce high and low flow frequency, as other studies have suggested 

it holds the potential to mitigate urban heat island intensities as well [Debbage and Shepherd, 

2015; Pearsall, 2017].  

Moving forward, the utilization of physically based models (e.g., Storm Water 

Management Model) that provide a more detailed evaluation of stormwater drainage systems 

will be necessary to fully assess the potential efficacy of mitigation strategies based upon 

idealized urban development patterns. Additional statistical analysis that considers highly 

urbanized and suburban watersheds separately as well as seasons independently may also reveal 

subtle differences in how urbanization influences streamflow that are relevant to land use 
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planning measures. Despite these avenues for future research, the current study provides an 

improved understanding of how urban development patterns influence high, low, and peak flows 

that can inform a broad suite of land use management strategies aimed at minimizing the impacts 

of urbanization on streamflow. Such progress appears imperative given that urban areas are 

projected to continue expanding and will likely be exposed to an increased frequency of extreme 

rainfall events as well as prolonged dry periods in the future due to climate change [Sheffield and 

Wood, 2007; Fischer and Knutti, 2015; Chow, 2017]. 
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Figure 2.1. Location of the Charlanta Megaregion and study watersheds. 
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Figure 2.2. Example of the peaks-over-threshold (POT) analysis from Peachtree Creek in 
Atlanta, Georgia for 2011. There were 25 low threshold exceedances and 35 high threshold 
exceedances during the year. 
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Figure 2.3. Spatial distribution of a) high threshold exceedances per year, b) low threshold 
exceedances per year, and c) annual average peak unit discharge (m3s-1km-2) for the Atlanta 
MSA. 
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Figure 2.4. Spatial distribution of a) high threshold exceedances per year, b) low threshold 
exceedances per year, and c) annual average peak unit discharge (m3s-1km-2) for the Charlotte 
MSA. 
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Figure 2.5. Spatial distribution of a) high threshold exceedances per year, b) low threshold 
exceedances per year, and c) annual average peak unit discharge (m3s-1km-2) for the Greenville, 
Spartanburg, and Anderson MSAs. 
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Figure 2.6. Relationships between a) high and b) low threshold exceedances and distance to the 
central business district (CBD) of each MSA in Charlanta. Pearson correlation coefficients (r) 
and sample sizes (N) are reported with p-values in parentheses. The grey shading around the 
lines represents the 95% confidence interval. 
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Figure 2.7. Differences in a) threshold exceedances and b) annual peak unit discharge between 
the Charlanta MSAs. The F-values from the ANOVA tests are reported with the associated p-
values in parentheses. 
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Figure 2.8. Differences in a) the relative extent of urban development and b) the contiguity of 
urban development between the Charlanta MSAs. The F-values from the ANOVA tests are 
reported with the associated p-values in parentheses. 
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Figure 2.9. Differences in the natural characteristics of the Charlanta watersheds by MSA. The 
F-values from the ANOVA tests are reported with the associated p-values in parentheses. 
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Figure 2.10. Relationships between the percent of the watershed developed and the threshold 
exceedances. Pearson correlation coefficients (r) and sample sizes (N) are reported with p-values 
in parentheses. The grey shading around the lines represents the 95% confidence interval. In 
subplot d) the dashed lines represent loess curves fitted to the scatterplot. 
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Figure 2.11. Relationships between the percent of the watershed developed and annual average 
peak unit discharge. Pearson correlation coefficients (r) and sample sizes (N) are reported with p-
values in parentheses. The grey shading around the lines represents the 95% confidence interval. 
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Figure 2.12. Relationships between the positioning metrics and the high threshold exceedances. 
Pearson correlation coefficients (r) and sample sizes (N) are reported with p-values in 
parentheses. The grey shading around the lines represents the 95% confidence interval. 
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Figure 2.13. Example of headwater development in Downtown Atlanta. Each watershed 
exhibited a large number of high threshold exceedances as well as a notable mean 
imperviousness difference between their top and bottom halves. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



64 
 

Table 2.1. Statistics describing the characteristics of the study watersheds. Median values are 
reported with standard deviations in parentheses. All the variables were obtained from the 
GAGES-II dataset [Falcone, 2011] except urbanized area, which was derived from the 2011 
National Land Cover Database (NLCD). 
 

Metropolitan 
Area Number Area (km2) 

Population 
Density 

(persons/km2) 

Urbanized 
Area (%) 

Mean Annual 
Precipitation 

(cm) 

Mean Annual 
Temperature 

(°C) 
Atlanta (ATL) 54 79.5 (242.7) 465.0 (420.1) 61.1 (26.3) 136.4 (8.7) 15.3 (0.7) 
Charlotte (CHA) 49 48.5 (506.4) 354.7 (410.6) 66.4 (32.1) 118.3 (2.9) 15.5 (0.4) 
Greenville-
Spartanburg-
Anderson (GSP) 

16 198.8 (183.7) 73.8 (170.8) 18.0 (18.6) 140.8 (10.0) 15.6 (0.2) 

All Watersheds 119 76.8 (368.4) 340.3 (408.0) 60.8 (29.6) 130.4 (11.9) 15.5 (0.6) 
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Table 2.2. Equations and technical descriptions of the spatial metrics used to quantify the extent 
and spatial configuration of the urban development within each watershed (McGarigal et al. 
2012). A patch is defined as a contiguous group of pixels that share a common land use/land 
cover type. 
 

Spatial Metric Equation Technical Description 

Area-Weighted 
Mean Shape 

Index 
(AWMSI) 

𝐴𝑊𝑀𝑆𝐼 =' ()
0.25𝑝/0
1𝑎/0

3 )
𝑎/0

∑ 𝑎/05
067

38
5

067
 

Where pij is the perimeter 
of patch ij and aij is the 
area of patch ij (i = number 
of patch types, j = number 
of patches) 
Units: None 

Edge Density 
(ED) 𝐸𝐷 =

∑ 𝑒/<=
<67
𝐴

∗ 10,000 

Where eik is the total edge 
length (m) of class i in the 
landscape and A is the 
total landscape area; the 
result is multiplied by 
10,000 to convert to 
hectares 
Units: Meters per hectare 

Largest Patch 
Index (LPI) 𝐿𝑃𝐼 =

𝑛
𝑚𝑎𝑥
𝑗 = 1

G𝑎/0H

𝐴
∗ 100 

Where max(aij) is the area 
(m2) of the largest patch of 
the corresponding class 
and A is the total 
landscape area (m2); the 
result is multiplied by 100 
to convert to a percentage 
Units: Percent 

Patch Density  
(PD) 𝑃𝐷 =

𝑛/
𝐴
∗ 10,000 ∗ 100 

Where ni is the number of 
patches in the landscape 
of patch type i and A is the 
total landscape area (m2) 
Units: Number per 100 
hectare 

Percentage of 
Like Adjacencies 

 (PLADJ) 
𝑃𝐿𝐴𝐷𝐽 = )

𝑔//
∑ 𝑔/<=
<67

3 ∗ 100 

Where gii is the number of 
like adjacencies between 
pixels of patch type i and 
gik is the number of 
adjacencies between 
pixels of patch types i and 
k 
Units: Percent 

Percentage of 
Landscape 
(PLAND) 

𝑃𝐿𝐴𝑁𝐷 =
∑ 𝑎/05
067

𝐴
∗ 100 

Where aij is the area (m2) 
of patch ij and A is the 
total landscape area (m2); 
the result is multiplied by 
100 to convert to a 
percentage 
Units: Percent 
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Table 2.3. Correlations between the urban configuration metrics and high threshold exceedances, 
low threshold exceedances, annual average peak unit discharge, and PLAND averaged over the 
four NLCD urban intensity levels. 
 

Configuration 
Metric High Threshold Low Threshold Annual Peak 

Unit Discharge PLAND 

PD 0.67* 0.54* 0.39* 0.72* 
PLADJ 0.58* 0.51* 0.25 0.73* 
LPI 0.52* 0.41* 0.53* 0.73* 
AWMSI 0.52* 0.43* 0.19 0.75* 
ED 0.76* 0.61* 0.45* 0.97* 

* = all four correlation coefficients used to calculate the average had a p-value < 0.05 
 
Table 2.4. Correlations between the urban positioning metrics and high threshold exceedances, 
low threshold exceedances, and annual average peak unit discharge. 
 

 ATL CHA GSP 

Positioning 
Metric 

High 
Threshold 

Low 
Threshold 

Annual 
Peak Unit 
Discharge 

High 
Threshold 

Low 
Threshold 

Annual 
Peak Unit 
Discharge 

High 
Threshold 

Low 
Threshold 

Annual 
Peak Unit 
Discharge 

Mean Imp. 
Difference 0.47* 0.54* 0.24 -0.05 -0.07 -0.05 -0.15 0.24 -0.33 

Outlet Imp. 
Gradient 0.42* 0.48* 0.33* -0.02 -0.07 0.14 -0.54* -0.39 -0.37 

Riparian 
Imp. 0.84* 0.77* 0.32* 0.91* 0.71* 0.61* 0.97* 0.73* 0.00 

River Imp. 
Gradient 0.48* 0.46* 0.30* 0.78* 0.53* 0.45* 0.89* 0.76* -0.06 

* = p-value of correlation < 0.05 
 
Table 2.5. OLS regression results for the high and low threshold exceedances. 
 

  High Threshold Exceedances Low Threshold Exceedances* 
Independent Variable Coefficient P-Value Std. Coef. Coefficient P-value Std. Coef. 
Intercept 12.04 ~0.00 --- 2.746 ~0.00 --- 
PLAND Class 23 0.81 ~0.00 0.54 0.024 ~0.00 0.44 
PLADJ Class 21 0.28 ~0.00 0.24 0.011 ~0.00 0.25 
River Imp. Gradient 59.06 0.02 0.09 --- --- --- 
Lake Storage -3.30 ~0.00 -0.18 --- --- --- 
Baseflow Index -0.19 ~0.00 -0.25 --- --- --- 
Soil Groups A & B --- --- --- -0.002 0.02 -0.15 
Mean Ann. Precip. --- --- --- -0.007 ~0.00 -0.27 
R-Squared 0.90 --- --- 0.67 ---   
Adj. R-Squared 0.90 --- --- 0.66 ---   
N 117 --- --- 117 ---   

*Note: Dependent variable was transformed by the natural logarithm 
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Table 2.6. OLS and SEM regression results for annual average peak unit discharge. Lambda 
represents the spatial autoregressive coefficient. 
 

  Annual Peak Unit Discharge* (OLS) Annual Peak Unit Discharge* (SEM) 
Independent 
Variable Coefficient Std. Error P-Value Std. Coef Coefficient Std. Error P-value 
Intercept 3.310 0.674 ~0.00 --- 3.651 0.714 ~0.00 
PLAND Class 22 0.029 0.007 ~0.00 0.33 0.023 0.007 ~0.00 
PLADJ Class 90 -0.046 0.008 ~0.00 -0.42 -0.039 0.006 ~0.00 
Lake Storage -0.267 0.126 0.04 -0.14 -0.301 0.117 0.01 
Baseflow Index -0.023 0.006 ~0.00 -0.31 -0.039 0.010 ~0.00 
Lambda --- --- --- --- 0.634 --- ~0.00 
R-Squared 0.56 --- --- --- --- --- --- 
AIC 202.21 --- --- --- 181.09 --- --- 
N 103 --- --- --- 103 --- --- 

*Note: Dependent variable was transformed by the natural logarithm 
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CHAPTER 3 

DETERMINING THE INFLUENCE OF URBANIZATION ON THE SPATIOTEMPORAL 

CHARACTERISTICS OF RUNOFF AND PRECIPITATION DURING THE 2009 ATLANTA 

FLOOD2 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
2 Debbage, N. and J. M. Shepherd. Submitted to Journal of Hydrometeorology, 01/18/18. 
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Abstract 

The 2009 Atlanta flood was a historic event that resulted in catastrophic damage throughout the 

metropolitan area. The flood was the product of several hydrometeorological processes including 

moist antecedent conditions, ample atmospheric moisture, and mesoscale training. Additionally, 

previous studies hypothesized that the urban environment of Atlanta altered the location and/or 

overall quantities of precipitation and runoff that ultimately produced the flood. This hypothesis 

was quantitatively evaluated by conducting a series of numerical modeling experiments that 

utilized the Weather Research and Forecasting model. Two model runs were performed: 1) a 

base run designed to accurately depict the flood event, and 2) a non-urban simulation where the 

urban footprint of Atlanta was replaced with natural vegetation. Comparing the output from the 

two simulations revealed that interactions with the urban environment likely enhanced the 

precipitation and runoff associated with the flood. Specifically, the non-urban model 

underestimated the cumulative precipitation by approximately 100 mm in the area downwind of 

Atlanta where urban rainfall enhancement was hypothesized. This notable difference was due to 

the increased surface convergence observed in the urban simulation, which was likely 

attributable to the enhanced surface roughness and thermal properties of the urban environment. 

Overall, the findings suggest that interactions with the urban environment can influence 

mesoscale hydrometeorological characteristics even during events with prominent synoptic scale 

forcing. Additionally, from an urban planning perspective, the results highlight a potential two-

pronged vulnerability of urban environments to extreme rainfall, as they may enhance both the 

initial precipitation and subsequent runoff.  

Key Words: Urbanization, Precipitation, Flood, Weather Research and Forecasting Model, 

Atlanta 
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3.1 Introduction 

Due to a complex combination of both social and physical factors, urban areas are 

particularly vulnerable to flooding. The pressures of urbanization have likely increased flood 

zone occupancy, particularly amongst vulnerable individuals [Houston et al., 2011], while 

simultaneously altering the physical surface properties that largely govern rainfall-runoff 

processes [Leopold, 1968; Debbage and Shepherd, Submitted]. A striking example of this urban 

vulnerability to extreme rainfall occurred in Atlanta, Georgia during late September 2009, as the 

city suffered from a historic flooding event [McCallum and Gotvald, 2010]. The flood was 

created by a prolonged period of rainfall from 16 September to 22 September. The most intense 

precipitation occurred on 21 September, with a maximum 24-hour rainfall total of 534.16 mm 

observed west of downtown Atlanta in Douglas County [NWS Atlanta, 2014]. Throughout 

metropolitan Atlanta, the prolonged and intense rainfall overwhelmed the urbanized watersheds 

and the streamflow at numerous gages across the region approached or exceeded the discharge 

associated with a 100-year flood [McCallum and Gotvald, 2010]. In terms of societal impacts, 

the flood was categorized as “catastrophic” according to the damage-based flash flood severity 

index of Schroeder et al. [2016]. Additionally, almost a dozen fatalities were unfortunately 

attributed to the flood and damage claims approached $500 million [McCallum and Gotvald, 

2010; NWS Atlanta, 2014]. 

 The extreme flooding was the product of several different meteorological processes that 

were consistent with the broader flood climatology of the region [Gamble and Meentemeyer, 

1997; Shepherd et al., 2011]. At the synoptic scale, a weak cut-off low stalled over the lower 

Mississippi Valley on 17 September and resulted in substantial precipitation prior to the heaviest 

rainfall. The high antecedent moisture conditions produced by the cut-off low likely exacerbated 
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the flood peaks observed several days later. Throughout the flood event, there was also persistent 

southerly and easterly flow in the region associated with a surface low-pressure system over the 

lower Mississippi Valley and a surface high-pressure system over the Great Lakes, respectively. 

This circulation pattern advected atmospheric moisture from the Gulf of Mexico and Atlantic 

Ocean into the greater Atlanta region for several days, which provided ample water vapor for the 

most intense precipitation events. At the mesoscale, training occurred, possibly due to 

interactions with the local topography, and contributed to the localized pockets of anomalously 

high precipitation. Finally, Shepherd et al. [2011] hypothesized that boundary layer interactions 

with the urban land cover of Atlanta may have enhanced the overall quantity of precipitation 

and/or influenced its location. This hypothesis appeared plausible because the largest 

precipitation totals were located downwind of Atlanta, primarily in Douglas and Cobb counties, 

which is where urban rainfall enhancement would likely occur based upon the framework 

established by Shepherd et al. [2002]. 

The hypothesis that the urban environment of Atlanta influenced the precipitation which 

ultimately led to the 2009 flood was informed by previous research focusing on urban 

modifications of precipitation and convective activity. These studies date back to at least Horton 

[1921], who provided anecdotal evidence that urban environments may be preferential areas for 

convective activity. Subsequent observational and climatological analyses produced by the 

Metropolitan Meteorological Experiment (METROMEX) [Huff and Changnon, 1973; Changnon 

et al., 1977] largely supported Horton’s hypothesis. Specifically, the METROMEX identified a 

9–17% increase in warm-season precipitation over background values due to urban effects within 

and 15-55 km downwind of the city [Huff and Changnon, 1973]. Over the past four decades, 

studies have largely validated and extended the original findings of the METROMEX by more 
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conclusively identifying the casual mechanism responsible for the urban rainfall effect [Burian 

and Shepherd, 2005]. Urban-induced alterations of precipitation have generally been attributed 

to one or a combination of the following mechanisms [Shepherd, 2005]: 1) the increased surface 

roughness within urban environments enhancing surface convergence [Thielen et al., 2000], 2) 

the different thermal properties of the city producing unstable atmospheric conditions through 

the creation, enhancement, and/or displacement of mesoscale circulations [Shepherd and Burian, 

2003], 3) elevated aerosol concentrations altering cloud microphysical processes by providing an 

abundant source of cloud condensation nuclei (CCN) [Molders and Olson, 2004; Schmid and 

Niyogi, 2017], 4) urban irrigation and industrial activities increasing low-level atmospheric 

moisture availability [Shepherd et al., 2002; Diem and Brown, 2003], and 5) the built 

environment acting as a barrier that bifurcates existing storm systems [Bornstein and Lin, 2000]. 

Both observational and modeling studies have identified the capability of these mechanisms to 

alter convection, precipitation, and lightning activity specifically within and downwind of 

Atlanta [Bronstein and Lin, 2000; Dixon and Mote, 2003; Diem and Mote, 2005; Rose et al., 

2008; Shem and Shepherd, 2009; Ashley et al., 2012; Haberlie et al., 2015; Debbage et al., 2015; 

McLeod et al., 2017]. 

The overarching goal of this study was to quantitatively evaluate the hypothesis of 

Shepherd et al. [2011] that interactions with the urban environment influenced the location 

and/or quantity of precipitation during the 2009 Atlanta flood. A better understanding of the 

degree to which urbanization influenced the flood will help inform policies aimed at making the 

city more resilient to extreme rainfall. Additionally, this paper provides an extension of past 

research, which has primarily addressed urban precipitation effects under synoptically benign 

conditions (i.e. warm season convection), by analyzing possible urban-induced alterations of 
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precipitation during an event with prominent synoptic-scale forcing. Although several modeling 

studies have indicated that the urban environment can influence the spatial distribution and 

quantity of precipitation even under strong large-scale forcing [Ntelekos et al., 2008; Yang et al., 

2014; Yu and Liu, 2015], these case studies generally focused on shorter-lived extreme rainfall 

events during the warm season. Therefore, the complexities of urban rainfall modification during 

sustained synoptic-scale forcing merit further investigation. It is important to note that 

urbanization is certainly not the primary contributor to large-scale precipitation systems, such as 

those responsible for the 2009 Atlanta flood. However, the urban environment may play an 

important secondary role through localized enhancements of convection and precipitation within 

the synoptically driven event.  

By conducting a numerical weather modeling experiment, this study aimed to answer the 

following research questions: 1) how did the urban environment of Atlanta influence the 

spatiotemporal characteristics of runoff and precipitation during the 2009 flood, and 2) what 

physical mechanisms were potentially responsible for any urban modifications? The subsequent 

section describes the data and methods used to identify potential urban modifications of the 

hydrometeorological characteristics of the flood. Section 3.3 presents the results of the numerical 

modeling experiments. Finally, section 3.4 summarizes the major findings and explores the 

potential urban planning implications of the study. 

3.2 Data and Methods 

3.2.1 Weather Research and Forecasting Model Configuration 

Due to the overall complexity of the 2009 Atlanta flood, it is difficult to conclusively 

discern the second–order influences of the urban environment from observational records alone. 

Therefore, this study relied upon the Weather Research and Forecasting (WRF) model to conduct 
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a controlled modeling experiment. WRF is a fully compressible, non-hydrostatic, mesoscale 

model with advanced dynamics, physics, and numerical schemes that is supported by the 

National Center for Atmospheric Research (NCAR) [Skamarock et al., 2008]. Specifically, 

version 3.8.1 of Advanced Research WRF (ARW) was used. The WRF-ARW model was 

selected because it has been utilized previously to successfully identify urban modifications of 

precipitation and convective activity in North American cities [e.g. Shem and Shepherd, 2009; 

Ntelekos et al., 2008]. 

To simulate the 2009 Atlanta Flood, a two-way nested modeling domain was employed. 

The outer domain covered a majority of the Southeastern United States at a 10 km resolution 

while the inner domain was centered over Georgia and had a resolution of 2 km (Figure 3.1). 

North American Regional Reanalysis (NARR) was used to initialize the model and provided the 

boundary conditions throughout the simulations. NARR was selected primarily due to its higher 

temporal resolution of 3 hours and moderate spatial resolution of 32 km [Mesinger et al., 2006]. 

The simulations were initialized on 1200 UTC 13 September to provide ample spin-up time prior 

to the heaviest precipitation events and concluded on 1200 UTC 23 September. A 30 second time 

step was used in both the inner and outer domains. The WRF-ARW physics options selected in 

all the simulations are summarized in Table 3.1. The physics options, except the cumulus 

parametrization, were kept the same for both the outer and inner domain to minimize 

inconsistencies at the boundary. For the cumulus parametrization, the Kain-Fritsch scheme was 

used in the outer domain, but parameterization was not necessary within the inner domain since 

the resolution was sufficient to explicitly resolve convection. 
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3.2.2 Modeling Experiments: Urban and Non-Urban Simulations 

Two different model runs, an urban and non-urban simulation, were performed to 

evaluate the influence of the urban environment on the 2009 Atlanta flood. In both the urban and 

non-urban simulations, the configurations described in the previous section remained the same, 

but the treatment of land use varied. For the urban run, the default MODIS land use incorporated 

within WRF, which contains a single urban category, was augmented within the inner domain by 

including urban land use data obtained from the National Land Cover Database (NLCD) 2011 

[Homer et al., 2015] (Figure 3.2a). The four NLCD urban classes were reclassified into three 

categories (i.e. low intensity residential, high intensity residential, and commercial/ 

industrial/transportation) to provide the necessary urban parameter information for the single 

layer urban canopy model (SLUCM) used to depict urban-related meteorological processes 

[Kusaka et al., 2001; Chen et al., 2011]. The SLUCM was coupled to the Noah land surface 

model (LSM) [Chen and Dudhia, 2001] and provided a more realistic representation of heat, 

momentum, and water vapor exchanges within urban environments by incorporating a simplified 

urban canyon geometry and considering the shadowing, reflection, and trapping of radiation. 

Finally, to provide a more spatially heterogeneous depiction of the urban land use, the urban 

fraction parameter (FRC_URB2D) was specified using percent developed imperviousness data 

from the NLCD 2011 rather than relying upon the default WRF look-up tables.  

For the non-urban simulation, the urban footprint of Atlanta was removed from the 

model. Specifically, the NLCD urban land use within the inner domain was replaced with a 

cropland/natural vegetation mosaic, which is one of the dominant land cover types within the 

vicinity of the Atlanta metropolitan area (Figure 3.2b). Since the urban environment was 
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excluded from the non-urban run, the SLUCM was no longer coupled to the Noah LSM and 

FRC_URB2D was not specified.  

3.2.3 Analysis of WRF Simulation Output 

Several different techniques were used to analyze the output from the two simulations 

and identify any urban influences on the hydrometeorological characteristics of the flood. The 

analysis focused primarily on 19–22 September since this was the period of the most intense 

precipitation. Firstly, the precipitation from the urban simulation was compared with three 

different sets of observations to ensure that the model adequately captured the dominant features 

of the storm event. The spatial distribution of the modeled rainfall was evaluated using the Multi-

Sensor Precipitation Estimates (MPE). MPE is a gridded precipitation product with a spatial 

resolution of approximately 4 km that combines Doppler radar estimates and observations from 

station gages [Seo, 1998; Seo et al., 2010]. The overall mean RMSE of the MPE throughout the 

eastern United States is 8.13 mm, although this can vary for individual storm events [Wootten 

and Boyles, 2014]. Both the 6-hour and daily MPE datasets were utilized in the model validation. 

To gain an understanding of how the model resolved the temporal evolution of the storm, 

comparisons were drawn between the simulated precipitation and hourly observations obtained 

from the Fulton County Airport (KFTY) ASOS station. Lastly, the modeled output was 

compared to the average daily precipitation totals from the Community Collaborative Rain, Hail 

and Snow Network (CoCoRaHS) [Cifelli et al., 2005] stations located in Douglas County and 

southern Fulton County.  

After evaluating the model performance, potential urban modifications were detected by 

comparing areal averages of precipitation between the urban and non-urban simulations. The 

region included in the areal averages incorporated a majority of Douglas County and the 
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southern portions of Cobb and Fulton counties (Figure 3.3). This specific location was selected 

not only because it contained the heaviest rainfall, but it also represented the area downwind of 

Atlanta where Shepherd et al. [2011] hypothesized urban rainfall enhancement occurred. 

Although this region west of Atlanta is not commonly downwind of the city in terms of the 

broader climatology, the area is consistent with the “flow regime dependent” downwind area 

concept introduced by McLeod et al. [2017] because the predominant surface flow during the 

flood event was southeasterly. To further highlight any discrepancies between the urban and non-

urban model runs, difference maps were created for variables such as surface runoff and sensible 

heat fluxes. Finally, the evolution of the circulations associated with the precipitation event were 

examined by creating cross sections of vertical velocity along two transects that spanned the city 

of Atlanta (Figure 3.3). 

3.3 Results and Discussion 

3.3.1 Model Validation 

The model performance was evaluated by comparing the daily precipitation accumulation 

from the urban simulation with the 24-hour MPE totals for 20–22 September 2009. The model 

appeared to capture the major elements of the rainfall distribution each day (Figure 3.4). The 

areas with the greatest precipitation totals on 20 September in northwest Georgia, northeast 

Georgia, and west of Atlanta were accurately depicted in the model. More detailed features were 

also resolved including the narrow band of heavy precipitation west of Atlanta that stretched 

north of I-20 roughly along the border of Paulding and Cobb county. Additionally, the model 

captured the pocket of intense precipitation over the southwestern quadrant of Atlanta. On 21 

September, the urban simulation again adequately captured the regions of intense precipitation in 

northwest and northeast Georgia. The model also resolved the heavy rainfall directly over the 
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northern and western portions of Atlanta as well as the region of intense precipitation west of the 

city in Douglas and Cobb counties. Finally, the heavy precipitation within the vicinity of I-575 

was accurately depicted by the urban simulation on 22 September. 

 Although the spatial patterning of precipitation and overall rainfall totals associated with 

the 2009 flood event were well represented in the urban model run, a few minor discrepancies 

emerged. Firstly, the simulation underestimated precipitation around the boundary of the inner 

domain, which was likely due to the cumulus parametrization being utilized in the outer domain 

but not the inner domain. Since the predominant surface flow was southeasterly, care was taken 

to position Atlanta further away from the southeastern domain boundary to prevent these 

possible edge effects from influencing the area of potential urban rainfall enhancement 

downwind of the city. Secondly, the precipitation totals appeared to be slightly higher in the 

urban simulation on 20 September relative to the MPE but lower on 22 September. This disparity 

could be due to the inherent limitations of the MPE dataset, which include the errors associated 

with radar beam geometry, assumptions of Z-R relationships, and gage undercatch [Smith et al., 

1996; Sieck et al., 2007; Kitzmiller et al., 2013; Wootten and Boyles, 2014]. Conversely, these 

differences might be indicative of a minor timing discrepancy, as the WRF simulation may have 

initiated the heaviest rainfall earlier. Despite these slight inconsistencies, the general spatial 

distribution and quantity of precipitation predicted by the urban model run was in reasonable 

agreement with the MPE daily totals. 

 Additional model validation was performed, which focused explicitly on the region 

downwind of Atlanta where urban rainfall enhancement potentially occurred. The hourly 

simulated precipitation was averaged within the downwind area of interest (Figure 3.3) and 

compared to hourly observations from the KFTY ASOS station to gain an understanding of how 
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the model resolved the temporal evolution of the storm. This comparison revealed that the urban 

simulation initiated rainfall earlier, however, the model did accurately depict two distinct periods 

of heavy precipitation (Figure 3.5). Although the KFTY observations appeared to indicate that 

there were three periods of intense rainfall, this was largely an artifact since the abrupt lull in 

precipitation on 21 September between 0900 and 1500 UTC was likely due to a gage 

malfunction. The values for most of the ASOS variables were reported as missing during these 

six hours and the METAR indicated that maintenance was needed on the system. Due to this 

missing data during the second period of intense rainfall, the cumulative precipitation total of 

approximately 200 mm reported at KFTY was likely a gross underestimate. 

 The precipitation within the downwind area of interest was also compared to CoCoRaHS 

and MPE precipitation values averaged over approximately the same region. Although these 

datasets were less suitable for examining the temporal accuracy of the model, due to their daily 

and 6-hour temporal resolutions, they were used to examine how well the model resolved the 

overall precipitation accumulation in the region of potential urban rainfall enhancement. The 

urban simulation performed satisfactorily, as the cumulative precipitation closely aligned with 

the areal averaged MPE and CoCoRaHS data (Figure 3.5). Specifically, the model predicted a 

total accumulation of 267 mm, which was only 9 and 16 mm less than the cumulative 

precipitation of the CoCoRaHS and MPE, respectively. Overall, the realistic depiction of the 

major elements associated with the 2009 Atlanta flood by the urban simulation suggests that the 

modeling experiment (i.e. removing the urban footprint of Atlanta) provided a substantive 

assessment of how urbanization influenced the hydrometeorological characteristics of the flood 

event. 

 



80 
 

3.3.2 Comparison of Precipitation and Runoff between the Urban and Non-Urban Simulations 

The predicted daily precipitation accumulation from the non-urban simulation was also 

mapped to provide a qualitative comparison between urban and non-urban model runs (Figure 

3.4). Several notable differences were immediately observable. On 20 September, the non-urban 

simulation failed to capture the intense precipitation in Douglas County south of I-20. Instead, 

the model appeared to incorrectly shift this pocket of heavy rainfall northward. The non-urban 

simulation also erroneously predicted a broad swath of intense precipitation northwest of Atlanta 

parallel to I-75, which was not observed in the MPE. Perhaps most importantly, the non-urban 

simulation failed to resolve the narrow band of heavy precipitation that stretched north of I-20 

roughly along the border of Paulding and Cobb County.  

Similar discrepancies were observed on 21 September. The non-urban simulation again 

underestimated the quantity of precipitation in Douglas County and southern Fulton County. 

Additionally, the model failed to capture the intense precipitation directly over the northern and 

western quadrants of Atlanta. The non-urban simulation also overestimated precipitation south of 

Atlanta between LaGrange and Macon during this period. Although overestimates in this region 

were also observed in the urban model, they were even more pronounced in the non-urban 

model. Finally, the differences between the two simulations were less notable on 21 September, 

as both models underestimated the daily total precipitation likely due to the earlier initiation of 

the extreme rainfall in WRF. The non-urban simulation, however, still produced less 

precipitation in the area of potential urban enhancement, particularly within I-285 over northwest 

Atlanta. Overall, the notable visual differences between the two models suggest that the urban 

environment played a notable role in governing both the location and the overall quantity of 

precipitation. 
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 Averaging the precipitation from each simulation within the area of interest downwind of 

Atlanta (Figure 3.3) provided a more quantitative assessment of the potential urban rainfall 

enhancement (Figure 3.6). The non-urban simulation severely underestimated the precipitation 

during both periods of intense rainfall. Overall, the non-urban model predicted a precipitation 

total of 172 mm during the five-day period analyzed, which was approximately 100 mm less than 

the cumulative precipitation from the urban model. The underestimation by the non-urban 

simulation was so severe that the total cumulative precipitation was less than that reported by 

KFTY, which malfunctioned during the second phase of intense rainfall. The substantial 

magnitude of the differences revealed by this quantitative assessment further indicated that 

interactions with the urban environment of Atlanta likely amplified precipitation in Douglas 

county and southern Fulton and Cobb counties.  

The notable disparities in precipitation had clear implications in terms of the surface 

runoff and flooding that was ultimately observed. To visualize these discrepancies, difference 

maps were created for surface runoff by subtracting the runoff values produced by the non-urban 

model from the urban model (Figure 3.7). On 20 September, a well-defined positive surface 

runoff anomaly of 80 mm was observed north of I-20 roughly along the border of Paulding and 

Cobb county. This was likely due to the non-urban simulation failing to resolve the narrow band 

on intense precipitation that developed downwind of Atlanta. Anomalies of a greater magnitude 

occurred on the following day, as the urban simulation produced 120 mm of additional surface 

runoff directly over Southwest Atlanta. The magnitudes of the anomalies perhaps suggest that 

they were not attributable to urban precipitation enhancement alone but were a combined effect 

of additional rainfall and increased surface runoff due to impervious surfaces. Overall, this 

highlights a potential two-pronged vulnerability of cities to extreme rainfall, as interactions with 
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the urban environment may enhance both the quantity of precipitation and the subsequent surface 

runoff [Yang et al., 2013; McLeod et al., 2017]. 

3.3.3 Potential Mechanisms Responsible for Urban Modification 

 To identify the potential mechanisms responsible for the observed urban rainfall 

enhancement downwind of Atlanta, the surface flow, convergence, sensible heat fluxes, and 

vertical circulations from both simulations were examined. The surface flow regime appeared to 

be altered substantially by the urban environment (Figure 3.8). Prior to the first period of intense 

precipitation, a clear boundary developed downwind of Atlanta at 20 September 0000 UTC 

along the urban-rural interface in the urban simulation. Importantly, this boundary was not 

observed when the urban footprint of Atlanta was removed from the model. One hour later, the 

boundary was still well pronounced, particularly along the border of Paulding and Cobb county 

north of I-20, in the urban simulation while it was largely nonexistent in the non-urban 

simulation. The failure of the non-urban model to resolve the surface flow boundary at the urban-

rural interface likely contributed to its underestimation of precipitation in this area. Similar 

discrepancies were observed the following day during the second phase of intense precipitation. 

At 0200 UTC on 21 September, a boundary developed in the urban model over the southwest 

portion of Atlanta that stretched southwestward along I-85. In the non-urban simulation, this 

boundary was less pronounced, shifted towards the northwest, and no longer located directly 

over the city. Additionally, the boundary largely dissipated by 0300 UTC in the non-urban model 

while in the urban simulation it was still present over the city and roughly parallel to I-85. The 

less persistent boundary observed in the non-urban simulation was likely instrumental in the 

lower rainfall totals predicted by the model within the I-285 perimeter highway. Overall, 

interactions with the urban environment appeared to alter the surface flow regime substantially 
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and support the formation of persistent and well distinguished boundaries, which were conducive 

for extreme precipitation.  

Divergence/convergence fields were also computed using the u and v wind components 

to visualize how the urban environment potentially enhanced near-surface convergence. Prior to 

the first period of extreme rainfall on 20 September 0200 UTC, a strong, linear band of 

convergence developed downwind of Atlanta north of I-20 along the borders of Paulding and 

Cobb county in the urban simulation (Figure 3.9). Although a localized pocket of convergence 

was observed in the non-urban model in this region, the linear extent and strength of the 

convergence zone was not fully captured. This suggests that interactions with the urban 

environment helped establish a linear convergence zone downwind of Atlanta that contributed to 

the prodigious rainfall totals observed in Cobb, Paulding, and Douglas counties. Several hours 

later at 0400 UTC, two distinct linear ribbons of convergence were still present in the urban 

simulation downwind of Atlanta along the urban-rural interface. This tight linear banding was 

absent in the non-urban simulation, which demonstrated the potential importance of the urban 

environment in sustaining the convergence zone along the urban-rural interface during the first 

period of intense precipitation. Previous studies have similarly indicated that urban land use can 

enhance convergence along the urban-rural interface rather than directly over the urban core 

[Shem and Shepherd, 2009]. 

Differences in convergence during the second phase of extreme precipitation were also 

observed (Figure 3.9). On 21 September 0200 UTC, both models initially resolved pockets of 

convergence over Atlanta. However, the non-urban simulation predicted that the areas of 

convergence would progress eastward beyond I-285 by 0300 UTC while in the urban model a 

band of convergence was still present directly over the city roughly parallel to I-85. This 



84 
 

suggests that interactions with the urban environment helped sustain the convergence zone 

directly over Atlanta. Overall, the less persistent convergence over Atlanta in the non-urban 

model likely contributed to its underestimation of precipitation within the city during the second 

period of intense rainfall. 

Several different physical mechanisms may explain how interactions with the urban 

environment of Atlanta altered the surface flow and subsequent convergence fields. Firstly, it is 

widely documented that the increased surface roughness associated with urbanized land cover 

can enhance surface convergence [e.g. Thielen et al., 2000]. Prior to the first period of intense 

rainfall, the surface flow appeared to be bifurcated slightly by the city due to the elevated surface 

roughness [e.g. Bornstein and Lin, 2000]. This bifurcation of the surface flow around the city 

potentially contributed to the linear convergence zone observed downwind of Atlanta in the 

urban simulation. Secondly, the convergence may have been enhanced by mesoscale circulations 

that were the product of thermal and/or flux gradients created by the different surface properties 

of the urban land use. When comparing the sensible heat fluxes of the urban and non-urban 

simulations, positive anomalies were observed within Atlanta in the urban model prior to each 

rainfall event due to the differing surface properties (Figure 3.10). The higher sensible heat 

fluxes within Atlanta in the urban simulation may have helped create, invigorate, and/or sustain 

mesoscale circulations that further enhanced the near-surface convergence. The second period of 

intense rainfall was perhaps more likely influenced by urban induced thermal circulations since 

the area of elevated convergence occurred directly over the urban core of Atlanta where the 

sensible heat flux was greater in the urban simulation (Figure 3.10). Although the differences in 

the sensible heat flux between the urban and non-urban simulations within Atlanta were 

relatively modest (~40-60 W/m2) compared to similar modeling studies [Shepherd et al., 2010], 
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they were perhaps great enough to invigorate or sustain mesoscale circulations. In all likelihood, 

a combination of both mechanisms as well as other factors not explicitly considered in the 

simulations, such as aerosol effects, contributed to the differences observed between the urban 

and non-urban model runs. It is challenging to conclusively determine the relative importance of 

each mechanism without more detailed sensitivity analyses that control for each factor 

individually. 

 Finally, vertical velocity cross sections were created for both the urban and non-urban 

simulations to visualize how the urban environment of Atlanta potentially altered the circulation 

patterns during the flood event. For the first period of rainfall, the vertical circulations associated 

with the narrow band of intense precipitation north of I-20 along the border of Cobb and 

Paulding county were examined using the northern cross-section (Figure 3.3). On 20 September 

0000 UTC, the urban simulation predicted notable vertical velocities exceeding 4 m/s at the 

downwind urban-rural interface while the maximum vertical velocity predicted by the non-urban 

simulation at the same location was less than 1 m/s (Figure 3.11). The following hour substantial 

vertical velocities were still observed at the downwind urban-rural interface in the urban 

simulation. Although an updraft was also present in the non-urban model at 0100 UTC in a 

similar location, it exhibited less vertical development and displayed weaker vertical velocities. 

A comparable scenario occurred at 0200 UTC, as updrafts were present in both models but the 

urban simulation produced stronger vertical velocities. The discrepancies between the 

simulations were more pronounced by 0300 UTC. In the urban model run, strong updrafts 

exceeding 7 m/s were still present at the urban-rural interface, which were likely supported by a 

well-defined circulation that emerged over the city. Contrastingly, the vertical velocities in the 

non-urban simulation were less than 4 m/s and the strongest updraft had progressed further east. 
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Overall, the differences in the circulation patterns suggest that the urban environment supported 

an earlier formation of updrafts that exhibited greater vertical velocities and were ultimately 

more persistent along the urban-rural interface. These differences at least partially explain the 

greater rainfall totals observed along the border of Cobb and Paulding county in the urban 

simulation relative to the non-urban simulation. 

A cross-section analysis was also performed for the second period of intense rainfall, 

which focused on the convergence zone located directly over the city using the southern cross-

section (Figure 3.3). Similar differences were observed, as the vertical velocities were greater in 

the urban simulation relative to the non-urban simulation between 0000 and 0200 UTC (Figure 

3.12). This capability of urban environments to enhance vertical velocities and the resulting 

convection is also documented by previous modeling studies that have performed similar urban 

versus non-urban comparisons [Niyogi et al., 2011]. Surprisingly, the updraft was marginally 

stronger in the non-urban simulation by 0300 UTC, but it had shifted eastward and was no longer 

located over the urban core of Atlanta. Conversely, in the urban model, two updrafts were still 

present with one located closer to the downwind urban-rural interface and one positioned more 

directly over the city. The streamlines highlighted that low-level convergence potentially 

contributed to the stronger updraft observed over the city in the urban simulation at 0300 UTC. 

Overall, the cross-section results suggest that the urban environment played an important role in 

sustaining the quasi-stationary convective events, which Shepherd et al. [2011] identified as an 

important contributor to the prodigious precipitation totals. 

3.4 Conclusions and Urban Planning Implications 

By constructing one of the first WRF representations of the 2009 Atlanta flood, this study 

explored the potential influence of urbanization on the storm’s hydrometeorological 
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characteristics. A base run urban simulation was first conducted, which appeared to accurately 

capture the general spatial patterning and overall quantity of precipitation when compared with 

ASOS, MPE, and CoCoRaHS measurements. A non-urban simulation was then performed by 

replacing the urbanized land use with natural vegetation. To quantitatively assess the influence of 

the urban environment, comparisons were made between the urban and non-urban models. 

The comparative analysis revealed noticeable discrepancies between the two simulations 

in the area downwind of Atlanta where Shepherd et al. [2011] hypothesized urban rainfall 

enhancement occurred. Specifically, the non-urban model underestimated the cumulative 

precipitation in this region by approximately 100 mm. The substantial differences in 

precipitation combined with the impervious land cover of the urban environment produced 

notable disparities in the surface runoff between the urban and non-urban simulations as well. In 

some regions of Atlanta, the urban simulation predicted 120 mm of additional surface runoff. 

Overall, the findings indicated that the urban environment of Atlanta played a notable role in 

governing the location and quantity of the precipitation and runoff that ultimately produced the 

record breaking 2009 flood.  

Several different physical mechanisms were potentially responsible for the stark contrasts 

between the urban and non-urban simulations. Interactions with the urban environment appeared 

to alter the surface flow regime, which created, invigorated, and/or sustained areas of 

convergence particularly along the urban-rural interface. The observed surface flow alterations 

were partially due to the enhanced surface roughness within the urban environment. 

Additionally, the greater sensible heat fluxes in the urban simulation relative to the non-urban 

simulation likely altered the surface flow as well as the evolution of vertical circulation patterns. 

These two mechanisms potentially acted in tandem to produce the stronger and more persistent 
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updrafts observed in the urban model, which amplified the precipitation directly over and 

downwind of Atlanta. By quantitatively evaluating the urban rainfall effect during the 2009 

Atlanta flood and identifying potential explanatory mechanisms, this study largely confirms the 

hypothesis of Shepherd et al. [2011] that urbanization substantially increased not only the 

surface runoff but also the quantity of precipitation that produced the flood. Furthermore, the 

findings suggest that interactions with the urban environment can alter the mesoscale 

hydrometeorological characteristics of a storm event even if it is synoptically driven. 

From an urban planning perspective, these findings highlight a potential two-pronged 

vulnerability of urban environments to extreme rainfall. While it is widely understood that 

impervious surfaces can increase surface runoff during extreme rainfall events [e.g. Yang et al., 

2013; Debbage and Shepherd, Submitted], the capability of urban environments to also amplify 

the actual precipitation is not as broadly acknowledged. Fortunately, this two-pronged 

vulnerability may indicate that mitigation strategies aimed at reducing the influence of 

urbanization on runoff have previously unrecognized synergistic benefits. For example, while 

incorporating green infrastructure within a city can enhance infiltration and mitigate increases in 

surface runoff due to urbanization [Kim and Park, 2016], it could also potentially reduce the 

surface roughness as well as the thermal and flux gradients within the urban environment that are 

often responsible for urban rainfall enhancement. This highlights the critical importance of green 

infrastructure as a possible synergistic policy solution due to its well-recognized runoff benefits 

and its potential to reduce urban rainfall enhancement as well. Importantly, the National 

Research Council has examined many facets of this topic and provided specific 

recommendations on how to transition such knowledge into urban planning and flood 

management [National Research Council, 2012]. 
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Of course, the results are certainly sensitive to the model specifications as well as the 

unique characteristics of the storm itself. Due to the lack of detailed urban land use for Atlanta, 

this study relied upon the NLCD dataset and a single layer urban canopy model. Future modeling 

efforts that utilize more complex urban land use based on urban climate zones and incorporate a 

multilayer urban canopy model may provide further insights into the physical mechanisms 

responsible for the differences observed between the urban and non-urban simulations. 

Furthermore, considering additional case studies is imperative to more conclusively determine 

the commonality of urban rainfall enhancement during large-scale flooding events. Despite these 

avenues for future research, this study provides an important contribution to the emerging body 

of literature [e.g. Ntelekos et al., 2008; Yang et al. 2014; Yu and Liu, 2015] that suggests urban 

environments can influence the magnitude and location of precipitation even during events with 

prominent synoptic scale forcing. 
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Figure 3.1. Location of the outer (outer black box) and inner (inner white box) modeling 
domains used to simulate the 2009 Atlanta Flood. The gray shading represents the extent of the 
Atlanta Metropolitan Statistical Area. 
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Figure 3.2. Land use scenarios used in the a) urban run and b) non-urban run. Shades of red 
represent urban land use of various intensities and brown represents the cropland/vegetation 
mosaic used to replace the urban development. Major roadways are represented by thin black 
lines and state boundaries are indicated by thick black lines. 

A) 

B) 
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Figure 3.3. Location of the downwind area of interest included in the areal averages (green box) 
and the north (orange line) and south (yellow line) vertical cross sections. 
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Figure 3.4. Daily precipitation totals from the urban simulation (top row), MPE (middle row), 
and non-urban simulation (bottom row) for 20 September 1200 UTC (left column), 21 
September 1200 UTC (middle column), and 22 September 1200 UTC (right column). 
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Figure 3.5. Comparison of the hourly precipitation from the urban WRF simulation averaged 
within the downwind area of interest with several proximate observations. 
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Figure 3.6. Comparison of the hourly precipitation averaged within the downwind area of 
interest between the urban and non-urban WRF simulations. 
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Figure 3.7. Difference in the surface runoff (Urban – Non-Urban) during the two heavy periods 
of precipitation at 9/20 0400 UTC (left) and 9/21 0500 UTC (right). 
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Figure 3.8. Surface flow patterns from the urban (left) and non-urban simulation (right) at 20 
September 0000 UTC (top), 20 September 0100 UTC (middle top), 21 September 0200 UTC 
(middle bottom), and 21 September 0300 UTC (bottom). 
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Figure 3.9. Divergence/Convergence fields from the urban (left) and non-urban simulation 
(right) at 20 September 0200 UTC (top), 20 September 0400 UTC (middle top), 21 September 
0200 UTC (middle bottom), and 21 September 0300 UTC (bottom). Negative values are 
indicative of convergence. 
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Figure 3.10. Differences in the sensible heat flux between the urban simulation and non-urban 
simulation for 19 September 2300 UTC (left) and 21 September 0000 UTC (right). Positive 
values are indicative of greater sensible heat flux in the urban simulation. 
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Figure 3.11. Vertical cross sections along the northern transect from the urban (left) and non-
urban (right) simulation at 20 September 0000 UTC (top), 0100 UTC (middle top), 0200 UTC 
(middle bottom), and 0300 UTC (bottom). 
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Figure 3.12. Vertical cross sections along the southern transect from the urban (left) and non-
urban (right) simulation at 21 September 0000 UTC (top), 0100 UTC (middle top), 0200 UTC 
(middle bottom, and 0300 UTC (bottom). 
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Table 3.1. WRF-ARW physics options used in the simulations. 
 

Physics Scheme 

Microphysics WRF Single-Moment 6-Class 

Cumulus Parametrization Kain-Fritsch (Outer)/None (Inner) 

Boundary Layer Mellor-Yamada-Janjic 

Longwave Radiation RRTMG 

Shortwave Radiation RRTMG 

Surface Layer Eta Similarity 

Land Surface Noah 
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CHAPTER 4 

MULTISCALAR ASSESSMENT OF FLOOD ZONE OCCUPATION AND 

ENVIRONMENTAL JUSTICE3 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                

3 Debbage, N. and J. M. Shepherd. To be submitted to Anthropocene. 
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Abstract 

Urban areas are particularly vulnerable to flood hazards due to impervious surfaces altering the 

runoff response as well as socio-economic pressures increasing the number of individuals 

residing in areas at risk for flooding. Although previous studies have utilized an environmental 

justice framework to address the socio-economic dimensions of this vulnerability, they have 

produced contrasting results due to the different dasymetric mapping techniques utilized to 

estimate urban flood zone population characteristics, the various scales at which the estimates are 

calculated, and the specific geographical context of the individual study cities. This paper 

evaluated the potential sensitivity of urban flood risk environmental injustices to these 

parameters by analyzing flood zone occupancy with three different dasymetric mapping 

techniques at four scales for numerous metropolitan areas within the Charlanta megaregion. 

Specifically, 2010 US Census block group data, FEMA flood zones, and risk ratios were used to 

evaluate if African Americans were overrepresented in areas at risk for flooding. The findings 

varied according to the different dasymetric mapping techniques, but the most sophisticated 

approach suggested that environmental injustices were systemic across the megaregion. African 

Americans were 44% more likely to reside in areas at risk for flooding than Whites in Charlanta. 

Similarly, at the metropolitan scale, African Americans were significantly more likely to reside 

in flood zones. A more complex and spatially varying landscape of injustice was observed at the 

county and census tract scales. However, the overall systemic nature of environmental injustice 

related to urban flooding observed in Charlanta suggests that broad structural changes will be 

required to ultimately reduce the disproportionate flood risk that African Americans bear. 

Key Words: Urban Flood Hazards, Environmental Justice, Charlanta Megaregion, Dasymetric 

Mapping 
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4.1 Introduction 

 As made particularly evident by the catastrophic impact of Hurricane Harvey on Houston 

in 2017, urban areas are increasingly vulnerable to flood hazards. This vulnerability can be 

attributed to the physical alteration of the natural landscape by urban development as well as 

complex socio-economic factors [Zahran et al., 2008]. The physical modifications of surface and 

subsurface hydrological processes by the impervious surfaces and stormwater drainage systems 

common throughout cities act to enhance peak flows, runoff volumes, and flashiness, which 

elevates the risk of floods in urban settings [Leopold, 1968; Sauer et al., 1984; Debbage and 

Shepherd, Submitted A]. Additionally, the rapid expansion of urban areas has further threatened 

the sustainability of cities from a flood hazard perspective by placing additional pressures on the 

natural streams and aging infrastructure tasked with managing runoff during intense precipitation 

events [Miller, 2010]. 

While the (sub)surface characteristics of the urban environment alone increase the 

likelihood of damaging flood events, the socio-economic pressures of urbanization 

simultaneously concentrate individuals in areas at risk for flooding. Unfortunately, the dangers 

associated with living in these flood prone areas have likely contributed to the lack of a 

significant decrease in flood fatalities during the 21st century [Ashley and Ashley, 2008], unlike 

deaths related to other meteorological hazards such as tornadoes and lightning. This implies that 

the advancements made in forecasting urban flood events, warning systems, and emergency 

recovery procedures have to some extent been overwhelmed by rapid urban population growth 

[Terti et al., 2017]. Clearly, increasing urban flood zone occupancy can enhance the likelihood of 

deadly and damaging floods even if the hydrologic risk remains largely unaltered [Brissette et 

al., 2003; Ferguson and Ashley, 2017]. 
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Overall, urban environments produce a more extreme hydrologic regime [Debbage and 

Shepherd, Submitted A] and at the same time cluster infrastructure and individuals in these areas 

of heightened flood risk. Moving forward, the demographic and hydrologic pressures faced by 

cities will be magnified due to continuing urban population growth and climate change. Urban 

areas currently contain over half of the global population, with this proportion projected to 

approach 66% by 2050 [United Nations, 2014]. Continued urbanization will likely have the 

combined effect of further altering natural streamflow properties, due to the conversion of 

additional natural land cover to impervious surfaces [Terando et al., 2014], and enhancing the 

number of individuals residing in flood zones. Concurrently, extreme precipitation events have 

become more frequent and intense across most of the United States due to climate change [Walsh 

et al., 2014]. This is problematic given that stormwater infrastructure is designed according to 

historical storm data and relies upon the concept of stationarity, which assumes that past 

meteorological conditions are representative of the future [Guo, 2006; Mailhot and Duchesne, 

2010]. Therefore, the existing stormwater management systems present in many cities may 

already be under designed for current precipitation extremes and will likely be overwhelmed 

more frequently by the intensity of future storm systems [Guo, 2006; Forsee and Ahmad, 2011]. 

  Although urban residents are clearly susceptible to flood hazards, the social dimensions 

of this vulnerability and potential for environmental injustices are infrequently acknowledged in 

flood risk assessments [Tapsell et al., 2002; Koks et al., 2015]. This study focuses explicitly on 

the social aspects of flood hazards by utilizing an Environmental Justice (EJ) framework to 

evaluate if minority populations are disproportionately at risk for flooding in urban 

environments. Specifically, the project aimed to answer the following research questions: 
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1) What is the degree of environmental injustice regarding urban flood risk within the 

Charlanta megaregion? 

2) How sensitive are any observed environmental injustices to the dasymetric mapping 

technique, scale of analysis, and local context of individual metropolitan areas? 

The following section provides additional background regarding the origins of EJ, its evolution, 

and its applicability to flood hazard research. Section 4.3 outlines the study area as well as the 

methodological approaches used to evaluate the presence of environmental injustices. The results 

and a discussion are presented in Section 4.4. Finally, Section 4.5 summarizes the major findings 

of the study. 

4.2 Background 

4.2.1 Origins and Evolution of Environmental Justice 

Environmental justice (EJ) is a multifaceted term that encapsulates several different 

meanings [Capek, 1993]. EJ can refer to local grassroots movements dedicated to mobilization 

and action in the face of environmental inequities [Agyeman and Evans, 2004] as well as a more 

general public policy principle focused on the “fair treatment and meaningful involvement of all 

people regardless of race, color, national origin, or income with respect to the development, 

implementation, and enforcement of environment laws, regulations and polices” [US EPA, 

1998]. Overall, the historical evolution of EJ can be divided into three general stages: the EJ 

movement, EJ scholarship, and the formal politicization of EJ [Taylor, 2000].  

EJ emerged as a movement in the late 1970s and early 1980s, as activists began resisting 

individual cases where minority neighborhoods were being unequally targeted for the siting of 

toxic waste facilities. Perhaps the most high-profile case occurred in 1982 when Warren County, 

North Carolina was selected by the state to host a hazardous waste facility that would contain 
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soil contaminated with PCB [Cutter, 2006]. The local residents, who were predominately 

African American, protested the decision and were joined by civil rights advocacy groups, 

environmental activists, and religious leaders. This represented the first nationwide mobilization 

of a broad coalition to contest environmental injustice. The Warren County EJ movement along 

with other similar efforts across the United States typically focused on overcoming the limited 

political and social capital that often rendered minority and impoverished neighborhoods 

particularly susceptible to locally unwanted land uses (LULU). The broader goal of these 

resistance efforts was to emphasize the need for mobilization and coalition building against 

environmental inequities.  

As the EJ narrative strengthened throughout the mid and late 1980s, there was an 

increased emphasis on gathering empirical evidence to support the growing number of 

environmental injustice claims. At the forefront of these efforts, was Robert Bullard who 

provided one of the earliest examples of EJ scholarship. Through an analysis of solid waste 

active permit sites and US Census data in Houston, Bullard [1983] discovered that waste 

facilities were more likely to be sited within predominantly black neighborhoods. The 

inequitable distribution of waste facilities was attributed to structural discrimination within the 

housing market and Houston’s lack of zoning ordinances [Bullard, 1983]. Research performed 

by the government, religious groups, and other scholars was also instrumental in providing 

further evidence that hazardous waste facilities were disproportionately located in minority 

neighborhoods [US GAO, 1983; UCC CRJ, 1987; Adeola, 1994]. Environmental injustices were 

not only observed during the siting of hazardous facilities but were also found to be pervasive 

throughout the Superfund clean-up process [Lavelle and Coyle, 1992]. Overall, the 
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environmental injustices documented by this early wave of scholarship were viewed as a product 

of overtly racist decision making and structural forms of discrimination.  

The collective work of EJ activists and scholars gained momentum and increasingly 

garnered national media attention in the 1990s, which amplified the pressures placed on 

governments at the local, state, and national scale to enact appropriate policy responses [Cutter, 

1995]. One of the earliest breakthroughs for EJ in the formal political arena was the formation of 

the EPA’s Environmental Equity Workgroup in 1990. The Environmental Equity Workgroup 

was tasked with: 1) determining if minority and low-income groups bore a disproportionate 

environmental burden, 2) identifying the factors contributing to such inequitable exposures, and 

3) devising potential strategies to reduce any observed inequalities [Cutter, 2006]. The 

workgroup released their findings in 1992, which provided the first official acknowledgement of 

EJ issues by the federal government [US EPA, 1992]. EJ continued to gain traction within the 

formal political sphere culminating with President Clinton signing Executive Order (EO) number 

12898 in 1994. EO 12898 mandated that all federal agencies make EJ a central part of their 

mission by identifying and resolving any inequitable health or environmental effects of their 

policies and programs on minority and low-income populations [EO, 1994]. Thus, evaluating EJ 

issues was no longer confined solely to the EPA but was mandated throughout all federal 

agencies, which was viewed as a momentous advancement by EJ activists and scholars 

[Foreman, 1998]. Overall, the activism, scholarship, and formal political dimensions of EJ were 

very much intertwined [Agyeman and Evans, 2004] and highlight the breadth and flexibility of 

the framework, which has been central to its ongoing relevancy for issues such as flood hazards. 
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4.2.2 Environmental Justice and Flood Hazards 

 Historically, flood hazards were largely tangential to the EJ framework. This was partly 

due to the complexity of natural disasters and the subsequent lack of a clear entity to mobilize 

against [Capek, 1993]. Flood hazards may have been specifically neglected within the EJ 

movement since they present a risk that is largely invisible [Houston et al., 2011] and lacks a 

clear focal point, unlike the polluting smokestacks associated with factories and power plants. 

Interestingly, the original interests of EJ organizations in water issues focused primarily on water 

pollution rather than flooding [Bullard, 1992; Taylor, 2000]. The emphasis initially placed on 

water quality was likely due to pollution often being linked with acute spills from factories or 

other point sources, which made it more straightforward to identify and mobilize against a 

responsible party in a manner similar to resisting LULUs.  

The positioning of flood hazards and natural hazards more generally within the EJ 

framework appears to have emerged largely from Europe. One of the earliest examples was 

provided by Adger [2001], who addressed the environmental justice implications of global 

climate change adaptation and mitigation. Work focusing specifically on flood hazards as an EJ 

issue can be traced back to Fielding and Burningham [2005]. They discovered that lower social 

classes were more likely to be at risk from flooding across England and Wales although the 

results varied substantially depending on the dasymetric mapping technique [Fielding and 

Burningham, 2005]. A case study of Belfast, Glasgow, and Luton similarly indicated that 

vulnerable individuals were overrepresented in areas at risk for flooding, potentially due to older 

and cheaper housing stock being located in flood prone areas [Houston et al., 2011]. Koks et al. 

[2015] also discovered that flood prone areas contained a significantly larger share of vulnerable 

residents in Rotterdam, although these disparities were slightly smaller than those observed in 
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previous studies. A more complex relationship between deprivation and flood risk in England 

was documented by the Environmental Agency [Walker et al., 2006], as more deprived groups 

were disproportionately at risk in some regions while the inverse was true in others. 

Additionally, a bimodal distribution was identified for London with both highly deprived and 

affluent individuals residing in flood prone areas [Walker et al., 2006]. The emergence of EJ 

informed flood hazard research from a European context was likely due to the markedly different 

evolution of the EJ framework in Europe. EJ did not gain traction in Europe until the late 1990s 

and was more closely aligned with sustainable development issues [Haughton, 1999; Agyeman 

and Evans, 2004], which perhaps made incorporating natural hazards, such as floods, a more 

intuitive extension. This may also explain the emphasis on class rather than racial disparities 

within the European EJ framework. Nevertheless, the European research examples highlight the 

potential for conflicting findings regarding EJ and flood hazards as well as the sensitivity of the 

results to various dasymetric mapping techniques. 

Within the United States, EJ informed flood hazard research has only emerged in earnest 

during the past decade despite the origin of Bullard’s interests in EJ being heavily influenced by 

observing the differential impacts of flooding in his hometown of Elba, Alabama [Bullard, 

2008]. The extension of the EJ framework to understand the challenges faced by predominantly 

minority neighborhoods in New Orleans during the recovery and rebuilding efforts after 

Hurricane Katrina [Bullard and Wright, 2009] was a watershed moment that prompted additional 

scholarship focused on the EJ implications of flood hazards. Maantay and Maroko [2009] 

analyzed the population characteristics of flood zone residents in New York City. Although on a 

city-wide basis there was no evidence that minorities were overrepresented within flood zones, 

environmental injustices were observed in several of the individual boroughs within the city 
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according to the most sophisticated dasymetric mapping technique [Maantay and Maroko, 

2009]. A comparable EJ analysis focusing on Miami found that non-Hispanic Black and 

Hispanic populations, particularly the Columbian and Puerto Rican subgroups, were significantly 

overrepresented within inland flood zones [Chakraborty et al., 2014; Montgomery and 

Chakraborty, 2015]. However, a comparison of the findings from Miami with a similar 

assessment in Houston revealed notable contradictions, which was perhaps due to the more 

important role that coastal water-based amenities played in shaping urban development patterns 

in Miami [Maldonado et al., 2016]. Overall, the US-based examples highlight the complexities 

of applying an EJ framework to flood hazards and illustrate how various methodological 

decisions can potentially lead to contradictory findings. 

4.2.3 Study Motivation 

Despite the studies discussed above, the EJ framework remains largely underutilized 

within the context of flood hazards and the degree to which marginalized groups are 

disproportionately exposed to urban flooding is still not fully understood [Maantay and Maroko, 

2009]. This is especially true in the United States although such inequities are particularly likely 

due to the historical tendency for wealthier individuals to settle on higher ground and lower 

property values to be located in flood-prone areas [Willie, 1961; Daniel et al., 2009]. 

Unfortunately, EJ informed flood hazard research conducted within an American context is 

limited to a select number of cities, such as Miami [Chakraborty et al., 2014; Montgomery and 

Chakraborty, 2015], Houston [Maldonado et al., 2016], and New York [Maantay and Maroko, 

2009].  

Furthermore, the literature examining the EJ hypothesis that marginalized, disadvantaged, 

and minority groups are disproportionately exposed to flood hazards has produced contrasting 



122 
 

and inconclusive findings in both European and American cities [e.g., Maantay and Maroko, 

2009; Maldonado et al., 2016]. This general lack of consensus regarding EJ and flood hazards is 

likely due to the different dasymetric mapping techniques utilized to estimate urban flood zone 

population characteristics, the various scales at which the estimates are calculated, and the 

specific geographical context of the individual study cities. The overarching goal of this study 

was to addresses these issues by analyzing urban flood risk inequities across an entire 

megaregion at various scales using several different dasymetric mapping approaches. Studying 

several metropolitan areas within a megaregion enabled an assessment of the pervasiveness of 

flood hazard environmental injustice and helped identify city specific factors that were 

potentially responsible for any observed disparities. Additionally, considering several different 

daysmetric mapping techniques and scales highlighted the sensitivity of the findings to specific 

methodological parameters. These efforts collectively provided a more comprehensive 

assessment of EJ and flood hazards, which can help inform policies aimed at reducing urban 

flooding injustices. 

4.3 Data and Methods 

4.3.1 Study Region 

This study specifically assessed the prevalence of EJ issues related to flood hazards 

throughout the Charlanta megaregion, which incorporates the Atlanta, Greenville, Spartanburg, 

and Charlotte Metropolitan Statistical Areas (MSAs) along the I-85 corridor in the Southeastern 

United States [Shepherd et al., 2013; Mitra and Shepherd, 2016] (Figure 4.1). The Charlanta 

megaregion is home to several of the most sprawling MSAs in the country [Debbage et al., 

2017] and its impervious footprint is projected to continue expanding in the future [Terando et 

al., 2014]. These ongoing development trends will likely enhance the pressures placed on natural 
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rivers and stormwater management systems as well as further increase flood zone occupancy 

[Ferguson and Ashley, 2017], making it imperative to understand any potential inequities in 

flood risk. Additionally, cities within the megaregion are already vulnerable to flooding, as 

Charlotte and Atlanta were ranked as the 5th and 7th flashiest cities regarding streamflow in the 

contiguous United States, respectively [Smith and Smith, 2015]. 

In addition to the urban footprint of the megaregion continuing to sprawl into flood prone 

areas, the development of the individual MSAs has been substantially influenced by racial 

segregation. For example, in Atlanta, comprehensive zoning plans, urban renewal initiatives, and 

highway construction projects were instrumental in dividing the city along racial lines [Bayor, 

1988]. Similar mechanisms also resulted in the highly segregated nature of residential 

development in Charlotte [Hanchett, 1998]. The historical and present-day manifestations of 

residential segregation suggest that EJ flood hazard issues are particularly pertinent to the 

Charlanta megaregion. 

Despite the potential efficacy of utilizing an EJ perspective to analyze the social 

dimensions of urban flood risk in Charlanta, the megaregion has been largely neglected by EJ 

informed flood hazard research. This study provides one of the first assessments of flood related 

EJ issues throughout the megaregion. Additionally, analyzing the entire megaregion using the 

same methodological approach enabled comparisons between the individual MSAs. This helped 

reveal if EJ issues were systemic across the entire megaregion or more heavily influence by the 

historical and geographical context of each MSA. 

4.3.2 Flood Zone Data 

Areas at risk for flooding were defined by the National Flood Hazard Layer (NFHL), 

which is produced by the Federal Emergency Management Agency (FEMA). The NFHL is a 
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digital database that categorizes flood risk into distinct zones based largely upon the expected 

frequency of flooding, and it is used by FEMA’s National Flood Insurance Program (NFIP) to 

regulate the purchase of flood insurance. Specifically, the 500-year flood zone was used to 

delineate flood risk throughout Charlanta. The 500-year flood zone includes all areas that have at 

least a 0.2% chance of flooding each year and incorporates the 100-year flood zones that have 

been analyzed more frequently in the literature [e.g., Maantay and Maroko, 2009; Maldonado et 

al., 2016]. Throughout the Charlanta megaregion, the differences in the areal extent of the 500-

year and 100-year flood zones were generally minimal. 

Relying upon the NFHL does present potential weaknesses. Firstly, the flood zones are 

discrete polygons that prescribe artificially rigid boundaries to the complex natural phenomena 

of flooding [Maantay and Maroko, 2009]. The NFHL also does not capture certain aspects of 

urban flooding, such as the risk of urban drainage system failures [e.g. Caradot et al., 2011]. 

Despite these potential issues, the FEMA NFHL has been widely used in previous EJ studies 

because it provides the most comprehensive spatial coverage [e.g. Maantay and Maroko, 2009; 

Montgomery and Chakraborty, 2015; Maldonado et al., 2016]. Additionally, the flood zones 

specified by the NFHL are determined by detailed hydrologic and hydraulic analyses [FEMA, 

1995]. This explicit physical linkage to flood exposure addresses one traditional criticism of EJ 

scholarship that questions the appropriateness of using census tracts or zip codes, which lack a 

substantive physical connection to the hazardous pollutants emitted by LULU [Mohai, 2008].  

4.3.3 US Census Data 

 Demographic data was gathered from the 2010 Decennial US Census to determine the 

population characteristics within the FEMA 500-year flood zones. The 2010 Census was used 

rather than the American Community Survey (ACS) to avoid the larger margin of errors 
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associated with the smaller sample size of the ACS [National Research Council, 2007]. 

Specifically, racial composition data for each block group within the Charlanta megaregion was 

downloaded from the US Census website (2010 SF1 100% P8 Race).  

To address the potential environmental justice issues associated with flood risk, the study 

considered two racial categories: Black or African American Alone and White Alone. The focus 

on African Americans was due to several different factors. Firstly, African Americans are the 

predominant minority group in the Charlanta megaregion. Secondly, analyzing African 

American flood zone occupancy enabled an assessment of the potential EJ ramifications of the 

comprehensive zoning plans, urban renewal initiatives, and highway construction projects that 

historically targeted and displaced African American communities [Bayor, 1988]. If 

environmental injustices are discovered in Charlanta, it would suggest that these mechanisms 

likely forced many African Americans to reside in less desirable areas such as flood zones. 

Finally, understanding potential flood risk disparities regarding African Americans is especially 

important since previous studies have indicated that African Americans may be particularly 

vulnerable to climate hazards and floods [KC et al., 2015; Shepherd and KC, 2015]. 

4.3.4 Dasymetric Mapping Techniques 

Because Census block groups do not align directly with FEMA flood zones, dasymetric 

mapping was used to estimate the flood zone population characteristics. Dasymetric mapping is 

fundamentally the usage of ancillary data to disaggregate a spatial phenomenon to a finer scale 

[Mennis, 2003]. For example, dasymetric mapping often involves utilizing land use data to 

derive more precise population distributions [Wright, 1936]. Such techniques are prevalent 

throughout the EJ literature analyzing flood hazards although a common approach has not been 

adopted. The wide variety of techniques, including centroid containment, areal weighting, 
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filtered areal weighting, and boundary intersection [Maantay and Maroko, 2009; Montgomery 

and Chakraborty, 2015], has likely contributed to the lack of consensus between previous 

studies.  

Three separate dasymetric mapping techniques of varying complexity were explored 

because an underlying motivation of this research was to investigate the sensitivity of any 

observed flood hazard injustices to such methodological decisions. First, a simple areal 

weighting technique was utilized, which involved calculating the percentage of each census 

block group within the 500-year flood zone. This percentage was then used to estimate the 

population residing within the flood zone. For example, if 50% of a census block group was 

within the 500-year flood zone, then 50% of the total, African American, and White populations 

were deemed at risk for flooding. As illustrated in Figure 4.2, this approach will likely result in 

an overestimate of the individuals exposed to flooding since the flood zones often contain 

unoccupied land, such as golf courses and riparian buffers. Additionally, for larger river and lake 

systems, the flood zone area incorporates the water body itself, which will potentially further 

inflate the urban flood zone population estimates. The potential shortcomings of the basic areal 

weighting technique fundamentally emerge from its assumption that the population is evenly 

distributed throughout the census block group. 

To more explicitly account for the heterogeneity of the population distribution within a 

given block group, two filtered areal weighting methods were developed. Both approaches 

utilized the National Land Cover Database (NLCD) 2011, which is a remotely sensed land 

use/land cover dataset derived from Landsat imagery [Homer et al., 2015]. The NLCD 2011 has 

a spatial resolution of 30 meters and contains four different developed categories ranging from 

developed open space to high intensity development. The first filtered areal weighting approach 
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estimated flood zone populations by calculating the percentage of the census block group that 

was within the flood zone and urban, as defined by the four developed NLCD classes (i.e. classes 

21-24). Figure 4.2 highlights how this urban filtering technique eliminated undeveloped portions 

of the flood zone, such as forests, water bodies, and riparian buffers, from the area used to 

calculate the weighted populations.  

A second filtered areal weighting approach was developed by calculating the percentage 

of the census block group that was within the flood zone and characterized by low, medium, or 

high intensity development (i.e. classes 22-24). One potential benefit of analyzing a subset of the 

NLCD urban categories and omitting class 21 (i.e. developed open space) from the area 

calculation was that class 21 often corresponded to golf courses within the flood zones. This was 

particularly problematic for assessing EJ issues related to flooding since African American 

communities are often underserved regarding golf courses [Mitchelson and Lazaro, 2004]. 

Therefore, including golf courses in the areal weighting procedure would likely result in an 

overestimate of individuals exposed to flooding in non-minority, affluent neighborhoods. 

Although excluding developed open space may result in a slight underestimation of flood 

exposure in areas of low density residential development, the propensity for the class to 

correspond with golf courses inside flood zones was a greater potential bias given the large areal 

extent of golfing facilities (Figure 4.2). Overall, the various dasymetric techniques described 

above enabled a basic sensitivity assessment of the EJ findings. 

4.3.5 Risk Ratio Calculations 

 Risk ratios were utilized to statistically evaluate if African Americans were 

disproportionately at risk to urban flood hazards relative to Whites. The risk ratios were modeled 
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after the comparative environmental risk index (CERI) developed by Harner et al. [2002] and 

calculated using Equation 4.1. 

(MNOP/Q<	MST/UV5	M=WT/UV5Q XYNVZ	MST/UV5	M=WT/UV5Q⁄ )
(MNOP/Q<	]^/NWQ XYNVZ	]^/NWQ⁄ ) 			(Eq. 4.1) 

The at-risk populations in Equation 4.1 were defined as the number of individuals residing in the 

500-year flood zones, which was determined using the three dasymetric mapping techniques 

described above. In order to examine if the results varied according to the dasymetric mapping 

approach, the risk ratios were calculated separately using the three different at-risk population 

estimates. Given the construction of Equation 4.1, values greater than one would indicate that 

African Americans are disproportionately at risk to flood hazards and suggest that environmental 

injustices are present. Conversely, values less than one would be indicative of Whites having an 

increased likelihood of residing in flood zones. 

 Because the wide range of geographic scales used to explore EJ issues related to flood 

hazards is partly responsible for the contradictory findings in the literature [Cutter et al., 1996; 

Kurtz, 2003], the risk ratios were calculated at several different spatial scales. The risk ratios 

were determined at the census tract, county, MSA, and megaregion level. This multiscalar 

assessment at different levels of aggregation helped determine the sensitivity of the results to the 

modifiable areal unit problem (MAUP) and facilitated the identification of the scales at which 

flood risk inequities were most pronounced. The calculation of the risk ratios and their statistical 

significance for each scale and dasymetric mapping technique was performed using the fmsb 

package in R statistical software. P-values were obtained by testing the null-hypothesis of 

independence between flood risk exposure and race. 
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4.4 Results and Discussion 

4.4.1 Environmental Justice at the Megaregion Scale 

Unsurprisingly, the three dasymetric mapping techniques produced different estimates of 

the flood zone population characteristics in Charlanta (Table 4.1). According to the simple areal 

weighting approach, 8.3% of Charlanta’s approximately 7 million residents resided in the 500-

year flood zones. This percentage decreased notably to 2% when utilizing the urban filtered areal 

weighting and declined further to 0.7% for the urban filtered areal weighting that consider only 

low, medium, and high intensity development. The overall decline in flood zone population 

between the three methods was expected since the more complex filtering processes reduced the 

area of the census block groups within the flood zones.  

The three dasymetric mapping techniques also impacted the racial composition of the 

flood zone residents (Table 4.1). The more sophisticated urban filtering approaches resulted in a 

greater reduction of White flood zone residents in terms of both absolute change and percent 

decrease. For example, the urban filtered areal weighting estimated that over 300,000 fewer 

Whites resided in the flood zone relative to the simple areal weighting technique, which 

represented a 77.7% decrease. Contrastingly, the reduction of African American flood zone 

residents between these two approaches was only 135,033, which corresponded to a 71.6% 

decrease. Similar trends were also observed between the urban filtered areal weighting and the 

more restrictive urban filtering that considering only low, medium, and high intensity 

development. 

Importantly, the differences between the flood zone population estimates had notable 

implications for the risk ratios (Table 4.1). The simplistic areal weighting technique produced a 

statistically significant risk ratio of 0.990, which implies that Whites had an increased likelihood 
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of residing in flood zones. Conversely, the risk ratios based upon the more complex filtered areal 

weighting techniques were both significant and greater than one, indicating that African 

Americans were overrepresented in areas at risk for flooding. According to the urban filtered 

areal weighting that consider only low, medium, and high intensity development, African 

Americans were 44% more likely to reside in the 500-year flood zones than Whites. These 

findings highlight the sensitivity of the results to the dasymetric mapping technique, but the most 

sophisticated approach suggested that environmental injustices regarding flood hazards were 

systemic across the entire Charlanta megaregion. The wide spread nature of the disproportionate 

exposure of African Americans to flood hazards contrasts with previous work focused on New 

York, which discovered an over representation of minority populations in flood prone areas only 

for individual boroughs but not at the city-wide level [Maantay and Maroko, 2009]. This 

discrepancy may be due to the important differences between the historical evolution of New 

York and Southern cities, particularly regarding race. 

4.4.2 Environmental Justice at the MSA Scale 

 To evaluate the potential variability of environmental injustice within the megaregion, the 

risk ratios were calculated for each MSA in Charlanta (Table 4.2). The risk ratios for several of 

MSAs varied substantially depending on the dasymetric mapping technique, similar to the 

megaregion-wide results. Atlanta was an exception, however, as the risk ratios were significant 

and greater than one for all three approaches. This suggests that in the Atlanta MSA African 

Americans had an increased likelihood of residing in flood zones, regardless of the dasymetric 

mapping technique. Specifically, according to the low-high urban filtered areal weighting 

approach, African Americans were 34% more likely to live in flood prone areas than Whites. 

Although the risk ratios were larger for the more complex dasymetric mapping techniques, the 
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general consistency of the values indicates that the observed environmental injustices were not 

an artifact of a given dasymetric mapping approach. 

The Charlotte and Greenville-Spartanburg MSAs exhibited greater sensitivity to the 

dasymetric mapping methodologies. For both MSAs, the simplistic areal weighting approach 

suggested that Whites were disproportionately at risk to flood hazards. This was not particularly 

surprising given that conventional areal weighting has been documented to disproportionately 

undercount minority populations [Maantay and Maroko, 2009]. Conversely, the more precise 

filtered areal weighting techniques both produced risk ratios that were significant and greater 

than one for Charlotte and Greenville-Spartanburg, indicating that African Americans were 

disproportionately exposed to flood hazards. Greenville-Spartanburg exhibited the most 

substantial spatial inequities, as African Americans were 80% more likely to reside in the 500-

year flood zone according to the low-high urban filtered areal weighting. The degree of 

environmental injustice in Charlotte was comparable to Atlanta, as African Americans were 38% 

more likely to be at risk to flood hazards. 

The differences in the risk ratios between the various dasymetric mapping techniques, 

particularly for Charlotte and Greenville-Spartanburg, can be partly explained by analyzing how 

the techniques influenced the racial characteristics of the flood zone population estimates (Figure 

4.3). In Atlanta, the different dasymetric approaches resulted in similar percent decreases of the 

White and African American populations estimated to reside in the flood zones. For example, the 

urban filtered areal weighting resulted in a 78% and 73% decrease in the White and African 

American flood zone populations, respectively, relative to the simplistic areal weighting 

approach. The percent decrease of the White and African American flood zone populations was 

even more similar when transitioning from the urban filtered areal weighting to the low-high 
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urban filtered areal weighting. Since the percent change of the African American and White 

flood zone population estimates was fairly similar, the risk ratios were less sensitive to the 

various dasymetric mapping techniques and always greater than one. 

For the Charlotte and Greenville-Spartanburg MSAs, the opposite occurred as the three 

dasymetric methods produced notably different percent decreases in the African American and 

White flood zone populations (Figure 4.3). For example, in Charlotte, the urban filtered areal 

weighting resulted in a 74% and 60% decrease in the White and African American flood zone 

populations, respectively, relative to the basic areal weighting. Similarly, in Greenville-

Spartanburg, the low-high urban filtered areal weighting resulted in a 72% and 62% decrease in 

the White and African American flood zone occupants, respectively, relative to the urban filtered 

areal weighting. The much larger percent decreases in White flood zone populations relative to 

African American flood zone populations in both Charlotte and Greenville-Spartanburg elucidate 

why the risk ratios changed from less than one for the areal weighting approach to greater than 

one for both the urban filtering techniques. Overall, it appears that simplistic areal weighting 

may not undercount minority flood zone populations throughout Charlanta, as suggested by 

Maantay and Maroko [2009], but rather overestimate the number of White flood zone occupants, 

particularly in Charlotte and Greenville-Spartanburg. 

4.4.3 Environmental Justice at the County Scale 

 A higher level of spatial detail was provided by mapping the risk ratios derived from each 

dasymetric methodology for all Charlanta counties. The magnitude of the county risk ratios was 

quite modest according to the areal weighting approach, with all the values falling between 0.51 

and 1.50 (Figure 4.4a). Additionally, every county in the Charlotte and Greenville-Spartanburg 

MSAs exhibited a risk ratio less than one, indicating that Whites were more likely to reside in the 
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500-year flood zones. The landscape of inequitable flood risk observed in Atlanta was more 

complex, as the counties were fairly evenly divided between those with risk ratios less than one 

and those with risk ratios greater than one. Specifically, there appeared to be a notable cluster of 

counties west of Downtown Atlanta where African Americans were particularly overrepresented 

within the 500-year flood zones (e.g. Carroll, Douglas, and Cobb counties). In terms of statistical 

significance, a vast majority of the risk ratios calculated using the areal weighted flood zone 

population estimates exhibited a p-value less than 0.05. The large number of significant results, 

despite the modest risk ratio magnitudes, was likely due to the areal weighting technique 

overestimating the flood zone populations and artificially enhancing the statistical confidence. 

 Utilizing the flood zone population estimates produced by the urban filtered areal 

weighting resulted in different risk ratios (Figure 4.4b). Most notably, the risk ratios for all the 

counties in the Charlotte and Greenville-Spartanburg MSAs, with the exception of Mecklenburg 

and Anson counties, transitioned from being less than one to greater than one. The majority of 

these transitional counties in North and South Carolina also exhibited p-values less than 0.05, 

indicating that African Americans were significantly more likely to reside in flood zones. For 

Atlanta, the urban filtered areal weighting risk ratios highlighted an interesting spatial pattern. It 

appeared that Whites were significantly overrepresented within flood zones in the urban core 

counties (e.g. Fulton, DeKalb, and Fayette) while African American were at a significantly 

higher risk in the counties immediately encircling the urban core. 

 The most realistic depiction of environmental injustice at the county level was likely 

provided by the low-high urban filtered areal weighting (Figure 4.4c). According to this 

dasymetric approach, the risk ratios for the Charlotte and Greenville-Spartanburg counties were 

all greater than one and a vast majority were statistically significant, indicating that African 
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Americans were significantly more likely to reside within the 500-year flood zones in these 

MSAs. For Atlanta, counties with risk ratios greater than one again encircled the urban core, with 

a notable cluster of significant risk ratios located west of downtown. Although Whites were still 

slightly more likely to reside within flood zones in the urban core counties of Atlanta, these 

differences were no longer statistically significant except for DeKalb County. The spatial pattern 

of injustice observed in Atlanta, where African Americans were disproportionately exposed to 

flood hazards in the counties surrounding the urban core, appeared to be unique since the urban 

core counties of the Charlotte and Greenville-Spartanburg MSAs (e.g. Mecklenburg, Greenville, 

and Spartanburg counties) exhibited significant flood exposure inequities. Finally, the most 

glaring environmental injustices at the county level occurred in Union County, NC and Spalding 

County, GA, where African Americans were 3.1 and 2.9 times as likely, respectively, to reside in 

flood zones than Whites. 

 To better visualize the changes between the various dasymetric mapping techniques, a 

difference map was created by subtracting the risk ratios calculated using areal weighting from 

those derived using the low-high urban filtered areal weighting approach (Figure 4.4d). 

Generally, larger risk ratio increases were observed in rural counties. This was likely due to the 

areal weighting technique overestimating White flood zone populations in these counties due to 

the flood zones containing large quantities of forested and non-urban land cover. The urban core 

counties generally displayed more modest increases or even slight decreases in the risk ratio. 

One notable exception was DeKalb County, which exhibited the largest risk ratio reduction. 

Aerial weighting potentially overestimated the African American flood zone population in 

DeKalb County due to the largely undeveloped nature of the flood zones in the vicinity of Arabia 

Mountain National Heritage Area and Stone Mountain Park. Overall, analyzing the 
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environmental injustices pertaining to urban flood hazards at the county level provided a more 

spatially nuanced perspective. 

4.4.4 Environmental Justice at the Census Tract Scale 

The most granular scale include in the analysis was the census tract level. Even though 

the flood zone population estimates were derived using block group data, the nature of the 

dasymetric mapping techniques and risk ratio formula necessitated that the calculations were 

performed at the tract level since any block group risk ratios would by default equal one. The 

variability of the census tract risk ratios between the three dasymetric mapping methodologies 

generally mirrored the results at the county scale, as the risk ratios derived from the more 

complex filtered areal weighting techniques were generally greater than those estimated using 

the simplistic areal weighting approach (Figure 4.5). This upward trend in the risk ratio values 

was particularly consistent for census tracts in the Charlotte and Greenville-Spartanburg MSAs. 

The boxplots also highlighted the substantial variability and greater magnitude of the risk ratios 

at the census tract scale. Several census tracts exhibited risk ratios greater than three, which 

suggests that African Americans were at least three times as likely to reside within the 500-year 

flood zones. 

Figure 4.6 summarizes the number of statistically significant census tract risk ratios by 

MSA for each dasymetric mapping technique. The clearest trend was the general decline in the 

number of significant risk ratios at the tract level for the more restrictive filtered areal weighting 

approaches. This was likely due to the smaller number of flood zone residents estimated by these 

techniques, which decreased the statistical confidence that the observed disparities were 

significant. The general lack of significant results was the primary reason why a map of the tract 

level risk ratios was not presented. Although there were a greater number of tracts with risk 
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ratios less than one in Atlanta and Greenville-Spartanburg according to the areal weighting 

technique, each MSA exhibited higher frequencies of census tracts with risk ratios greater than 

one for the more advanced dasymetric methods. This indicates that tracts where African 

Americans were significantly overrepresented in flood zones were more pervasive than those 

where Whites were disproportionately exposed to flooding. In terms of differences between the 

three MSAs, census tracts with significant risk ratios were more frequent in Atlanta. However, 

due to the greater number of tracts in the Atlanta MSA, the relative percentages were generally 

quite similar, with approximately 1-2% of all tracts displaying significant environmental 

injustices.  

Finally, several of the census tracts that exhibited the most egregious environmental 

injustices were explored in additional detail (Table 4.3). Atlanta was home to half of the ten 

census tracts with the largest, significant risk ratios, including the entire top three. Four of the ten 

census tracts with the highest risk ratios were located in Charlotte while only one was observed 

in Greenville-Spartanburg. The census tract with the largest significant risk ratio occurred in 

Fulton County Georgia just north of East Point. In this tract, African Americans were over nine 

times as likely to reside in the 500-year flood zone than Whites. This extremely high risk ratio 

likely occurred because the block group containing Fort Valley, where a substantial proportion of 

urban development was within the flood zone of a tributary to South Utoy Creek, had a notably 

larger African American population than the other census block groups comprising the tract. The 

remaining block groups not only contained a slightly larger White population, particularly the 

block group containing Fort McPherson, but also had less development within the flood zone. 

The second largest risk ratio was observed in a census tract near Summerhill, just east of 

Turner Field. Specifically, African Americans were over six times as likely to reside within the 
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flood zone. The large risk ratio occurred because the tract consisted of two adjacent block 

groups, where one was predominately White and had a minimal threat of flooding and the other 

was predominately African American and had considerable urban infrastructure within the flood 

zone. Summerhill is a particularly interesting example of environmental injustice since it has also 

been historically marginalized by the City of Atlanta for the construction of Turner Field and 

interstate expansions. Additionally, it is especially susceptible to flooding during intense 

precipitation events because it drains a portion of downtown Atlanta. Due to a significant flood 

that occurred in July 2012, Summerhill and its surrounding neighborhoods are now undergoing a 

stormwater management transformation involving permeable pavers and more controversially 

the displacement of local residents to create a water retention park. Obviously, local residents are 

weary of stormwater management being the latest rationalization of an “urban renewal” project 

that will serve as a catalyst for further gentrification and displacement. Google street view 

images reveal the drastic changes that have occurred between 2010 and 2017, as the new 

permeable pavers have been accompanied by several houses being demolished and reconstructed 

(Figure 4.7). 

A census tract stretching from downtown Griffin, GA toward the southeast exhibited the 

third largest risk ratio, as African Americans were over 4.5 times as likely to reside in the 500-

year flood zone. The high risk ratio was largely due to a predominately African American 

neighborhood adjacent to the Griffin-Spalding County Airport being particularly at risk for 

flooding. The remainder of the block groups that comprised the tract consisted of predominately 

White populations and were more rural in nature so the flood zones generally enveloped 

undeveloped land. Given the results from Summerhill and Griffin, it appears that neighborhoods 
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which have been historically targeted for LULU (e.g. airports, sporting facilities) are also 

frequently the locations of substantial environmental injustices regarding flood risk. 

The final census tract in the top four roughly corresponded with the Landsdowne 

community, which is located southeast of downtown Charlotte. In this tract, African Americans 

were over three times as likely to reside in the 500-year flood zone. The topographic variability 

of the tract was quite noticeable, as it included one low-lying block group adjacent to McAlpine 

Creek and two elevated block groups. As indicated by the large risk ratio, the block group 

adjacent to McApline Creek was predominately African American while the remaining block 

groups, which were not at risk for flooding, were predominately White. The broader context of 

the tract’s location was also quite unique since it was positioned within the predominately White 

sector of Charlotte. Overall, the census tract level analysis highlighted the specific locales where 

environmental injustices were quite pronounced.   

4.5 Conclusions and Policy Implications 

By analyzing population characteristics within FEMA 500-year flood zones at various 

scales utilizing several dasymetric mapping approaches, this work clarifies the extent of flood 

risk environmental injustice throughout the Charlanta megaregion. As expected, the results were 

sensitive to the three dasymetric mapping techniques. The simplistic areal weighting approach 

appeared to overestimate the populations residing in the flood zone, particularly in more rural 

counties where large portions of the flood zone were undeveloped. Therefore, the two filtered 

areal weighting techniques, which only considered the developed portions of the flood zone, 

likely provided more realistic depictions of the flood zone population characteristics.  

The risk ratios derived from the flood zone population estimates produced by the more 

sophisticated low-high urban filtered areal weighting indicated that significant environmental 
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injustices were pervasive throughout the entire Charlanta megaregion. Specifically, African 

Americans were 44% more likely to reside in areas at risk for flooding than Whites when 

considering the megaregion as a whole. At the MSA scale, Greenville-Spartanburg exhibited the 

largest flood risk inequities, as African Americans were 80% more likely to reside in the 500-

year flood zone. Significant environmental injustices were also observed in Charlotte and Atlanta 

where African Americans were 38% and 34% more likely to be at risk to flooding, respectively.  

The county level analysis revealed more nuanced spatial patterns regarding flood risk. In 

a majority of the Greenville-Spartanburg and Charlotte counties African Americans were 

significantly overrepresented in the 500-year flood zone. For Atlanta, a unique spatial pattern 

emerged, as the counties encircling the urban core exhibited significant environmental injustices. 

Of particular importance was the cluster of counties located west of downtown Atlanta where 

African American were significantly overrepresented in flood zones because the flood risk in this 

region and potential for disparate impacts unfortunately came to fruition during the devastating 

2009 Atlanta flood [Debbage and Shepherd, Submitted B].  

The most spatially detailed analysis was conducted at the census tract level. Several of 

the tracts exhibited risk ratios greater than three, indicating that African Americans were at least 

three times as likely to reside within flood zones than Whites. The tracts with the largest risk 

ratios and most pronounced environmental injustices generally exhibited stark racial 

juxtapositions. They typically were comprised of a predominately African American census 

block group that contained a majority of the flood risk while the remaining block groups were 

predominately White and not at risk for flooding. Additionally, these tracts appeared to 

incorporate historically marginalized neighborhoods that have been encroached upon by other 
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LULU, such as airports, sporting facilities, and military bases. Thus, the greatest flood risk 

inequities at the tract level appeared to be collocated with broader environmental injustices. 

Overall, these findings suggest that African Americans are overrepresented in the 500-

year flood zone and are disproportionately at risk for flooding. These inequities are likely due to 

structural forms of discrimination and residential segregation, which have been particularly 

pervasive throughout the development of the Southern cities included in Charlanta [Bayor, 1988; 

Hanchett, 1998]. The systemic overrepresentation of African Americans in flood zones is 

particularly troubling given that previous studies have indicated that inequities often occur 

during flood recovery efforts as well [Bullard, 2008; Bullard and Wright, 2009]. This presents a 

worst-case scenario where African Americans are more likely to be impacted by floods but less 

likely to receive the necessary resources and support to recover from them. The fine spatial scale 

of this analysis can hopefully help direct resources to those communities that are most in need 

and enhance their adaptive capacity to flood hazards. Although, as seen in Summerhill and the 

surrounding neighborhoods, stormwater management overhauls can set the stage for additional 

inequities through displacement and gentrification. Finally, a greater awareness of flood hazard 

inequities can inform emergency management plans and help ensure more equitable recovery 

efforts when flooding occurs.  

Future research efforts will focus on advancing beyond the binary conceptualization of 

race utilized in this study. Analyzing additional racial groups and socio-economic characteristics 

will likely provide further insights regarding the extent and mechanisms responsible for flood 

risk inequities. Although block groups were utilized in this study to help incorporate additional 

socio-economic variables in future work, examining EJ differences between methods based upon 

block groups and blocks would help further diagnose any issues related to MAUP. Additionally, 
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exploring various Risk Ratio formulations may reveal subtle alterations in the observed 

environmental injustices. More qualitative perspectives, such as survey and/or interview-based 

studies, would also be beneficial to understanding how the risks and inequities are perceived in 

local communities. Moving forward, the authors ultimately hope to design an online mapping 

interface to make the detailed EJ flood hazard dataset freely available to the public and 

community groups. 
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Figure 4.1. Location of the Charlanta Megaregion and individual MSAs included in the analysis. 
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Figure 4.2. Example of the three different flood zone areas used during the dasymetric mapping 
techniques for a census block group adjacent to Peachtree Creek in Fulton County Georgia. 
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Figure 4.3. Flood zone population characteristics for each MSA by dasymetric mapping 
technique. 
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Figure 4.4. Risk Ratios at the county level for the a) areal weighting, b) urban filtered areal 
weighting, and c) low-high urban filtered areal weighting dasymetric mapping techniques. Panel 
d) maps the overall risk ratio difference (low-high filtered risk ratio – areal weighting risk ratio).  
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Figure 4.5. Census tract risk ratios for each dasymetric mapping technique summarized by 
Atlanta MSA counties (left panel), Charlotte MSA counties (middle panel), and Greenville-
Spartanburg MSA counties (right panel). 
 
 
 

 
 
Figure 4.6. Frequency of census tracts with significant (p-value < 0.05) risk ratios greater and 
less than one for each dasymetric mapping technique and MSA. 
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Figure 4.7. Transformation of one Summerhill street between 2010 (top) and 2017 (bottom). The 
demolition, reconstruction, and/or modification of houses along the new street of permeable 
pavers is visible in the foreground while the topography that is partly responsible for the flooding 
issues can be seen in the background (Source: Google Street View). 
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Table 4.1. Flood zone population characteristics and risk ratios for the Charlanta megaregion 
according to the three dasymetric mapping techniques. Each risk ratio was significant with a p-
value less than 0.01. 
 

 
 
 
Table 4.2. Risk ratios for each MSA according to the three dasymetric mapping techniques. Each 
risk ratio was significant with a p-value less than 0.05. 
 

  
 Areal 

Weighting 
Urban Filtered 

Areal Weighting 
Low - High Urban Filtered 

Areal Weighting 
Atlanta 1.006 1.240 1.339 
Charlotte 0.744 1.165 1.376 
Greenville-Spartanburg 0.936 1.314 1.802 

 
 
 
Table 4.3. Detailed information for the census tracts with the ten largest and statistically 
significant risk ratios according to the low-high urban filtered areal weighting. 
 

Census Tract ID Nearest Town County MSA Risk Ratio P-Value 
13121007603 East Point Fulton Atlanta 9.217 0.000 
13121004900 Summerhill Fulton Atlanta 6.494 0.001 
13255161200 Griffin Spalding Atlanta 4.527 0.030 
37119002004 Lansdowne Mecklenburg Charlotte 3.094 0.006 
37071032000 Gastonia Gaston Charlotte 2.598 0.013 
13067031112 Smyrna Cobb Atlanta 2.585 0.001 
37119005812 Matthews Mecklenburg Charlotte 2.567 0.022 
45045001205 Overbrook Greenville Greenville-Spartanburg 2.566 0.001 
37119006403 Davidson Mecklenburg Charlotte 2.475 0.028 
13089021605 Briarcliff Woods DeKalb Atlanta 2.435 0.000 

 

 

    Flood Zone Population 

  
Charlanta 

Megaregion 
 Areal 

Weighting 
Urban Filtered 

Areal Weighting 
Low - High Urban Filtered 

Areal Weighting 
White 4,756,919 395,317.7 88,330.06 27,935.57 

African American 2,293,867 188,673.5 53,640.07 19,342.39 

Total 7,050,786 583,991 141,970 47,278 
Risk Ratio   0.990 1.259 1.436 
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CHAPTER 5 

SUMMARY AND CONCLUSIONS 

5.1 Summary of Research Objectives 

5.1.1 Objective 1 – Streamflow and Urban Development Patterns 

 Objective 1 analyzed the influence of urban development patterns, specifically the extent, 

configuration, and positioning of urban land use, on streamflow characteristics. The urban 

development patterns were quantified using NLCD 2011 and spatial metrics derived from 

FRAGSTATS. The streamflow characteristics that were evaluated included high flow and low 

flow frequency, which were calculated using a peaks-over-threshold approach, and annual peak 

discharge. The streamflow data was obtained from existing gages maintained by the USGS. 

Specifically, the relationships between the urban development patterns and streamflow 

characteristics were analyzed for 119 watersheds throughout Charlanta via bivariate and 

multivariate statistical modeling.  

 The statistical analyses indicated that a greater extent of urban development, positioning 

impervious surfaces in headwater locations, and more contiguous urban land use enhanced high 

flow frequency. Additionally, a greater extent of urban development and more contiguous urban 

land use also enhanced low flow frequency. Peak streamflow was influenced by only the extent 

of urban development. Collectively, these results indicated that urbanization impacted high and 

low flow frequency as well as annual peak streamflow. Overall, the urban environment appeared 

to create a more extreme hydrologic regime by enhancing low, high, and peak flows. 
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 By utilizing a standardized methodology to analyze low, high, and peak flows, Chapter 2 

provided a comprehensive assessment of urban effects on streamflow and addressed several gaps 

present in the literature. Typically, studies have focused on peak flows and neglected the 

important influences of urban development on low flow regimes and nuisance flooding, which 

can have notable cumulative effects. The Chapter also addressed the relative importance of 

several aspects of urban development patterns (i.e. extent, configuration, and positioning), which 

often are considered independently. This helped elucidate which spatial characteristics of urban 

land use had the greatest impacts on streamflow. Regarding the positioning of impervious 

surfaces, the findings provided conclusive observational-based evidence that developing 

headwater locations can alter streamflow. This was likely due to the more sophisticated 

positioning metrics that were developed. Overall, Chapter 2 highlighted that all three 

components of urban development patterns have a significant influence on streamflow and 

therefore provide a potential avenue through which land use planning can mitigate the impacts of 

urbanization on hydrologic systems. 

5.1.2 Objective 2 – Urban Influences on the 2009 Atlanta Flood 

Objective 2 aimed to elucidate how the urban environment influenced the spatial and 

temporal characteristics of precipitation and runoff during the devastating 2009 Atlanta flood. 

Although the observational record suggested that the urban environment enhanced precipitation 

as well as runoff, the general complexity of the flood event made it difficult to attribute certain 

aspects of the storm to the urban environment using observations alone. Therefore, the WRF 

model was used to simulate the event and quantitatively assess the impacts of urbanization on 

precipitation and runoff patterns. Two different modeling simulations were performed. The first 

model simulation was the base run, which included detailed urban land use data and an urban 
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canopy model to represent the urban footprint of Atlanta. The second simulation was a Non-

Urban run where the urban land use of Atlanta was removed and replaced with a natural 

vegetation mosaic. Comparisons were drawn between the two model simulations to clarify how 

the urban environment impacted the 2009 Atlanta flood. 

Noticeable differences were observed between the two model runs. Specifically, in the 

area downwind of downtown Atlanta during the event (i.e. Douglas, Cobb, and Paulding 

counties), the non-urban model underestimated the quantity of precipitation by approximately 

100 mm. This had clear implications in terms of runoff, as the non-urban simulation produced 

much smaller surface runoff values as well. Analyzing several other variables produced by the 

model helped clarify the potential physical mechanisms through which the urban environment 

enhanced the precipitation. Specifically, the precipitation differences between the two models 

were likely due to the increased surface convergence observed in the urban simulation at the 

downwind urban-rural interface. This convergence zone in the urban model appeared to be the 

product of the enhanced surface roughness and thermal properties associated with the urban 

environment. The urban landscape also appeared to help sustain and enhance the vertical 

velocities within the downwind convergence zone. Collectively, these urban influences likely 

amplified the precipitation and runoff that produced the devastating 2009 flood event. 

Chapter 3 made several important contributions to the literature. Firstly, it highlighted a 

potential two-pronged vulnerability of urban environments to extreme rainfall, as they may 

enhance both the initial precipitation and subsequent runoff. While it is widely understood that 

impervious surfaces can increase surface runoff during extreme rainfall events, the capability of 

urban environments to also amplify the precipitation during extreme events is not broadly 

acknowledged. Fortunately, this two-pronged vulnerability potentially indicates that mitigation 
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strategies aimed at reducing the influence of urbanization on runoff may have previously 

unrecognized synergistic benefits. The second notable contribution of Chapter 3 was that it 

analyzed the urban rainfall effect during a synoptically driven event. Past studies that have 

addressed urban influences on precipitation have traditionally focused on summertime 

convection under weak synoptic scale forcing. Importantly, the WRF modeling revealed that the 

urban environment can notably influence the mesoscale characteristics of precipitation even 

when strong synoptic forcing is present. 

5.1.3 Objective 3 – Urban Flood Zone Occupation and Environmental Justice 

The third and final research objective evaluated the degree of environmental injustice 

regarding urban flood risk. The work relied upon demographic data from the 2010 US Census at 

the block group level and FEMA defined 500-year flood zones. To estimate the populations 

within the flood zones, several daysmetric mapping approaches were used. The most 

sophisticated approach calculated the area of low, medium, and high intensity urban 

development within the flood zone for each block group. This filtered area was then used to 

estimate the urban flood zone population characteristics. Specifically, the objective focused on 

potential inequities between African American and White populations. These inequities were 

evaluated using risk ratios, which were calculate at several scales, varying from the megaregion 

as a whole down to individual census tracts. 

The risk ratios calculated using the most sophisticated daysmetric approach revealed that 

inequities were pervasive across the entire megaregion, as African Americans were 44% more 

likely to reside in areas at risk for flooding than Whites. African Americans were also 

disproportionately at risk to urban flooding at the individual MSA scale. The county level results 

highlighted a unique spatial pattern for Atlanta, as the counties encircling the urban core 
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exhibited significant environmental injustices. At the census tract level, risk ratios greater than 3 

were observed, indicating that African Americans were at least 3 times as likely to reside within 

flood zones than Whites in several tracts. The tracts with the largest risk ratios and most 

pronounced environmental injustices generally exhibited stark racial juxtapositions and appeared 

to incorporate historically marginalized neighborhoods that have been encroached upon by other 

LULU, such as airports, sporting facilities, and military bases. Therefore, the greatest flood risk 

inequities at the tract level appeared to be collocated with broader environmental injustices. 

Overall, the inequities observed at each scale are likely due to structural forms of discrimination 

and residential segregation, which have been particularly pervasive throughout the development 

of the Southern cities included in Charlanta. 

Chapter 4 incorporated several novel aspects that potentially advanced EJ informed flood 

hazard research. Notably, it provided one of the first efforts to evaluate EJ issues pertaining to 

urban flooding for the entire Charlanta megaregion. The breadth of the analysis helped reveal the 

systemic nature of urban flood risk environmental injustices throughout the Southeast. The 

analysis also incorporated numerous scales and dasymetric mapping techniques. This increased 

the overall robustness of the findings since it clarified how sensitive the risk ratio estimates were 

to largely arbitrary methodological decisions. Finally, the fine spatial scale of the analysis could 

help direct resources to those communities that are most in need and enhance their adaptive 

capacity to flood hazards. 

5.2 Conclusions 

Urban areas are particularly vulnerable to flood hazards. The impervious surfaces, 

compacted soils, and stormwater conveyance systems common throughout the urban 

environment result in less infiltration, greater surface runoff, and increased flood peaks. Urban 
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agglomerations not only alter the physical properties of the hydrologic system but also expose 

more individuals to this enhanced flood risk by concentrating people in flood prone areas. This 

dissertation comprehensively assessed urban flooding vulnerability throughout Charlanta by 

utilizing a holistic human-environment interactions framework, which emphasized the reciprocal 

nature of the relationships connecting humans and the natural environment. Specifically, the 

dissertation addressed anthropogenic effects, primarily through urbanization and land use 

change, on components of the hydrologic system as well as how hydrometeorological hazards, 

such as extreme precipitation and flooding, impacted urban communities. This integrative 

framework was also complemented by a variety of methodological approaches, such as statistical 

modeling, dasymetric mapping, and physically-based modeling, in order to overcome the 

shortcomings inherent to any individual approach.  

An important outcome of this work enabled by the human-environment interactions 

framework was the opportunity to address the multidimensionality of urban flooding and assess 

the complex connections between the various physical and social factors. For example, the WRF 

modeling of the 2009 Atlanta flood conducted in Chapter 3 revealed that the urban environment 

likely enhanced precipitation, runoff, and flooding downwind of the city. This was particularly 

interesting because Chapter 4 indicated that the greatest environmental injustices regarding urban 

flood risk in Atlanta were located in the counties which enveloped the urban core and were 

therefore located in downwind regions. Thus, the locations within the Atlanta MSA that are most 

likely to suffer from flooding that is at least partly induced by urban rainfall enhancements are 

also home to the most inequitable flood risks. Unfortunately, this colocation of physical and 

social vulnerabilities occurred during the 2009 Atlanta flood, as the urban rainfall enhancement 
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and most devastating flooding took place within the counties where African Americans were 

significantly overrepresented in the FEMA flood zones. 

Only by considering these complex two-way interactions, can more holistic, synergistic, 

and equitable policy solutions be identified. Land use policy measures that attempt to minimize 

urban effects on streamflow also face additional challenges since they can have unintended 

consequences at broader scales by encouraging more sprawling forms of urbanization. Future 

work that further addresses the implications of land use policy across a variety of scales for the 

urban system as a whole would be beneficial. Despite these avenues for additional research, this 

dissertation provides several insights that can help inform urban policy aimed at creating more 

hydrologically sustainable forms of urban development. Such progress appears imperative, given 

that cities will likely be exposed to both an increased frequency of extreme rainfall and drought 

in the future due to global climate change. 
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APPENDIX 

Table A.1. List of abbreviations and descriptions. 
 

ABBREVIATION DESCRIPTION 
ACS American Community Survey 
AIC Akaike Information Criterion 
ANOVA Analysis of Variance 
ARW Advanced Research WRF 
ASOS Automated Surface Observing System 
ATL Atlanta 
AWMSI Area-Weighted Mean Shape Index 
CBD  Central Business District 
CCN  Cloud Condensation Nuclei 
CERI Comparative Environmental Risk Index 
CHA Charlotte 
COCORAHS Community, Collaborative Rain, Hail and Snow Network 
ED Edge Density 
EJ  Environmental Justice 
EO Executive Order 
EPA Environmental Protection Agency 
FEMA Federal Emergency Management Agency 
FRC_URB2D Urban Fraction Parameter 
GA Georgia 
GAGES Geospatial Attributes of Gages for Evaluating Streamflow 
GAO Government Accountability Office 
GIS Geographic Information Systems 
GSP Greenville, Spartanburg, and Anderson 
HSD Honest Significant Difference 
KFTY Fulton County Airport 
LPI Largest Patch Index 
LSM Land Surface Model 
LULC Land Use/Land Cover 
LULU Locally Unwanted Land Uses 
MAUP Modifiable Areal Unit Problem 
METAR Meteorological Terminal Aviation Routine Weather Report 
METROMEX Metropolitan Meteorological Experiment 
MODIS Moderate Resolution Imaging Spectroradiometer 
MPE Multi-Sensor Precipitation Estimates 
MSA Metropolitan Statistical Area 
N  Sample Size 
NARR North American Regional Reanalysis 
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NC  North Carolina 
NCAR National Center for Atmospheric Research 
NFHL National Flood Hazard Layer 
NFIP National Flood Insurance Program 
NHD National Hydrography Dataset 
NLCD National Landcover Database 
NWIS National Water Information System 
NWS National Weather Service 
OLS Ordinary Least Squares 
PD  Patch Density 
PLADJ Percentage of Like Adjacencies 
PLAND Percentage of Landscape 
POT  Peaks-Over-Threshold 
R  Pearson Correlation Coefficient 
RMSE Root Mean Square Error 
SC South Carolina 
SEM Spatial Error Model 
SLUCM Single Layer Urban Canopy Model 
UCC United Church of Christ 
US  United States 
USGS United States Geological Survey 
UTC  Universal Time Coordinated 
VIF Variable Inflation Factor 
WRF  Weather Research and Forecasting Model 

 
 


